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Introduction


This book is a collection of RFCs and Internet-Drafts related to
specific working group. The RFC and Internet-Drafts files are normally
stored in plain ascii text format and they are converted to html
suitable for eBook use by automatic scripts. Those scripts try to
detect headers, pictures, lists, references etc and create special
html for each of those. For text paragraphs those scripts remove
indentation and hard linebreaks and makes text paragraphs as normal
text so font size of the eBook can be adjusted at will and features
like text-to-speech work.


As this conversion is completely automatic there might be errors in
the converted files. I have tried to fix the issues when I find them,
but sometimes fixing issue in one RFC cause problems in others, so not
all errors can be easily fixed, this is especially true for very old
RFCs which do not follow the formatting specifications. If you notice
errors in the formatting please send email to the
<kivinen+rfc-ebook@iki.fi> and describle the problem.
Please, remember to include the RFC number and the version number of
the eBook file (found from the cover page).


As the collection of RFCs is quite large there has been some issues
with the conversion to kindle, and some features do not seem to work
properly when full set of RFCs is used. Because of this some
work-arounds have been made to make the eBook still usable. If the
kindle software gets updated some of those work-arounds might be
removed. For more information about those see the Conversion section.


The primary output format of the scripts is the .mobi
format used in the kindle, and I have been using Kindle 3 as my
primary testing device, so if other reader devices are used, there
might be more issues. The automatic tools also create the
.ePub file, which can be used on platforms which do not
support .mobi format. There is program called mobipocket for
reading .mobi files, and that program is available for wide
range of devices including PalmOS, Symbian, PC, Windows Mobile,
Blackberry etc, so also those devices can be used in addition to
normal eBook readers.


How to use this book


In this section I will concentrate mostly on how to use this on
Kindle 3. This eBook contains 5 main parts:



	Cover page

	This introduction

	Index

	RFCs and Internet-Drafts

	Description of the conversion process




The cover page includes the date when this
eBook was created (i.e. eBook version).


The conversion section includes technical information how this
eBook was created and some known issues etc.


Navigation


There are four main ways to navigate through the book in addition
to normal page up and down.


Fastest way to go to specific RFC or Internet-Draft is to press
menu button on the Kindle 3, and then select Index from
the menu. This will give you the automatic index of the contents of
the this file. This allows quick access to the RFC by just typing the
numbers to the search box, i.e. pressing Alt-t, Alt-o, Alt-o, Alt-y
will jump you to the RFC 5996 and then you can use arrow down to
select RFC and hit enter to go there. For internet draft start typing
the draft name.


Another option is to use the RFC Index in the beginning of the file
(You can ge to there by either pressing menu, selecting
Index and then clicking on the  Index in the beginning
of the index, or by pressing menu, selecting Go to...
and then selecting Table of Contents).


Third option is to use left and right arrows to navigate the next
and previous RFC/Internet-Drafts.


The fourth way to navigate inside the book is to use the links
inside the files. The RFC Index has direct links to every 100th RFC.
Each file contains links to back 5, forward 5, next and previous rfc.
Also any reference inside the documents pointing to other RFCs gets
you directly there. Some of the links inside RFC moves you inside the
RFC, i.e. clicking link on the table of contents inside the RFC moves
you to that section etc. Also references inside the RFC will move you
to the refences section etc.
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Abstract

   RFC 7830 specifies the EDNS(0) 'Padding' option, but does not specify
   the actual padding length for specific applications.  This memo lists
   the possible options ("Padding Policies"), discusses implications of
   each of these options, and provides a recommended (experimental)
   option.




Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at https://datatracker.ietf.org/drafts/current/.



   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."



   This Internet-Draft will expire on October 14, 2018.




Copyright Notice

   Copyright (c) 2018 IETF Trust and the persons identified as the
   document authors.  All rights reserved.



   This document is subject to BCP 78 and the IETF Trust's Legal
   Provisions Relating to IETF Documents
   (https://trustee.ietf.org/license-info) in effect on the date of
   publication of this document.  Please review these documents
   carefully, as they describe your rights and restrictions with respect
   to this document.  Code Components extracted from this document must
   include Simplified BSD License text as described in Section 4.e of
   the Trust Legal Provisions and are provided without warranty as
   described in the Simplified BSD License.
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1. Introduction


   [RFC7830]
 specifies the Extensions Mechanisms for DNS (EDNS(0))
   "Padding" option, which allows DNS clients and servers to
   artificially increase the size of a DNS message by a variable number
   of bytes, hampering size-based correlation of encrypted DNS messages.



   However, RFC 7830 deliberately does not specify the actual length of
   padding to be used.  This memo discusses options regarding the actual
   size of padding, lists advantages and disadvantages of each of these
   "Padding Strategies", and provides a recommended (experimental)
   strategy.



   Padding DNS messages is useful only when transport is encrypted,
   using protocols such as DNS over Transport Layer Security [RFC7858],
   DNS over Datagram Transport Layer Security [RFC8094] or other
   encrypted DNS transports specified in the future.




2. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in
   [RFC2119].




3. General Guidance

   EDNS(0) options space: The maximum message length as dictated by
   protocol limitation limits the space for EDNS(0) options.  Since
   padding will reduce the message space available to other EDNS(0)
   options, "Padding" MUST be the last EDNS(0) option applied before a
   DNS message is sent.



   Resource Conservation: Especially in situations where networking and
   processing resources are scarce (e.g. battery powered long-life
   devices, low bandwidth or high cost links), the tradeoff between
   increased size of padded DNS messages and the corresponding gain in
   confidentiality must be carefully considered.



   Transport Protocol Independence: The message size used as input to
   the various padding strategies MUST be calculated excluding the
   potential extra 2-octet length field used in TCP transport.
   Otherwise, the padded (observable) size of the DNS packets could
   significantly change between different transport protocols, and
   reveal an indication of the original (unpadded) length.  For example,
   given a "Block Length" padding strategy with a block length of 32
   octets, and a DNS message with a size of 59 octets, the message would
   be padded to 64 octets when transported over UDP.  If that same
   message was transported over TCP, and the padding strategy would
   consider the extra 2 octets of the length field (61 octets in total),
   the padded message would be 96 octets long (as the minimum length of
   the Padding option is 4 octets).




4. Padding Strategies

   This section contains a recommended strategy, as well as a non-
   exhaustive list of other sensible strategies in choosing padding
   length.  Note that, for completeness, Appendix A contains two more
   (non-sensible) strategies.




4.1. Block Length Padding - Recommended Strategy

   Based on empirical research performed by Daniel K.  Gillmor
   [dkg-padding-ndss], EDNS Padding SHOULD be performed following the
   "Block Length Padding" strategy as follows:



   (1)  Clients SHOULD pad queries to the closest multiple of 128

        octets.



   (2)  If a Server receives a query that includes the EDNS(0) Padding

        Option, it MUST pad the corresponding response (See Section 4 of
        RFC7830) and SHOULD pad the corresponding response to a multiple
        of 468 octets (see below).



   Note that the recommendation above applies only if DNS transport is
   encrypted (See Section 6 of RFC 7830).



   In Block Length Padding, a sender pads each message so that its
   padded length is a multiple of a chosen block length.  This creates a
   greatly reduced variety of message lengths.  An implementor needs to
   consider that even the zero-length EDNS(0) Padding Option increases
   the length of the packet by 4 octets.



   Options: Block Length - values between 16 and 128 octets for the
   queries seem reasonable, responses will require larger block sizes
   (see [dkg-padding-ndss] and above for a discussion).



   Very large block lengths will have confidentiality properties similar
   to the "Maximal Length Padding" strategy (Section 4.2.1), since
   almost all messages will fit into a single block.  In that case,
   reasonable values may be 288 bytes for the query (the maximum size of
   a one-question query over TCP, without any EDNS(0) options), and the
   EDNS(0) buffer size of the server for the responses.



   Advantages: This policy is reasonably easy to implement, reduces the
   variety of message ("fingerprint") sizes significantly, and does not
   require a source of (pseudo) random numbers, since the padding length
   required can be derived from the actual (unpadded) message.



   Disadvantage: Given an unpadded message and the block size of the
   padding (which is assumed to be public knowledge once a server is
   reachable), the size of a padded message can be predicted.
   Therefore, minimum and maximum length of the unpadded message are
   known.



   The Block Size will interact with the MTU size.  Especially for
   length values that are a large fraction of the MTU, unless the block
   length is chosen so that a multiple just fits into the MTU, Block
   Length Padding may cause unneccessary fragmentation for UDP based
   delivery.  Also, chosing a block length larger than the MTU of course
   forces to always fragment.



   The empirical research cited above performed a simulation of padding,
   based on real-world DNS traffic captured on busy recursive resolvers
   of a research network.  The evaluation of the performance of
   individual padding policies was based on a "cost to attacker" and
   "cost to defender" function, where the "cost to attacker" was defined
   as the percentage of query/response pairs falling into the same size
   bucket, and "cost to defender" as the size factor between padded and
   unpadded messages.  Padding with a block size of 128 bytes on the
   query side, and 468 bytes on the response side was considered the
   optimum trade-off between defender and attacker cost.  The response
   block size of 468 was chosen so that 3 blocks of 468 octets would
   still comfortably fit into typical Maximum Transmission Unit (MTU)
   size values.



   The Block Size will interact with the MTU size.  Especially for
   length values that are a large fraction of the MTU, unless the block
   length is chosen so that a multiple just fits into the MTU, Block
   Padding may cause unneccessary fragmentation for UDP based delivery.
   Also, chosing a block length larger than the MTU of course always
   forces to always fragment.



   Note: Once DNSSEC validating clients become more prevalent, observed
   size patterns are expected to change significantly.  In such case,
   the recommended strategy might need to be revisited.




4.2. Other Sensible Strategies


4.2.1. Maximal Length Padding

   In Maximal Length Padding the sender pads every message to the
   maximum size as allowed by protocol negotiations.



   Advantages: Maximal Length Padding, when combined with encrypted
   transport, provides the highest possible level of message size
   confidentiality.



   Disadvantages: Maximal Length Padding is wasteful, and requires
   resources on the client, all intervening network and equipment, and
   the server.  Depending on the negotiated size, this strategy will
   commonly exceed the MTU, and then result in a consistent number of
   fragments reducing delivery probability when datagram based transport
   (such as UDP) is used.



   Maximal Length Padding is NOT RECOMMENDED.




4.2.2. Random Length Padding

   When using Random Length Padding, a sender pads each message with a
   random amount of padding.  Due to the size of the EDNS(0) Padding
   Option itself, each message size is hence increased by at least 4
   octets.  The upper limit for padding is the maximum message size.
   However, a client or server may choose to impose a lower maximum
   padding length.



   Options: Maximum and minimum padding length.



   Advantages: Theoretically, this policy should create a natural
   "distribution" of message sizes.



   Disadvantage: This policy requires a good source of (pseudo) random
   numbers which can keep up with the required message rates.
   Especially on busy servers, this may be a hindrance.



   According to the limited empirical data available, Random Length
   Padding performs slightly worse than Block Length Padding.




4.2.3. Random Block Length Padding

   This policy combines Block Length Padding with a random component.
   Specifically, a sender randomly chooses between a few block length
   values and then applies Block Length Padding based on the chosen
   block length.  The random selection of block length might even be
   reasonably based on a "weak" source of randomness, such as the
   transaction ID of the message.



   Options: Number of and the values for the set of Block Lengths,
   source of "randomness"



   Advantages: Compared to Block Length Padding, this creates more
   variety in the resulting message sizes for a certain individual
   original message length.  Also, compared to "Random Length Padding",
   it might not require a "full blown" random number source.



   Disadvantage: Requires more implementation effort compared to simple
   Block Length Padding



   Random Block Length Padding (as other combinations of padding
   strategies) requires further empirical study.




5. Acknowledgements

   Daniel K.  Gillmor performed empirical research out of which the
   "Recommended Strategy" was copied.  Stephane Bortzmeyer and Hugo
   Connery provided text.  Shane Kerr, Sara Dickinson, Paul Hoffman,
   Magnus Westerlund, Charlie Kaufman, Joe Clarke and Meral Shirazipour
   performed reviews or provided substantial comments.




6. IANA Considerations

   This document has no considerations for IANA.




7. Security Considerations

   The choice of the right padding policy (and the right parameters for
   the chosen policy) has a significant impact on the resilience of
   encrypted DNS against size-based correlation attacks.  Therefore, any
   implementor of EDNS(0) Padding must carefully consider which policies
   to implement, the default policy chosen, which parameters to make
   configurable, and the default parameter values.



   No matter how carefully a client selects their Padding policy, this
   effort can be jeopardized if the server chooses to apply an
   ineffective Padding policy to the corresponding response packets.
   Therefore, a client applying Padding may want to choose a DNS server
   which does apply at least an equally effective Padding policy on
   responses.



   Note that even with encryption and padding, it might be trivial to
   identify that the observed traffic is DNS.  Also, padding does not
   prevent information leak via other side channels (particularly timing
   information and number of query/response pairs).  Counter-measures
   against such other side channels could include injecting artificial
   "cover traffic" into the stream of DNS messages, or delaying DNS
   responses by a certain amount of jitter.  Such strategies are out of
   scope of this document.  Additionally, there is neither enough
   theoretic analysis nor experimental data available to recommend any
   such countermeasures.




8. Changes

   [Note to RFC Editors: This whole section is to be removed before
   publication]




8.1. draft-ietf-dprive-padding-policy-05

   Changes based on outcomes of IETF-wide LC + various reviews: Meral
   Shirazipour (Gen-ART), Charlie Kaufmann (SECDIR), Joe Clarke (OPSDIR
   - changed document flow based on comments),




8.2. draft-ietf-dprive-padding-policy-04

   Changes based on WGLC: Changed implementor consideration text in
   Security Con section (Sara), moved "No Padding" and "Fixed Length
   Padding" to appendix (Stephane, Paul), Changed TODO in Random Padding
   to info from empirical study (Stephen), Added note to pad only if
   transport encrypted (Stephen), added intro text referencing to
   DNSoTLS and DNSoDTLS (Stephane), added text about timing/jitter to
   security considerations.




8.3. draft-ietf-dprive-padding-policy-03

   Editorial changes in various spots.  Added text about excluding TCP
   length field, more security considerations, addressing Sara's other
   feedback to -02.




8.4. draft-ietf-dprive-padding-policy-02

   Changed Document Status to Experimental, added "maximum length"
   padding policy, reworded "block length" policy, some editorial
   changes.




8.5. draft-ietf-dprive-padding-policy-01

   Some (mostly editorial) changes to text.  Added "Recommendation"
   section based on dkg's research.




8.6. draft-ietf-dprive-padding-policy-00

   Initial (mostly unmodified) WG version.  Changed "Profile" to
   "Policy" to avoid confusion with the (D)TLS profiles document.




8.7. draft-mayrhofer-dprive-padding-profiles-00

   Initial version
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Appendix A. Non-sensible Padding Policies


A.1. No Padding

   In the "No Padding" policy, the EDNS0 Padding option is not used, and
   the size of the final (actually, "non-padded") message obviously
   exactly matches the size of the unpadded message.  Even though this
   "non-policy" seems redundant in this list, its properties must be
   considered for cases where just one of the parties (client or server)
   applies padding.



   Also, this "policy" is required when the remaining message size of
   the unpadded message does not allow for the Padding option to be
   included (less than 4 octets left).



   Advantages: This "policy" requires no additional resources on client,
   server and network side.



   Disadvantages: The original size of the message remains unchanged,
   hence this approach provides no additional confidentiality.



   "No Padding" MUST NOT be used unless message size disallows the use
   of Padding.




A.2. Fixed Length Padding

   In fixed length padding, a sender chooses to pad each message with a
   padding of constant length.



   Options: Actual length of padding



   Advantages: Since the padding is constant in length, this policy is
   very easy to implement, and at least ensures that the message length
   diverges from the length of the original packet (even only by a fixed
   value)



   Disadvantage: Obviously, the amount of padding easily discoverable
   from a single unencrypted message, or by observing message patterns.
   When a public DNS server applies this policy, the length of the
   padding hence must be assumed to be public knowledge.  Therefore,
   this policy is (almost) as useless as the "No Padding" option
   described above.



   "Fixed Length Padding" MUST NOT be used except for experimental
   applications.
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Abstract

   This document describes the privacy issues associated with the use of
   the DNS by Internet users.  It is intended to be an analysis of the
   present situation and does not prescribe solutions.




Status of This Memo

   This document is not an Internet Standards Track specification; it is
   published for informational purposes.



   This document is a product of the Internet Engineering Task Force
   (IETF).  It represents the consensus of the IETF community.  It has
   received public review and has been approved for publication by the
   Internet Engineering Steering Group (IESG).  Not all documents
   approved by the IESG are a candidate for any level of Internet
   Standard; see Section 2 of RFC 5741.



   Information about the current status of this document, any errata,
   and how to provide feedback on it may be obtained at
   http://www.rfc-editor.org/info/rfc7626.
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1. Introduction

   This document is an analysis of the DNS privacy issues, in the spirit
   of Section 8 of [RFC6973].



   The Domain Name System is specified in [RFC1034], [RFC1035], and many
   later RFCs, which have never been consolidated.  It is one of the
   most important infrastructure components of the Internet and often
   ignored or misunderstood by Internet users (and even by many
   professionals).  Almost every activity on the Internet starts with a
   DNS query (and often several).  Its use has many privacy implications
   and this is an attempt at a comprehensive and accurate list.



   Let us begin with a simplified reminder of how the DNS works.  (See
   also [DNS-TERMS].)  A client, the stub resolver, issues a DNS query
   to a server, called the recursive resolver (also called caching
   resolver or full resolver or recursive name server).  Let's use the
   query "What are the AAAA records for www.example.com?" as an example.
   AAAA is the QTYPE (Query Type), and www.example.com is the QNAME
   (Query Name).  (The description that follows assumes a cold cache,
   for instance, because the server just started.)  The recursive
   resolver will first query the root name servers.  In most cases, the
   root name servers will send a referral.  In this example, the
   referral will be to the .com name servers.  The resolver repeats the
   query to one of the .com name servers.  The .com name servers, in
   turn, will refer to the example.com name servers.  The example.com
   name server will then return the answer.  The root name servers, the
   name servers of .com, and the name servers of example.com are called
   authoritative name servers.  It is important, when analyzing the
   privacy issues, to remember that the question asked to all these name
   servers is always the original question, not a derived question.  The
   question sent to the root name servers is "What are the AAAA records
   for www.example.com?", not "What are the name servers of .com?".  By
   repeating the full question, instead of just the relevant part of the
   question to the next in line, the DNS provides more information than
   necessary to the name server.



   Because DNS relies on caching heavily, the algorithm described just
   above is actually a bit more complicated, and not all questions are
   sent to the authoritative name servers.  If a few seconds later the
   stub resolver asks the recursive resolver, "What are the SRV records
   of _xmpp-server._tcp.example.com?", the recursive resolver will
   remember that it knows the name servers of example.com and will just
   query them, bypassing the root and .com.  Because there is typically
   no caching in the stub resolver, the recursive resolver, unlike the
   authoritative servers, sees all the DNS traffic.  (Applications, like
   web browsers, may have some form of caching that does not follow DNS
   rules, for instance, because it may ignore the TTL.  So, the
   recursive resolver does not see all the name resolution activity.)



   It should be noted that DNS recursive resolvers sometimes forward
   requests to other recursive resolvers, typically bigger machines,
   with a larger and more shared cache (and the query hierarchy can be
   even deeper, with more than two levels of recursive resolvers).  From
   the point of view of privacy, these forwarders are like resolvers,
   except that they do not see all of the requests being made (due to
   caching in the first resolver).



   Almost all this DNS traffic is currently sent in clear (unencrypted).
   There are a few cases where there is some channel encryption, for
   instance, in an IPsec VPN, at least between the stub resolver and the
   resolver.



   Today, almost all DNS queries are sent over UDP [thomas-ditl-tcp].
   This has practical consequences when considering encryption of the
   traffic as a possible privacy technique.  Some encryption solutions
   are only designed for TCP, not UDP.



   Another important point to keep in mind when analyzing the privacy
   issues of DNS is the fact that DNS requests received by a server are
   triggered by different reasons.  Let's assume an eavesdropper wants
   to know which web page is viewed by a user.  For a typical web page,
   there are three sorts of DNS requests being issued:



      Primary request: this is the domain name in the URL that the user
      typed, selected from a bookmark, or chose by clicking on an
      hyperlink.  Presumably, this is what is of interest for the
      eavesdropper.



      Secondary requests: these are the additional requests performed by
      the user agent (here, the web browser) without any direct
      involvement or knowledge of the user.  For the Web, they are
      triggered by embedded content, Cascading Style Sheets (CSS),
      JavaScript code, embedded images, etc.  In some cases, there can
      be dozens of domain names in different contexts on a single web
      page.



      Tertiary requests: these are the additional requests performed by
      the DNS system itself.  For instance, if the answer to a query is
      a referral to a set of name servers, and the glue records are not
      returned, the resolver will have to do additional requests to turn
      the name servers' names into IP addresses.  Similarly, even if
      glue records are returned, a careful recursive server will do
      tertiary requests to verify the IP addresses of those records.



   It can be noted also that, in the case of a typical web browser, more
   DNS requests than strictly necessary are sent, for instance, to
   prefetch resources that the user may query later or when
   autocompleting the URL in the address bar.  Both are a big privacy
   concern since they may leak information even about non-explicit
   actions.  For instance, just reading a local HTML page, even without
   selecting the hyperlinks, may trigger DNS requests.



   For privacy-related terms, we will use the terminology from
   [RFC6973].




2. Risks

   This document focuses mostly on the study of privacy risks for the
   end user (the one performing DNS requests).  We consider the risks of
   pervasive surveillance [RFC7258] as well as risks coming from a more
   focused surveillance.  Privacy risks for the holder of a zone (the
   risk that someone gets the data) are discussed in [RFC5936] and
   [RFC5155].  Non-privacy risks (such as cache poisoning) are out of
   scope.




2.1. The Alleged Public Nature of DNS Data

   It has long been claimed that "the data in the DNS is public".  While
   this sentence makes sense for an Internet-wide lookup system, there
   are multiple facets to the data and metadata involved that deserve a
   more detailed look.  First, access control lists and private
   namespaces notwithstanding, the DNS operates under the assumption
   that public-facing authoritative name servers will respond to "usual"
   DNS queries for any zone they are authoritative for without further
   authentication or authorization of the client (resolver).  Due to the
   lack of search capabilities, only a given QNAME will reveal the
   resource records associated with that name (or that name's non-
   existence).  In other words: one needs to know what to ask for, in
   order to receive a response.  The zone transfer QTYPE [RFC5936] is
   often blocked or restricted to authenticated/authorized access to
   enforce this difference (and maybe for other reasons).



   Another differentiation to be considered is between the DNS data
   itself and a particular transaction (i.e., a DNS name lookup).  DNS
   data and the results of a DNS query are public, within the boundaries
   described above, and may not have any confidentiality requirements.
   However, the same is not true of a single transaction or a sequence
   of transactions; that transaction is not / should not be public.  A
   typical example from outside the DNS world is: the web site of
   Alcoholics Anonymous is public; the fact that you visit it should not
   be.




2.2. Data in the DNS Request

   The DNS request includes many fields, but two of them seem
   particularly relevant for the privacy issues: the QNAME and the
   source IP address. "source IP address" is used in a loose sense of
   "source IP address + maybe source port", because the port is also in
   the request and can be used to differentiate between several users
   sharing an IP address (behind a Carrier-Grade NAT (CGN), for instance
   [RFC6269]).



   The QNAME is the full name sent by the user.  It gives information
   about what the user does ("What are the MX records of example.net?"
   means he probably wants to send email to someone at example.net,
   which may be a domain used by only a few persons and is therefore
   very revealing about communication relationships).  Some QNAMEs are
   more sensitive than others.  For instance, querying the A record of a
   well-known web statistics domain reveals very little (everybody
   visits web sites that use this analytics service), but querying the A
   record of www.verybad.example where verybad.example is the domain of
   an organization that some people find offensive or objectionable may
   create more problems for the user.  Also, sometimes, the QNAME embeds
   the software one uses, which could be a privacy issue.  For instance,
   _ldap._tcp.Default-First-Site-Name._sites.gc._msdcs.example.org.
   There are also some BitTorrent clients that query an SRV record for
   _bittorrent-tracker._tcp.domain.example.



   Another important thing about the privacy of the QNAME is the future
   usages.  Today, the lack of privacy is an obstacle to putting
   potentially sensitive or personally identifiable data in the DNS.  At
   the moment, your DNS traffic might reveal that you are doing email
   but not with whom.  If your Mail User Agent (MUA) starts looking up
   Pretty Good Privacy (PGP) keys in the DNS [DANE-OPENPGPKEY], then
   privacy becomes a lot more important.  And email is just an example;
   there would be other really interesting uses for a more privacy-
   friendly DNS.



   For the communication between the stub resolver and the recursive
   resolver, the source IP address is the address of the user's machine.
   Therefore, all the issues and warnings about collection of IP
   addresses apply here.  For the communication between the recursive
   resolver and the authoritative name servers, the source IP address
   has a different meaning; it does not have the same status as the
   source address in an HTTP connection.  It is now the IP address of
   the recursive resolver that, in a way, "hides" the real user.
   However, hiding does not always work.  Sometimes [CLIENT-SUBNET] is
   used (see its privacy analysis in [denis-edns-client-subnet]).
   Sometimes the end user has a personal recursive resolver on her
   machine.  In both cases, the IP address is as sensitive as it is for
   HTTP [sidn-entrada].



   A note about IP addresses: there is currently no IETF document that
   describes in detail all the privacy issues around IP addressing.  In
   the meantime, the discussion here is intended to include both IPv4
   and IPv6 source addresses.  For a number of reasons, their assignment
   and utilization characteristics are different, which may have
   implications for details of information leakage associated with the
   collection of source addresses.  (For example, a specific IPv6 source
   address seen on the public Internet is less likely than an IPv4
   address to originate behind a CGN or other NAT.)  However, for both
   IPv4 and IPv6 addresses, it's important to note that source addresses
   are propagated with queries and comprise metadata about the host,
   user, or application that originated them.




2.3. Cache Snooping

   The content of recursive resolvers' caches can reveal data about the
   clients using it (the privacy risks depend on the number of clients).
   This information can sometimes be examined by sending DNS queries
   with RD=0 to inspect cache content, particularly looking at the DNS
   TTLs [grangeia.snooping].  Since this also is a reconnaissance
   technique for subsequent cache poisoning attacks, some counter
   measures have already been developed and deployed.




2.4. On the Wire

   DNS traffic can be seen by an eavesdropper like any other traffic.
   It is typically not encrypted.  (DNSSEC, specified in [RFC4033],
   explicitly excludes confidentiality from its goals.)  So, if an
   initiator starts an HTTPS communication with a recipient, while the
   HTTP traffic will be encrypted, the DNS exchange prior to it will not
   be.  When other protocols will become more and more privacy-aware and
   secured against surveillance, the DNS may become "the weakest link"
   in privacy.



   An important specificity of the DNS traffic is that it may take a
   different path than the communication between the initiator and the
   recipient.  For instance, an eavesdropper may be unable to tap the
   wire between the initiator and the recipient but may have access to
   the wire going to the recursive resolver, or to the authoritative
   name servers.



   The best place to tap, from an eavesdropper's point of view, is
   clearly between the stub resolvers and the recursive resolvers,
   because traffic is not limited by DNS caching.



   The attack surface between the stub resolver and the rest of the
   world can vary widely depending upon how the end user's computer is
   configured.  By order of increasing attack surface:



      The recursive resolver can be on the end user's computer.  In
      (currently) a small number of cases, individuals may choose to
      operate their own DNS resolver on their local machine.  In this
      case, the attack surface for the connection between the stub
      resolver and the caching resolver is limited to that single
      machine.



      The recursive resolver may be at the local network edge.  For
      many/most enterprise networks and for some residential users, the
      caching resolver may exist on a server at the edge of the local
      network.  In this case, the attack surface is the local network.
      Note that in large enterprise networks, the DNS resolver may not
      be located at the edge of the local network but rather at the edge
      of the overall enterprise network.  In this case, the enterprise
      network could be thought of as similar to the Internet Access
      Provider (IAP) network referenced below.



      The recursive resolver can be in the IAP premises.  For most
      residential users and potentially other networks, the typical case
      is for the end user's computer to be configured (typically
      automatically through DHCP) with the addresses of the DNS
      recursive resolvers at the IAP.  The attack surface for on-the-
      wire attacks is therefore from the end-user system across the
      local network and across the IAP network to the IAP's recursive
      resolvers.



      The recursive resolver can be a public DNS service.  Some machines
      may be configured to use public DNS resolvers such as those
      operated today by Google Public DNS or OpenDNS.  The end user may
      have configured their machine to use these DNS recursive resolvers
      themselves -- or their IAP may have chosen to use the public DNS
      resolvers rather than operating their own resolvers.  In this
      case, the attack surface is the entire public Internet between the
      end user's connection and the public DNS service.




2.5. In the Servers

   Using the terminology of [RFC6973], the DNS servers (recursive
   resolvers and authoritative servers) are enablers: they facilitate
   communication between an initiator and a recipient without being
   directly in the communications path.  As a result, they are often
   forgotten in risk analysis.  But, to quote again [RFC6973], "Although
   [...] enablers may not generally be considered as attackers, they may
   all pose privacy threats (depending on the context) because they are
   able to observe, collect, process, and transfer privacy-relevant
   data."  In [RFC6973] parlance, enablers become observers when they
   start collecting data.



   Many programs exist to collect and analyze DNS data at the servers --
   from the "query log" of some programs like BIND to tcpdump and more
   sophisticated programs like PacketQ [packetq] [packetq-list] and
   DNSmezzo [dnsmezzo].  The organization managing the DNS server can
   use this data itself, or it can be part of a surveillance program
   like PRISM [prism] and pass data to an outside observer.



   Sometimes, this data is kept for a long time and/or distributed to
   third parties for research purposes [ditl] [day-at-root], security
   analysis, or surveillance tasks.  These uses are sometimes under some
   sort of contract, with various limitations, for instance, on
   redistribution, given the sensitive nature of the data.  Also, there
   are observation points in the network that gather DNS data and then
   make it accessible to third parties for research or security purposes
   ("passive DNS" [passive-dns]).




2.5.1. In the Recursive Resolvers

   Recursive Resolvers see all the traffic since there is typically no
   caching before them.  To summarize: your recursive resolver knows a
   lot about you.  The resolver of a large IAP, or a large public
   resolver, can collect data from many users.  You may get an idea of
   the data collected by reading the privacy policy of a big public
   resolver, e.g., <https://developers.google.com/speed/public-dns/
   privacy>.




2.5.2. In the Authoritative Name Servers

   Unlike what happens for recursive resolvers, observation capabilities
   of authoritative name servers are limited by caching; they see only
   the requests for which the answer was not in the cache.  For
   aggregated statistics ("What is the percentage of LOC queries?"),
   this is sufficient, but it prevents an observer from seeing
   everything.  Still, the authoritative name servers see a part of the
   traffic, and this subset may be sufficient to violate some privacy
   expectations.



   Also, the end user typically has some legal/contractual link with the
   recursive resolver (he has chosen the IAP, or he has chosen to use a
   given public resolver), while having no control and perhaps no
   awareness of the role of the authoritative name servers and their
   observation abilities.



   As noted before, using a local resolver or a resolver close to the
   machine decreases the attack surface for an on-the-wire eavesdropper.
   But it may decrease privacy against an observer located on an
   authoritative name server.  This authoritative name server will see
   the IP address of the end client instead of the address of a big
   recursive resolver shared by many users.



   This "protection", when using a large resolver with many clients, is
   no longer present if [CLIENT-SUBNET] is used because, in this case,
   the authoritative name server sees the original IP address (or
   prefix, depending on the setup).



   As of today, all the instances of one root name server, L-root,
   receive together around 50,000 queries per second.  While most of it
   is "junk" (errors on the Top-Level Domain (TLD) name), it gives an
   idea of the amount of big data that pours into name servers.  (And
   even "junk" can leak information; for instance, if there is a typing
   error in the TLD, the user will send data to a TLD that is not the
   usual one.)



   Many domains, including TLDs, are partially hosted by third-party
   servers, sometimes in a different country.  The contracts between the
   domain manager and these servers may or may not take privacy into
   account.  Whatever the contract, the third-party hoster may be honest
   or not but, in any case, it will have to follow its local laws.  So,
   requests to a given ccTLD may go to servers managed by organizations
   outside of the ccTLD's country.  End users may not anticipate that,
   when doing a security analysis.



   Also, it seems (see the survey described in [aeris-dns]) that there
   is a strong concentration of authoritative name servers among
   "popular" domains (such as the Alexa Top N list).  For instance,
   among the Alexa Top 100K, one DNS provider hosts today 10% of the
   domains.  The ten most important DNS providers host together one
   third of the domains.  With the control (or the ability to sniff the
   traffic) of a few name servers, you can gather a lot of information.




2.5.3. Rogue Servers

   The previous paragraphs discussed DNS privacy, assuming that all the
   traffic was directed to the intended servers and that the potential
   attacker was purely passive.  But, in reality, we can have active
   attackers redirecting the traffic, not to change it but just to
   observe it.



   For instance, a rogue DHCP server, or a trusted DHCP server that has
   had its configuration altered by malicious parties, can direct you to
   a rogue recursive resolver.  Most of the time, it seems to be done to
   divert traffic by providing lies for some domain names.  But it could
   be used just to capture the traffic and gather information about you.
   Other attacks, besides using DHCP, are possible.  The traffic from a
   DNS client to a DNS server can be intercepted along its way from
   originator to intended source, for instance, by transparent DNS
   proxies in the network that will divert the traffic intended for a
   legitimate DNS server.  This rogue server can masquerade as the
   intended server and respond with data to the client.  (Rogue servers
   that inject malicious data are possible, but it is a separate problem
   not relevant to privacy.)  A rogue server may respond correctly for a
   long period of time, thereby foregoing detection.  This may be done
   for what could be claimed to be good reasons, such as optimization or
   caching, but it leads to a reduction of privacy compared to if there
   was no attacker present.  Also, malware like DNSchanger [dnschanger]
   can change the recursive resolver in the machine's configuration, or
   the routing itself can be subverted (for instance,
   [ripe-atlas-turkey]).



   A practical consequence of this section is that solutions for DNS
   privacy may have to address authentication of the server, not just
   passive sniffing.




2.6. Re-identification and Other Inferences

   An observer has access not only to the data he/she directly collects
   but also to the results of various inferences about this data.



   For instance, a user can be re-identified via DNS queries.  If the
   adversary knows a user's identity and can watch their DNS queries for
   a period, then that same adversary may be able to re-identify the
   user solely based on their pattern of DNS queries later on regardless
   of the location from which the user makes those queries.  For
   example, one study [herrmann-reidentification] found that such re-
   identification is possible so that "73.1% of all day-to-day links
   were correctly established, i.e. user u was either re-identified
   unambiguously (1) or the classifier correctly reported that u was not
   present on day t+1 any more (2)."  While that study related to web
   browsing behavior, equally characteristic patterns may be produced
   even in machine-to-machine communications or without a user taking
   specific actions, e.g., at reboot time if a characteristic set of
   services are accessed by the device.



   For instance, one could imagine that an intelligence agency
   identifies people going to a site by putting in a very long DNS name
   and looking for queries of a specific length.  Such traffic analysis
   could weaken some privacy solutions.



   The IAB privacy and security program also have a work in progress
   [RFC7624] that considers such inference-based attacks in a more
   general framework.




2.7. More Information

   Useful background information can also be found in [tor-leak] (about
   the risk of privacy leak through DNS) and in a few academic papers:
   [yanbin-tsudik], [castillo-garcia], [fangming-hori-sakurai], and
   [federrath-fuchs-herrmann-piosecny].




3. Actual "Attacks"

   A very quick examination of DNS traffic may lead to the false
   conclusion that extracting the needle from the haystack is difficult.
   "Interesting" primary DNS requests are mixed with useless (for the
   eavesdropper) secondary and tertiary requests (see the terminology in
   Section 1).  But, in this time of "big data" processing, powerful
   techniques now exist to get from the raw data to what the
   eavesdropper is actually interested in.



   Many research papers about malware detection use DNS traffic to
   detect "abnormal" behavior that can be traced back to the activity of
   malware on infected machines.  Yes, this research was done for the
   good, but technically it is a privacy attack and it demonstrates the
   power of the observation of DNS traffic.  See [dns-footprint],
   [dagon-malware], and [darkreading-dns].



   Passive DNS systems [passive-dns] allow reconstruction of the data of
   sometimes an entire zone.  They are used for many reasons -- some
   good, some bad.  Well-known passive DNS systems keep only the DNS
   responses, and not the source IP address of the client, precisely for
   privacy reasons.  Other passive DNS systems may not be so careful.
   And there is still the potential problems with revealing QNAMEs.



   The revelations (from the Edward Snowden documents, which were leaked
   from the National Security Agency (NSA)) of the MORECOWBELL
   surveillance program [morecowbell], which uses the DNS, both
   passively and actively, to surreptitiously gather information about
   the users, is another good example showing that the lack of privacy
   protections in the DNS is actively exploited.




4. Legalities

   To our knowledge, there are no specific privacy laws for DNS data, in
   any country.  Interpreting general privacy laws like
   [data-protection-directive] (European Union) in the context of DNS
   traffic data is not an easy task, and we do not know a court
   precedent here.  See an interesting analysis in [sidn-entrada].




5. Security Considerations

   This document is entirely about security, more precisely privacy.  It
   just lays out the problem; it does not try to set requirements (with
   the choices and compromises they imply), much less define solutions.
   Possible solutions to the issues described here are discussed in
   other documents (currently too many to all be mentioned); see, for
   instance, [QNAME-MINIMIZATION] for the minimization of data or
   [TLS-FOR-DNS] about encryption.
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1. Introduction

   The Domain Name System (DNS) [RFC1035] was specified to transport DNS
   messages in cleartext form.  Since this can expose significant
   amounts of information about the Internet activities of an end user,
   the IETF has undertaken work to provide confidentiality to DNS
   transactions (see the DPRIVE working group).  Encrypting the DNS
   transport is considered one of the options to improve the situation.



   However, even if both DNS query and response messages were encrypted,
   metadata could still be used to correlate such messages with well-
   known unencrypted messages, hence jeopardizing some of the
   confidentiality gained by encryption.  One such property is the
   message size.



   This document specifies the Extensions Mechanisms for DNS (EDNS(0))
   "Padding" option, which allows DNS clients and servers to
   artificially increase the size of a DNS message by a variable number
   of bytes, hampering size-based correlation of the encrypted message.




2. Terminology

   The terms "Requestor" and "Responder" are to be interpreted as
   specified in [RFC6891].



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in
   [RFC2119].




3. The "Padding" Option

   The EDNS(0) [RFC6891] specifies a mechanism to include new options in
   DNS packets, contained in the RDATA of the OPT meta-RR.  This
   document specifies the "Padding" option in order to allow clients and
   servers to pad DNS packets by a variable number of bytes.  The
   "Padding" option MUST occur at most, once per OPT meta-RR (and hence,
   at most once per message).



   The figure below specifies the structure of the option in the RDATA
   of the OPT RR:



0                       8                      16
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|                  OPTION‑CODE                  |
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|                 OPTION‑LENGTH                 |
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|        (PADDING) ...        (PADDING) ...     /
+‑  ‑  ‑  ‑  ‑  ‑  ‑  ‑  ‑  ‑  ‑  ‑  ‑  ‑  ‑  ‑



                                 Figure 1



   The OPTION-CODE for the "Padding" option is 12.



   The OPTION-LENGTH for the "Padding" option is the size (in octets) of
   the PADDING.  The minimum number of PADDING octets is 0.



   The PADDING octets SHOULD be set to 0x00.  Other values MAY be used,
   for example, in cases where there is a concern that the padded
   message could be subject to compression before encryption.  PADDING
   octets of any value MUST be accepted in the messages received.




4. Usage Considerations

   This document does not specify the actual amount of padding to be
   used, since this depends on the situation in which the option is
   used.  However, padded DNS messages MUST NOT exceed the number of
   octets specified in the Requestor's Payload Size field encoded in the
   RR Class Field (see Sections 6.2.3 and 6.2.4 of [RFC6891]).



   Responders MUST pad DNS responses when the respective DNS query
   included the "Padding" option, unless doing so would violate the
   maximum UDP payload size.



   Responders MAY pad DNS responses when the respective DNS query
   indicated EDNS(0) support of the Requestor and the "Padding" option
   was not included.



   Responders MUST NOT pad DNS responses when the respective DNS query
   did not indicate EDNS(0) support.




5. IANA Considerations

   IANA has assigned Option Code 12 for "Padding" in the "DNS EDNS0
   Option Codes (OPT)" registry.



   IANA has updated the respective registration record by changing the
   Reference field to RFC 7830 and the Status field to "Standard".




6. Security Considerations

   Padding DNS packets obviously increases their size, and will
   therefore lead to increased traffic.



   The use of the EDNS(0) padding only provides a benefit when DNS
   packets are not transported in cleartext.  Further, it is possible
   that EDNS(0) padding may make DNS amplification attacks easier.
   Therefore, implementations MUST NOT use this option if the DNS
   transport is not encrypted.



   Padding length might be affected by lower-level compression.
   Therefore (as described in Section 3.3 of [RFC7525]), implementations
   and deployments SHOULD disable compression at the Transport Layer
   Security (TLS) level.



   The payload of the "Padding" option could (like many other fields in
   the DNS protocol) be used as a covert channel.
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1. Introduction

   Today, nearly all DNS queries [RFC1034] [RFC1035] are sent
   unencrypted, which makes them vulnerable to eavesdropping by an
   attacker that has access to the network channel, reducing the privacy
   of the querier.  Recent news reports have elevated these concerns,
   and recent IETF work has specified privacy considerations for DNS
   [RFC7626].



   Prior work has addressed some aspects of DNS security, but until
   recently, there has been little work on privacy between a DNS client
   and server.  DNS Security Extensions (DNSSEC) [RFC4033] provide
   _response integrity_ by defining mechanisms to cryptographically sign
   zones, allowing end users (or their first-hop resolver) to verify
   replies are correct.  By intention, DNSSEC does not protect request
   and response privacy.  Traditionally, either privacy was not
   considered a requirement for DNS traffic or it was assumed that
   network traffic was sufficiently private; however, these perceptions
   are evolving due to recent events [RFC7258].



   Other work that has offered the potential to encrypt between DNS
   clients and servers includes DNSCurve [DNSCurve], DNSCrypt
   [DNSCRYPT-WEBSITE], Confidential DNS [CONFIDENTIAL-DNS], and IPSECA
   [IPSECA].  In addition to the present specification, the DPRIVE
   Working Group has also adopted a proposal for DNS over Datagram
   Transport Layer Security (DTLS) [DNSoD].



   This document describes using DNS over TLS on a well-known port and
   also offers advice on performance considerations to minimize
   overheads from using TCP and TLS with DNS.



   Initiation of DNS over TLS is very straightforward.  By establishing
   a connection over a well-known port, clients and servers expect and
   agree to negotiate a TLS session to secure the channel.  Deployment
   will be gradual.  Not all servers will support DNS over TLS and the
   well-known port might be blocked by some firewalls.  Clients will be
   expected to keep track of servers that support TLS and those that
   don't.  Clients and servers will adhere to the TLS implementation
   recommendations and security considerations of [BCP195].



   The protocol described here works for queries and responses between
   stub clients and recursive servers.  It might work equally between
   recursive clients and authoritative servers, but this application of
   the protocol is out of scope for the DNS PRIVate Exchange (DPRIVE)
   Working Group per its current charter.



   This document describes two profiles in Section 4 that provide
   different levels of assurance of privacy: an opportunistic privacy
   profile and an out-of-band key-pinned privacy profile.  It is
   expected that a future document based on [TLS-DTLS-PROFILES] will
   further describe additional privacy profiles for DNS over both TLS
   and DTLS.



   An earlier draft version of this document described a technique for
   upgrading a DNS-over-TCP connection to a DNS-over-TLS session with,
   essentially, "STARTTLS for DNS".  To simplify the protocol, this
   document now only uses a well-known port to specify TLS use, omitting
   the upgrade approach.  The upgrade approach no longer appears in this
   document, which now focuses exclusively on the use of a well-known
   port for DNS over TLS.




2. Key Words

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].




3. Establishing and Managing DNS-over-TLS Sessions


3.1. Session Initiation

   By default, a DNS server that supports DNS over TLS MUST listen for
   and accept TCP connections on port 853, unless it has mutual
   agreement with its clients to use a port other than 853 for DNS over
   TLS.  In order to use a port other than 853, both clients and servers
   would need a configuration option in their software.



   By default, a DNS client desiring privacy from DNS over TLS from a
   particular server MUST establish a TCP connection to port 853 on the
   server, unless it has mutual agreement with its server to use a port
   other than port 853 for DNS over TLS.  Such another port MUST NOT be
   port 53 but MAY be from the "first-come, first-served" port range.
   This recommendation against use of port 53 for DNS over TLS is to
   avoid complication in selecting use or non-use of TLS and to reduce
   risk of downgrade attacks.  The first data exchange on this TCP
   connection MUST be the client and server initiating a TLS handshake
   using the procedure described in [RFC5246].



   DNS clients and servers MUST NOT use port 853 to transport cleartext
   DNS messages.  DNS clients MUST NOT send and DNS servers MUST NOT
   respond to cleartext DNS messages on any port used for DNS over TLS
   (including, for example, after a failed TLS handshake).  There are
   significant security issues in mixing protected and unprotected data,
   and for this reason, TCP connections on a port designated by a given
   server for DNS over TLS are reserved purely for encrypted
   communications.



   DNS clients SHOULD remember server IP addresses that don't support
   DNS over TLS, including timeouts, connection refusals, and TLS
   handshake failures, and not request DNS over TLS from them for a
   reasonable period (such as one hour per server).  DNS clients
   following an out-of-band key-pinned privacy profile (Section 4.2) MAY
   be more aggressive about retrying DNS-over-TLS connection failures.




3.2. TLS Handshake and Authentication

   Once the DNS client succeeds in connecting via TCP on the well-known
   port for DNS over TLS, it proceeds with the TLS handshake [RFC5246],
   following the best practices specified in [BCP195].



   The client will then authenticate the server, if required.  This
   document does not propose new ideas for authentication.  Depending on
   the privacy profile in use (Section 4), the DNS client may choose not
   to require authentication of the server, or it may make use of a
   trusted Subject Public Key Info (SPKI) Fingerprint pin set.



   After TLS negotiation completes, the connection will be encrypted and
   is now protected from eavesdropping.




3.3. Transmitting and Receiving Messages

   All messages (requests and responses) in the established TLS session
   MUST use the two-octet length field described in Section 4.2.2 of
   [RFC1035].  For reasons of efficiency, DNS clients and servers SHOULD
   pass the two-octet length field, and the message described by that
   length field, to the TCP layer at the same time (e.g., in a single
   "write" system call) to make it more likely that all the data will be
   transmitted in a single TCP segment ([RFC7766], Section 8).



   In order to minimize latency, clients SHOULD pipeline multiple
   queries over a TLS session.  When a DNS client sends multiple queries
   to a server, it should not wait for an outstanding reply before
   sending the next query ([RFC7766], Section 6.2.1.1).



   Since pipelined responses can arrive out of order, clients MUST match
   responses to outstanding queries on the same TLS connection using the
   Message ID.  If the response contains a Question Section, the client
   MUST match the QNAME, QCLASS, and QTYPE fields.  Failure by clients
   to properly match responses to outstanding queries can have serious
   consequences for interoperability ([RFC7766], Section 7).




3.4. Connection Reuse, Close, and Reestablishment

   For DNS clients that use library functions such as "getaddrinfo()"
   and "gethostbyname()", current implementations are known to open and
   close TCP connections for each DNS query.  To avoid excess TCP
   connections, each with a single query, clients SHOULD reuse a single
   TCP connection to the recursive resolver.  Alternatively, they may
   prefer to use UDP to a DNS-over-TLS-enabled caching resolver on the
   same machine that then uses a system-wide TCP connection to the
   recursive resolver.



   In order to amortize TCP and TLS connection setup costs, clients and
   servers SHOULD NOT immediately close a connection after each
   response.  Instead, clients and servers SHOULD reuse existing
   connections for subsequent queries as long as they have sufficient
   resources.  In some cases, this means that clients and servers may
   need to keep idle connections open for some amount of time.



   Proper management of established and idle connections is important to
   the healthy operation of a DNS server.  An implementor of DNS over
   TLS SHOULD follow best practices for DNS over TCP, as described in
   [RFC7766].  Failure to do so may lead to resource exhaustion and
   denial of service.



   Whereas client and server implementations from the era of [RFC1035]
   are known to have poor TCP connection management, this document
   stipulates that successful negotiation of TLS indicates the
   willingness of both parties to keep idle DNS connections open,
   independent of timeouts or other recommendations for DNS over TCP
   without TLS.  In other words, software implementing this protocol is
   assumed to support idle, persistent connections and be prepared to
   manage multiple, potentially long-lived TCP connections.



   This document does not make specific recommendations for timeout
   values on idle connections.  Clients and servers should reuse and/or
   close connections depending on the level of available resources.
   Timeouts may be longer during periods of low activity and shorter
   during periods of high activity.  Current work in this area may also
   assist DNS-over-TLS clients and servers in selecting useful timeout
   values [RFC7828] [TDNS].



   Clients and servers that keep idle connections open MUST be robust to
   termination of idle connection by either party.  As with current DNS
   over TCP, DNS servers MAY close the connection at any time (perhaps
   due to resource constraints).  As with current DNS over TCP, clients
   MUST handle abrupt closes and be prepared to reestablish connections
   and/or retry queries.



   When reestablishing a DNS-over-TCP connection that was terminated, as
   discussed in [RFC7766], TCP Fast Open [RFC7413] is of benefit.
   Underlining the requirement for sending only encrypted DNS data on a
   DNS-over-TLS port (Section 3.2), when using TCP Fast Open, the client
   and server MUST immediately initiate or resume a TLS handshake
   (cleartext DNS MUST NOT be exchanged).  DNS servers SHOULD enable
   fast TLS session resumption [RFC5077], and this SHOULD be used when
   reestablishing connections.



   When closing a connection, DNS servers SHOULD use the TLS close-
   notify request to shift TCP TIME-WAIT state to the clients.
   Additional requirements and guidance for optimizing DNS over TCP are
   provided by [RFC7766].




4. Usage Profiles

   This protocol provides flexibility to accommodate several different
   use cases.  This document defines two usage profiles: (1)
   opportunistic privacy and (2) out-of-band key-pinned authentication
   that can be used to obtain stronger privacy guarantees if the client
   has a trusted relationship with a DNS server supporting TLS.
   Additional methods of authentication will be defined in a forthcoming
   document [TLS-DTLS-PROFILES].




4.1. Opportunistic Privacy Profile

   For opportunistic privacy, analogous to SMTP opportunistic security
   [RFC7435], one does not require privacy, but one desires privacy when
   possible.



   With opportunistic privacy, a client might learn of a TLS-enabled
   recursive DNS resolver from an untrusted source.  One possible
   example flow would be if the client used the DHCP DNS server option
   [RFC3646] to discover the IP address of a TLS-enabled recursive and
   then attempted DNS over TLS on port 853.  With such a discovered DNS
   server, the client might or might not validate the resolver.  These
   choices maximize availability and performance, but they leave the
   client vulnerable to on-path attacks that remove privacy.



   Opportunistic privacy can be used by any current client, but it only
   provides privacy when there are no on-path active attackers.




4.2. Out-of-Band Key-Pinned Privacy Profile

   The out-of-band key-pinned privacy profile can be used in
   environments where an established trust relationship already exists
   between DNS clients and servers (e.g., stub-to-recursive in
   enterprise networks, actively maintained contractual service
   relationships, or a client using a public DNS resolver).  The result
   of this profile is that the client has strong guarantees about the
   privacy of its DNS data by connecting only to servers it can
   authenticate.  Operators of a DNS-over-TLS service in this profile
   are expected to provide pins that are specific to the service being
   pinned (i.e., public keys belonging directly to the end entity or to
   a service-specific private certificate authority (CA)) and not to a
   public key(s) of a generic public CA.



   In this profile, clients authenticate servers by matching a set of
   SPKI Fingerprints in an analogous manner to that described in
   [RFC7469].  With this out-of-band key-pinned privacy profile, client
   administrators SHOULD deploy a backup pin along with the primary pin,
   for the reasons explained in [RFC7469].  A backup pin is especially
   helpful in the event of a key rollover, so that a server operator
   does not have to coordinate key transitions with all its clients
   simultaneously.  After a change of keys on the server, an updated pin
   set SHOULD be distributed to all clients in some secure way in
   preparation for future key rollover.  The mechanism for an
   out-of-band pin set update is out of scope for this document.



   Such a client will only use DNS servers for which an SPKI Fingerprint
   pin set has been provided.  The possession of a trusted pre-deployed
   pin set allows the client to detect and prevent person-in-the-middle
   and downgrade attacks.



   However, a configured DNS server may be temporarily unavailable when
   configuring a network.  For example, for clients on networks that
   require authentication through web-based login, such authentication
   may rely on DNS interception and spoofing.  Techniques such as those
   used by DNSSEC-trigger [DNSSEC-TRIGGER] MAY be used during network
   configuration, with the intent to transition to the designated DNS
   provider after authentication.  The user MUST be alerted whenever
   possible that the DNS is not private during such bootstrap.



   Upon successful TLS connection and handshake, the client computes the
   SPKI Fingerprints for the public keys found in the validated server's
   certificate chain (or in the raw public key, if the server provides
   that instead).  If a computed fingerprint exactly matches one of the
   configured pins, the client continues with the connection as normal.
   Otherwise, the client MUST treat the SPKI validation failure as a
   non-recoverable error.  Appendix A provides a detailed example of how
   this authentication could be performed in practice.



   Implementations of this privacy profile MUST support the calculation
   of a fingerprint as the SHA-256 [RFC6234] hash of the DER-encoded
   ASN.1 representation of the SPKI of an X.509 certificate.
   Implementations MUST support the representation of a SHA-256
   fingerprint as a base64-encoded character string [RFC4648].
   Additional fingerprint types MAY also be supported.




5. Performance Considerations

   DNS over TLS incurs additional latency at session startup.  It also
   requires additional state (memory) and increased processing (CPU).



Latency:  Compared to UDP, DNS over TCP requires an additional round‑
   trip time (RTT) of latency to establish a TCP connection.  TCP
   Fast Open [RFC7413] can eliminate that RTT when information exists
   from prior connections.  The TLS handshake adds another two RTTs
   of latency.  Clients and servers should support connection
   keepalive (reuse) and out‑of‑order processing to amortize
   connection setup costs.  Fast TLS connection resumption [RFC5077]
   further reduces the setup delay and avoids the DNS server keeping
   per‑client session state.



      TLS False Start [TLS-FALSESTART] can also lead to a latency
      reduction in certain situations.  Implementations supporting TLS
      False Start need to be aware that it imposes additional
      constraints on how one uses TLS, over and above those stated in
      [BCP195].  It is unsafe to use False Start if your implementation
      and deployment does not adhere to these specific requirements.
      See [TLS-FALSESTART] for the details of these additional
      constraints.



State:  The use of connection‑oriented TCP requires keeping
   additional state at the server in both the kernel and application.
   The state requirements are of particular concern on servers with
   many clients, although memory‑optimized TLS can add only modest
   state over TCP.  Smaller timeout values will reduce the number of
   concurrent connections, and servers can preemptively close
   connections when resource limits are exceeded.

Processing:  The use of TLS encryption algorithms results in slightly
   higher CPU usage.  Servers can choose to refuse new DNS‑over‑TLS
   clients if processing limits are exceeded.

Number of connections:  To minimize state on DNS servers and
   connection startup time, clients SHOULD minimize the creation of
   new TCP connections.  Use of a local DNS request aggregator (a
   particular type of forwarder) allows a single active DNS‑over‑TLS
   connection from any given client computer to its server.
   Additional guidance can be found in [RFC7766].



   A full performance evaluation is outside the scope of this
   specification.  A more detailed analysis of the performance
   implications of DNS over TLS (and DNS over TCP) is discussed in
   [TDNS] and [RFC7766].




6. IANA Considerations

   IANA has added the following value to the "Service Name and Transport
   Protocol Port Number Registry" in the System Range.  The registry for
   that range requires IETF Review or IESG Approval [RFC6335], and such
   a review was requested using the early allocation process [RFC7120]
   for the well-known TCP port in this document.



   IANA has reserved the same port number over UDP for the proposed DNS-
   over-DTLS protocol [DNSoD].



Service Name           domain‑s
Port Number            853
Transport Protocol(s)  TCP/UDP
Assignee               IESG
Contact                IETF Chair
Description            DNS query‑response protocol run over TLS/DTLS
Reference              This document




7. Design Evolution

   Earlier draft versions of this document proposed an upgrade-based
   approach to establish a TLS session.  The client would signal its
   interest in TLS by setting a "TLS OK" bit in the Extensions
   Mechanisms for DNS (EDNS(0)) flags field.  A server would signal its
   acceptance by responding with the TLS OK bit set.



   Since we assume the client doesn't want to reveal (leak) any
   information prior to securing the channel, we proposed the use of a
   "dummy query" that clients could send for this purpose.  The proposed
   query name was STARTTLS, query type TXT, and query class CH.



   The TLS OK signaling approach has both advantages and disadvantages.
   One important advantage is that clients and servers could negotiate
   TLS.  If the server is too busy, or doesn't want to provide TLS
   service to a particular client, it can respond negatively to the TLS
   probe.  An ancillary benefit is that servers could collect
   information on adoption of DNS over TLS (via the TLS OK bit in
   queries) before implementation and deployment.  Another anticipated
   advantage is the expectation that DNS over TLS would work over port
   53.  That is, no need to "waste" another port and deploy new firewall
   rules on middleboxes.



   However, at the same time, there was uncertainty whether or not
   middleboxes would pass the TLS OK bit, given that the EDNS0 flags
   field has been unchanged for many years.  Another disadvantage is
   that the TLS OK bit may make downgrade attacks easy and
   indistinguishable from broken middleboxes.  From a performance
   standpoint, the upgrade-based approach had the disadvantage of
   requiring 1xRTT additional latency for the dummy query.



   Following this proposal, DNS over DTLS was proposed separately.  DNS
   over DTLS claimed it could work over port 53, but only because a non-
   DTLS server interprets a DNS-over-DTLS query as a response.  That is,
   the non-DTLS server observes the QR flag set to 1.  While this
   technically works, it seems unfortunate and perhaps even undesirable.



   DNS over both TLS and DTLS can benefit from a single well-known port
   and avoid extra latency and misinterpreted queries as responses.




8. Security Considerations

   Use of DNS over TLS is designed to address the privacy risks that
   arise out of the ability to eavesdrop on DNS messages.  It does not
   address other security issues in DNS, and there are a number of
   residual risks that may affect its success at protecting privacy:



   1.  There are known attacks on TLS, such as person-in-the-middle and
       protocol downgrade.  These are general attacks on TLS and not
       specific to DNS over TLS; please refer to the TLS RFCs for
       discussion of these security issues.  Clients and servers MUST
       adhere to the TLS implementation recommendations and security
       considerations of [BCP195].  DNS clients keeping track of servers
       known to support TLS enables clients to detect downgrade attacks.
       For servers with no connection history and no apparent support
       for TLS, depending on their privacy profile and privacy
       requirements, clients may choose to (a) try another server when
       available, (b) continue without TLS, or (c) refuse to forward the
       query.



   2.  Middleboxes [RFC3234] are present in some networks and have been
       known to interfere with normal DNS resolution.  Use of a
       designated port for DNS over TLS should avoid such interference.
       In general, clients that attempt TLS and fail can either fall
       back on unencrypted DNS or wait and retry later, depending on
       their privacy profile and privacy requirements.



   3.  Any DNS protocol interactions performed in the clear can be
       modified by a person-in-the-middle attacker.  For example,
       unencrypted queries and responses might take place over port 53
       between a client and server.  For this reason, clients MAY
       discard cached information about server capabilities advertised
       in cleartext.



   4.  This document does not, itself, specify ideas to resist known
       traffic analysis or side-channel leaks.  Even with encrypted
       messages, a well-positioned party may be able to glean certain
       details from an analysis of message timings and sizes.  Clients
       and servers may consider the use of a padding method to address
       privacy leakage due to message sizes [RFC7830].  Since traffic
       analysis can be based on many kinds of patterns and many kinds of
       classifiers, simple padding schemes alone might not be sufficient
       to mitigate such an attack.  Padding will, however, form a part
       of more complex mitigations for traffic-analysis attacks that are
       likely to be developed over time.  Implementors who can offer
       flexibility in terms of how padding can be used may be in a
       better position to enable such mitigations to be deployed in the
       future.



   As noted earlier, DNSSEC and DNS over TLS are independent and fully
   compatible protocols, each solving different problems.  The use of
   one does not diminish the need nor the usefulness of the other.
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Appendix A. Out-of-Band Key-Pinned Privacy Profile Example

   This section presents an example of how the out-of-band key-pinned
   privacy profile could work in practice based on a minimal pin set
   (two pins).



   A DNS client system is configured with an out-of-band key-pinned
   privacy profile from a network service, using a pin set containing
   two pins.  Represented in HTTP Public Key Pinning (HPKP) [RFC7469]
   style, the pins are:



   o  pin-sha256="FHkyLhvI0n70E47cJlRTamTrnYVcsYdjUGbr79CfAVI="



   o  pin-sha256="dFSY3wdPU8L0u/8qECuz5wtlSgnorYV2f66L6GNQg6w="



   The client also configures the IP addresses of its expected DNS
   server: perhaps 192.0.2.3 and 2001:db8::2:4.



   The client connects to one of these addresses on TCP port 853 and
   begins the TLS handshake: negotiation of TLS 1.2 with a Diffie-
   Hellman key exchange.  The server sends a certificate message with a
   list of three certificates (A, B, and C) and signs the
   ServerKeyExchange message correctly with the public key found in
   certificate A.



   The client now takes the SHA-256 digest of the SPKI in cert A and
   compares it against both pins in the pin set.  If either pin matches,
   the verification is successful; the client continues with the TLS
   connection and can make its first DNS query.



   If neither pin matches the SPKI of cert A, the client verifies that
   cert A is actually issued by cert B.  If it is, it takes the SHA-256
   digest of the SPKI in cert B and compares it against both pins in the
   pin set.  If either pin matches, the verification is successful.
   Otherwise, it verifies that B was issued by C and then compares the
   pins against the digest of C's SPKI.



   If none of the SPKIs in the cryptographically valid chain of certs
   match any pin in the pin set, the client closes the connection with
   an error and marks the IP address as failed.
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1. Introduction

   The Domain Name System is specified in [RFC1034] and [RFC1035].  DNS
   queries and responses are normally exchanged unencrypted; thus, they
   are vulnerable to eavesdropping.  Such eavesdropping can result in an
   undesired entity learning domain that a host wishes to access, thus
   resulting in privacy leakage.  The DNS privacy problem is further
   discussed in [RFC7626].



   This document defines DNS over DTLS, which provides confidential DNS
   communication between stub resolvers and recursive resolvers, stub
   resolvers and forwarders, and forwarders and recursive resolvers.
   DNS over DTLS puts an additional computational load on servers.  The
   largest gain for privacy is to protect the communication between the
   DNS client (the end user's machine) and its caching resolver.  DNS
   over DTLS might work equally between recursive clients and
   authoritative servers, but this application of the protocol is out of
   scope for the DNS PRIVate Exchange (DPRIVE) working group per its
   current charter.  This document does not change the format of DNS
   messages.



   The motivations for proposing DNS over DTLS are that:



   o  TCP suffers from network head-of-line blocking, where the loss of
      a packet causes all other TCP segments not to be delivered to the
      application until the lost packet is retransmitted.  DNS over
      DTLS, because it uses UDP, does not suffer from network head-of-
      line blocking.



   o  DTLS session resumption consumes one round trip, whereas TLS
      session resumption can start only after the TCP handshake is
      complete.  However, with TCP Fast Open [RFC7413], the
      implementation can achieve the same RTT efficiency as DTLS.



   Note: DNS over DTLS is an experimental update to DNS, and the
   experiment will be concluded when the specification is evaluated
   through implementations and interoperability testing.




1.1. Relationship to TCP Queries and to DNSSEC

   DNS queries can be sent over UDP or TCP.  The scope of this document,
   however, is only UDP.  DNS over TCP can be protected with TLS, as
   described in [RFC7858].  DNS over DTLS alone cannot provide privacy
   for DNS messages in all circumstances, specifically when the DTLS
   record size is larger than the path MTU.  In such situations, the DNS
   server will respond with a truncated response (see Section 5).
   Therefore, DNS clients and servers that implement DNS over DTLS MUST
   also implement DNS over TLS in order to provide privacy for clients
   that desire Strict Privacy as described in [DTLS].



   DNS Security Extensions (DNSSEC) [RFC4033] provide object integrity
   of DNS resource records, allowing end users (or their resolver) to
   verify the legitimacy of responses.  However, DNSSEC does not provide
   privacy for DNS requests or responses.  DNS over DTLS works in
   conjunction with DNSSEC, but DNS over DTLS does not replace the need
   or value of DNSSEC.




1.2. Document Status

   This document is an Experimental RFC.  One key aspect to judge
   whether the approach is usable on a large scale is by observing the
   uptake, usability, and operational behavior of the protocol in large-
   scale, real-life deployments.



   This DTLS solution was considered by the DPRIVE working group as an
   option to use in case the TLS-based approach specified in [RFC7858]
   turns out to have some issues when deployed.  At the time of writing,
   it is expected that [RFC7858] is what will be deployed, and so this
   specification is mainly intended as a backup.



   The following guidelines should be considered when performance
   benchmarking DNS over DTLS:



   1.  DNS over DTLS can recover from packet loss and reordering, and
       does not suffer from network head-of-line blocking.  DNS over
       DTLS performance, in comparison with DNS over TLS, may be better
       in lossy networks.



   2.  The number of round trips to send the first DNS query over DNS
       over DTLS is less than the number of round trips to send the
       first DNS query over TLS.  Even if TCP Fast Open is used, it only
       works for subsequent TCP connections between the DNS client and
       server (Section 3 in [RFC7413]).



   3.  If the DTLS 1.3 protocol [DTLS13] is used for DNS over DTLS, it
       provides critical latency improvements for connection
       establishment over DTLS 1.2.




2. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in
   [RFC2119] .




3. Establishing and Managing DNS over DTLS Sessions


3.1. Session Initiation

   By default, DNS over DTLS MUST run over standard UDP port 853 as
   defined in Section 8, unless the DNS server has mutual agreement with
   its clients to use a port other than 853 for DNS over DTLS.  In order
   to use a port other than 853, both clients and servers would need a
   configuration option in their software.



   The DNS client should determine if the DNS server supports DNS over
   DTLS by sending a DTLS ClientHello message to port 853 on the server,
   unless it has mutual agreement with its server to use a port other
   than port 853 for DNS over DTLS.  Such another port MUST NOT be port
   53 but MAY be from the "first-come, first-served" port range (User
   Ports [RFC6335], range 1024-49151).  This recommendation against the
   use of port 53 for DNS over DTLS is to avoid complications in
   selecting use or non-use of DTLS and to reduce risk of downgrade
   attacks.



   A DNS server that does not support DNS over DTLS will not respond to
   ClientHello messages sent by the client.  If no response is received
   from that server, and the client has no better round-trip estimate,
   the client SHOULD retransmit the DTLS ClientHello according to
   Section 4.2.4.1 of [RFC6347].  After 15 seconds, it SHOULD cease
   attempts to retransmit its ClientHello.  The client MAY repeat that
   procedure to discover if DNS over DTLS service becomes available from
   the DNS server, but such probing SHOULD NOT be done more frequently
   than every 24 hours and MUST NOT be done more frequently than every
   15 minutes.  This mechanism requires no additional signaling between
   the client and server.



   DNS clients and servers MUST NOT use port 853 to transport cleartext
   DNS messages.  DNS clients MUST NOT send and DNS servers MUST NOT
   respond to cleartext DNS messages on any port used for DNS over DTLS
   (including, for example, after a failed DTLS handshake).  There are
   significant security issues in mixing protected and unprotected data;
   therefore, UDP connections on a port designated by a given server for
   DNS over DTLS are reserved purely for encrypted communications.




3.2. DTLS Handshake and Authentication

   The DNS client initiates the DTLS handshake as described in
   [RFC6347], following the best practices specified in [RFC7525].
   After DTLS negotiation completes, if the DTLS handshake succeeds
   according to [RFC6347], the connection will be encrypted and would
   then be protected from eavesdropping.



   DNS privacy requires encrypting the query (and response) from passive
   attacks.  Such encryption typically provides integrity protection as
   a side effect, which means on-path attackers cannot simply inject
   bogus DNS responses.  However, to provide stronger protection from
   active attackers pretending to be the server, the server itself needs
   to be authenticated.  To authenticate the server providing DNS
   privacy, DNS client MUST use the authentication mechanisms discussed
   in [DTLS].  This document does not propose new ideas for
   authentication.




3.3. Established Sessions

   In DTLS, all data is protected using the same record encoding and
   mechanisms.  When the mechanism described in this document is in
   effect, DNS messages are encrypted using the standard DTLS record
   encoding.  When a DTLS user wishes to send a DNS message, the data is
   delivered to the DTLS implementation as an ordinary application data
   write (e.g., SSL_write()).  A single DTLS session can be used to send
   multiple DNS requests and receive multiple DNS responses.



   To mitigate the risk of unintentional server overload, DNS over DTLS
   clients MUST take care to minimize the number of concurrent DTLS
   sessions made to any individual server.  For any given client/server
   interaction, it is RECOMMENDED that there be no more than one DTLS
   session.  Similarly, servers MAY impose limits on the number of
   concurrent DTLS sessions being handled for any particular client IP
   address or subnet.  These limits SHOULD be much looser than the
   client guidelines above because the server does not know, for
   example, if a client IP address belongs to a single client, is
   representing multiple resolvers on a single machine, or is
   representing multiple clients behind a device performing Network
   Address Translation (NAT).



   In between normal DNS traffic, while the communication to the DNS
   server is quiescent, the DNS client MAY want to probe the server
   using DTLS heartbeat [RFC6520] to ensure it has maintained
   cryptographic state.  Such probes can also keep alive firewall or NAT
   bindings.  This probing reduces the frequency of needing a new
   handshake when a DNS query needs to be resolved, improving the user
   experience at the cost of bandwidth and processing time.



   A DTLS session is terminated by the receipt of an authenticated
   message that closes the connection (e.g., a DTLS fatal alert).  If
   the server has lost state, a DTLS handshake needs to be initiated
   with the server.  For the server, to mitigate the risk of
   unintentional server overload, it is RECOMMENDED that the default DNS
   over DTLS server application-level idle time be set to several
   seconds and not set to less than a second, but no particular value is
   specified.  When no DNS queries have been received from the client
   after idle timeout, the server MUST send a DTLS fatal alert and then
   destroy its DTLS state.  The DTLS fatal alert packet indicates the
   server has destroyed its state, signaling to the client that if it
   wants to send a new DTLS message, it will need to re-establish
   cryptographic context with the server (via full DTLS handshake or
   DTLS session resumption).  In practice, the idle period can vary
   dynamically, and servers MAY allow idle connections to remain open
   for longer periods as resources permit.




4. Performance Considerations

   The DTLS protocol profile for DNS over DTLS is discussed in
   Section 11 of [DTLS].  To reduce the number of octets of the DTLS
   handshake, especially the size of the certificate in the ServerHello
   (which can be several kilobytes), DNS clients and servers can use raw
   public keys [RFC7250] or Cached Information Extension [RFC7924].
   Cached Information Extension avoids transmitting the server's
   certificate and certificate chain if the client has cached that
   information from a previous TLS handshake.  TLS False Start [RFC7918]
   can reduce round trips by allowing the TLS second flight of messages
   (ChangeCipherSpec) to also contain the (encrypted) DNS query.



   It is highly advantageous to avoid server-side DTLS state and reduce
   the number of new DTLS sessions on the server that can be done with
   TLS Session Resumption without server state [RFC5077].  This also
   eliminates a round trip for subsequent DNS over DTLS queries, because
   with [RFC5077] the DTLS session does not need to be re-established.



   Since responses within a DTLS session can arrive out of order,
   clients MUST match responses to outstanding queries on the same DTLS
   connection using the DNS Message ID.  If the response contains a
   question section, the client MUST match the QNAME, QCLASS, and QTYPE
   fields.  Failure by clients to properly match responses to
   outstanding queries can have serious consequences for
   interoperability (Section 7 of [RFC7766]).




5. Path MTU (PMTU) Issues

   Compared to normal DNS, DTLS adds at least 13 octets of header, plus
   cipher and authentication overhead to every query and every response.
   This reduces the size of the DNS payload that can be carried.  The
   DNS client and server MUST support the Extension Mechanisms for DNS
   (EDNS0) option defined in [RFC6891] so that the DNS client can
   indicate to the DNS server the maximum DNS response size it can
   reassemble and deliver in the DNS client's network stack.  If the DNS
   client does set the EDNS0 option defined in [RFC6891], then the
   maximum DNS response size of 512 bytes plus DTLS overhead will be
   well within the Path MTU.  If the Path MTU is not known, an IP MTU of
   1280 bytes SHOULD be assumed.  The client sets its EDNS0 value as if
   DTLS is not being used.  The DNS server MUST ensure that the DNS
   response size does not exceed the Path MTU, i.e., each DTLS record
   MUST fit within a single datagram, as required by [RFC6347].  The DNS
   server must consider the amount of record expansion expected by the
   DTLS processing when calculating the size of DNS response that fits
   within the path MTU.  The Path MTU MUST be greater than or equal to
   the DNS response size + DTLS overhead of 13 octets + padding size
   ([RFC7830]) + authentication overhead of the negotiated DTLS cipher
   suite + block padding (Section 4.1.1.1 of [RFC6347]).  If the DNS
   server's response were to exceed that calculated value, the server
   MUST send a response that does fit within that value and sets the TC
   (truncated) bit.  Upon receiving a response with the TC bit set and
   wanting to receive the entire response, the client behavior is
   governed by the current Usage Profile [DTLS].  For Strict Privacy,
   the client MUST only send a new DNS request for the same resource
   record over an encrypted transport (e.g., DNS over TLS [RFC7858]).
   Clients using Opportunistic Privacy SHOULD try for the best case (an
   encrypted and authenticated transport) but MAY fall back to
   intermediate cases and eventually the worst case scenario (clear
   text) in order to obtain a response.




6. Anycast

DNS servers are often configured with anycast addresses.  While the
network is stable, packets transmitted from a particular source to an
anycast address will reach the same server that has the cryptographic
context from the DNS over DTLS handshake.  But, when the network
configuration or routing changes, a DNS over DTLS packet can be
received by a server that does not have the necessary cryptographic
context.  Clients using DNS over DTLS need to always be prepared to
re‑initiate the DTLS handshake, and in the worst case this could even
happen immediately after re‑initiating a new handshake.  To encourage
the client to initiate a new DTLS handshake, DNS servers SHOULD
generate a DTLS fatal alert message in response to receiving a DTLS
packet for which the server does not have any cryptographic context.
Upon receipt of an unauthenticated DTLS fatal alert, the DTLS client
validates the fatal alert is within the replay window
(Section 4.1.2.6 of [RFC6347]).  It is difficult for the DTLS client
to validate that the DTLS fatal alert was generated by the DTLS
server in response to a request or was generated by an on‑ or off‑
path attacker.  Thus, upon receipt of an in‑window DTLS fatal alert,
the client SHOULD continue retransmitting the DTLS packet (in the
event the fatal alert was spoofed), and at the same time it SHOULD
initiate DTLS session resumption.  When the DTLS client receives an
authenticated DNS response from one of those DTLS sessions, the other
DTLS session should be terminated.




7. Usage

   Two Usage Profiles, Strict and Opportunistic, are explained in
   [DTLS].  The order of preference for DNS usage is as follows:



   1.  Encrypted DNS messages with an authenticated server



   2.  Encrypted DNS messages with an unauthenticated server



   3.  Plaintext DNS messages




8. IANA Considerations

   This specification uses port 853 already allocated in the IANA port
   number registry as defined in Section 6 of [RFC7858].




9. Security Considerations

   The interaction between a DNS client and a DNS server requires
   Datagram Transport Layer Security (DTLS) with a ciphersuite offering
   confidentiality protection.  The guidance given in [RFC7525] MUST be
   followed to avoid attacks on DTLS.  The DNS client SHOULD use the TLS
   Certificate Status Request extension (Section 8 of [RFC6066]),
   commonly called "OCSP stapling" to check the revocation status of the
   public key certificate of the DNS server.  OCSP stapling, unlike OCSP
   [RFC6960], does not suffer from scale and privacy issues.  DNS
   clients keeping track of servers known to support DTLS enables
   clients to detect downgrade attacks.  To interfere with DNS over
   DTLS, an on- or off-path attacker might send an ICMP message towards
   the DTLS client or DTLS server.  As these ICMP messages cannot be
   authenticated, all ICMP errors should be treated as soft errors
   [RFC1122].  If the DNS query was sent over DTLS, then the
   corresponding DNS response MUST only be accepted if it is received
   over the same DTLS connection.  This behavior mitigates all possible
   attacks described in Measures for Making DNS More Resilient against
   Forged Answers [RFC5452].  The security considerations in [RFC6347]
   and [DTLS] are to be taken into account.



   A malicious client might attempt to perform a high number of DTLS
   handshakes with a server.  As the clients are not uniquely identified
   by the protocol and can be obfuscated with IPv4 address sharing and
   with IPv6 temporary addresses, a server needs to mitigate the impact
   of such an attack.  Such mitigation might involve rate limiting
   handshakes from a certain subnet or more advanced DoS/DDoS techniques
   beyond the scope of this document.




10. References


10.1. Normative References


   [RFC1034]
  Mockapetris, P., "Domain names - concepts and facilities",
              STD 13, RFC 1034, DOI 10.17487/RFC1034, November 1987,
              <http://www.rfc-editor.org/info/rfc1034>.




   [RFC1035]
  Mockapetris, P., "Domain names - implementation and
              specification", STD 13, RFC 1035, DOI 10.17487/RFC1035,
              November 1987, <http://www.rfc-editor.org/info/rfc1035>.




   [RFC2119]
  Bradner, S., "Key words for use in RFCs to Indicate
              Requirement Levels", BCP 14, RFC 2119,
              DOI 10.17487/RFC2119, March 1997,
              <http://www.rfc-editor.org/info/rfc2119>.




   [RFC4033]
  Arends, R., Austein, R., Larson, M., Massey, D., and S.
              Rose, "DNS Security Introduction and Requirements",
              RFC 4033, DOI 10.17487/RFC4033, March 2005,
              <http://www.rfc-editor.org/info/rfc4033>.




   [RFC5077]
  Salowey, J., Zhou, H., Eronen, P., and H. Tschofenig,
              "Transport Layer Security (TLS) Session Resumption without
              Server-Side State", RFC 5077, DOI 10.17487/RFC5077,
              January 2008, <http://www.rfc-editor.org/info/rfc5077>.




   [RFC5452]
  Hubert, A. and R. van Mook, "Measures for Making DNS More
              Resilient against Forged Answers", RFC 5452,
              DOI 10.17487/RFC5452, January 2009,
              <http://www.rfc-editor.org/info/rfc5452>.




   [RFC6347]
  Rescorla, E. and N. Modadugu, "Datagram Transport Layer
              Security Version 1.2", RFC 6347, DOI 10.17487/RFC6347,
              January 2012, <http://www.rfc-editor.org/info/rfc6347>.




   [RFC6520]
  Seggelmann, R., Tuexen, M., and M. Williams, "Transport
              Layer Security (TLS) and Datagram Transport Layer Security
              (DTLS) Heartbeat Extension", RFC 6520,
              DOI 10.17487/RFC6520, February 2012,
              <http://www.rfc-editor.org/info/rfc6520>.




   [RFC6891]
  Damas, J., Graff, M., and P. Vixie, "Extension Mechanisms
              for DNS (EDNS(0))", STD 75, RFC 6891,
              DOI 10.17487/RFC6891, April 2013,
              <http://www.rfc-editor.org/info/rfc6891>.




   [RFC7525]
  Sheffer, Y., Holz, R., and P. Saint-Andre,
              "Recommendations for Secure Use of Transport Layer
              Security (TLS) and Datagram Transport Layer Security
              (DTLS)", BCP 195, RFC 7525, DOI 10.17487/RFC7525, May
              2015, <http://www.rfc-editor.org/info/rfc7525>.




   [RFC7830]
  Mayrhofer, A., "The EDNS(0) Padding Option", RFC 7830,
              DOI 10.17487/RFC7830, May 2016,
              <http://www.rfc-editor.org/info/rfc7830>.




10.2. Informative References


   [DTLS]
     Dickinson, S., Gillmor, D., and T. Reddy, "Authentication
              and (D)TLS Profile for DNS-over-(D)TLS", Work in
              Progress, draft-ietf-dprive-dtls-and-tls-profiles-08,
              January 2017.




   [DTLS13]
   Rescorla, E. and H. Tschofenig, "The Datagram Transport
              Layer Security (DTLS) Protocol Version 1.3", Work in
              Progress, draft-rescorla-tls-dtls13-00, October 2016.




   [RFC1122]
  Braden, R., Ed., "Requirements for Internet Hosts -
              Communication Layers", STD 3, RFC 1122,
              DOI 10.17487/RFC1122, October 1989,
              <http://www.rfc-editor.org/info/rfc1122>.




   [RFC6066]
  Eastlake 3rd, D., "Transport Layer Security (TLS)
              Extensions: Extension Definitions", RFC 6066,
              DOI 10.17487/RFC6066, January 2011,
              <http://www.rfc-editor.org/info/rfc6066>.




   [RFC6335]
  Cotton, M., Eggert, L., Touch, J., Westerlund, M., and S.
              Cheshire, "Internet Assigned Numbers Authority (IANA)
              Procedures for the Management of the Service Name and
              Transport Protocol Port Number Registry", BCP 165,
              RFC 6335, DOI 10.17487/RFC6335, August 2011,
              <http://www.rfc-editor.org/info/rfc6335>.




   [RFC6960]
  Santesson, S., Myers, M., Ankney, R., Malpani, A.,
              Galperin, S., and C. Adams, "X.509 Internet Public Key
              Infrastructure Online Certificate Status Protocol - OCSP",
              RFC 6960, DOI 10.17487/RFC6960, June 2013,
              <http://www.rfc-editor.org/info/rfc6960>.




   [RFC7250]
  Wouters, P., Ed., Tschofenig, H., Ed., Gilmore, J.,
              Weiler, S., and T. Kivinen, "Using Raw Public Keys in
              Transport Layer Security (TLS) and Datagram Transport
              Layer Security (DTLS)", RFC 7250, DOI 10.17487/RFC7250,
              June 2014, <http://www.rfc-editor.org/info/rfc7250>.




   [RFC7413]
  Cheng, Y., Chu, J., Radhakrishnan, S., and A. Jain, "TCP
              Fast Open", RFC 7413, DOI 10.17487/RFC7413, December 2014,
              <http://www.rfc-editor.org/info/rfc7413>.




   [RFC7626]
  Bortzmeyer, S., "DNS Privacy Considerations", RFC 7626,
              DOI 10.17487/RFC7626, August 2015,
              <http://www.rfc-editor.org/info/rfc7626>.




   [RFC7766]
  Dickinson, J., Dickinson, S., Bellis, R., Mankin, A., and
              D. Wessels, "DNS Transport over TCP - Implementation
              Requirements", RFC 7766, DOI 10.17487/RFC7766, March 2016,
              <http://www.rfc-editor.org/info/rfc7766>.




   [RFC7858]
  Hu, Z., Zhu, L., Heidemann, J., Mankin, A., Wessels, D.,
              and P. Hoffman, "Specification for DNS over Transport
              Layer Security (TLS)", RFC 7858, DOI 10.17487/RFC7858, May
              2016, <http://www.rfc-editor.org/info/rfc7858>.




   [RFC7918]
  Langley, A., Modadugu, N., and B. Moeller, "Transport
              Layer Security (TLS) False Start", RFC 7918,
              DOI 10.17487/RFC7918, August 2016,
              <http://www.rfc-editor.org/info/rfc7918>.




   [RFC7924]
  Santesson, S. and H. Tschofenig, "Transport Layer Security
              (TLS) Cached Information Extension", RFC 7924,
              DOI 10.17487/RFC7924, July 2016,
              <http://www.rfc-editor.org/info/rfc7924>.




Acknowledgements

   Thanks to Phil Hedrick for his review comments on TCP and to Josh
   Littlefield for pointing out DNS over DTLS load on busy servers (most
   notably root servers).  The authors would like to thank Simon
   Josefsson, Daniel Kahn Gillmor, Bob Harold, Ilari Liusvaara, Sara
   Dickinson, Christian Huitema, Stephane Bortzmeyer, Alexander
   Mayrhofer, Allison Mankin, Jouni Korhonen, Stephen Farrell, Mirja
   Kuehlewind, Benoit Claise, and Geoff Huston for discussions and
   comments on the design of DNS over DTLS.  The authors would like to
   give special thanks to Sara Dickinson for her help.



Authors' Addresses



Tirumaleswar Reddy
Cisco Systems, Inc.
Cessna Business Park, Varthur Hobli
Sarjapur Marathalli Outer Ring Road
Bangalore, Karnataka  560103
India



   Email: tireddy@cisco.com




   Dan Wing



   Email: dwing-ietf@fuggles.com




Prashanth Patil
Cisco Systems, Inc.



   Email: praspati@cisco.com























8310 - Usage Profiles for DNS over TLS and DNS over DTLS

Index
Back 5
Prev
Next


Internet Engineering Task Force (IETF)

Request for Comments: 8310

Updates: 7858

Category: Standards Track

ISSN: 2070-1721






S. Dickinson

Sinodun

D. Gillmor

ACLU

T. Reddy

McAfee

March 2018

Usage Profiles for DNS over TLS and DNS over DTLS 


Abstract

   This document discusses usage profiles, based on one or more
   authentication mechanisms, which can be used for DNS over Transport
   Layer Security (TLS) or Datagram TLS (DTLS).  These profiles can
   increase the privacy of DNS transactions compared to using only
   cleartext DNS.  This document also specifies new authentication
   mechanisms -- it describes several ways that a DNS client can use an
   authentication domain name to authenticate a (D)TLS connection to a
   DNS server.  Additionally, it defines (D)TLS protocol profiles for
   DNS clients and servers implementing DNS over (D)TLS.  This document
   updates RFC 7858.




Status of This Memo

   This is an Internet Standards Track document.



   This document is a product of the Internet Engineering Task Force
   (IETF).  It represents the consensus of the IETF community.  It has
   received public review and has been approved for publication by the
   Internet Engineering Steering Group (IESG).  Further information on
   Internet Standards is available in Section 2 of RFC 7841.



   Information about the current status of this document, any errata,
   and how to provide feedback on it may be obtained at
   https://www.rfc-editor.org/info/rfc8310.




Copyright Notice

   Copyright (c) 2018 IETF Trust and the persons identified as the
   document authors.  All rights reserved.



   This document is subject to BCP 78 and the IETF Trust's Legal
   Provisions Relating to IETF Documents
   (https://trustee.ietf.org/license-info) in effect on the date of
   publication of this document.  Please review these documents
   carefully, as they describe your rights and restrictions with respect
   to this document.  Code Components extracted from this document must
   include Simplified BSD License text as described in Section 4.e of
   the Trust Legal Provisions and are provided without warranty as
   described in the Simplified BSD License.




Table of Contents



	1. Introduction


	2. Terminology


	3. Scope


	4. Discussion


	5. Usage Profiles
	 5.1. DNS Resolution



	6. Authentication in DNS over (D)TLS
	 6.1. DNS-over-(D)TLS Startup Configuration Problems


	 6.2. Credential Verification


	 6.3. Summary of Authentication Mechanisms


	 6.4. Combining Authentication Mechanisms


	 6.5. Authentication in Opportunistic Privacy


	 6.6. Authentication in Strict Privacy


	 6.7. Implementation Guidance



	7. Sources of Authentication Domain Names
	 7.1. Full Direct Configuration


	 7.2. Direct Configuration of ADN Only


	 7.3. Dynamic Discovery of ADN
	  7.3.1. DHCP





	8. Credential Verification Based on Authentication Domain Name
	 8.1. Authentication Based on PKIX Certificate


	 8.2. DANE
	  8.2.1. Direct DNS Meta-Queries


	  8.2.2. TLS DNSSEC Chain Extension





	9. (D)TLS Protocol Profile


	10. IANA Considerations


	11. Security Considerations
	 11.1. Countermeasures to DNS Traffic Analysis



	12. References
	 12.1. Normative References


	 12.2. Informative References



	Appendix A. Server Capability Probing and Caching by DNS Clients


	Acknowledgments


	Authors' Addresses




1. Introduction

   DNS privacy issues are discussed in [RFC7626].  The specific issues
   described in [RFC7626] that are most relevant to this document are



   o  Passive attacks that eavesdrop on cleartext DNS transactions on
      the wire (Section 2.4 of [RFC7626]) and



   o  Active attacks that redirect clients to rogue servers to monitor
      DNS traffic (Section 2.5.3 of [RFC7626]).



   Mitigating these attacks increases the privacy of DNS transactions;
   however, many of the other issues raised in [RFC7626] still apply.



   Two documents that provide ways to increase DNS privacy between DNS
   clients and DNS servers are



   o  "Specification for DNS over Transport Layer Security (TLS)"
      [RFC7858], referred to here as simply "DNS over TLS".



   o  "DNS over Datagram Transport Layer Security (DTLS)" [RFC8094],
      referred to here as simply "DNS over DTLS".  Note that [RFC8094]
      is an Experimental specification.



   Both documents are limited in scope to communications between stub
   clients and recursive resolvers, and the same scope is applied to
   this document (see Sections 2 and 3).  The proposals here might be
   adapted or extended in future to be used for recursive clients and
   authoritative servers, but this application was out of scope for the
   DNS PRIVate Exchange (dprive) Working Group charter at the time this
   document was published.



   This document specifies two usage profiles (Strict Privacy and
   Opportunistic Privacy) for DTLS [RFC6347] and TLS [RFC5246] that
   provide improved levels of mitigation for the attacks described above
   compared to using only cleartext DNS.



   Section 5 presents a generalized discussion of usage profiles by
   separating the usage profile, which is based purely on the security
   properties it offers the user, from the specific mechanism or
   mechanisms that are used for DNS server authentication.  The profiles
   described are



   o  A Strict Privacy profile, which requires an encrypted connection
      and successful authentication of the DNS server; this mitigates
      both passive eavesdropping and client redirection (at the expense
      of providing no DNS service if an encrypted, authenticated
      connection is not available).



   o  An Opportunistic Privacy profile, which will attempt, but does not
      require, encryption and successful authentication; it therefore
      provides limited or no mitigation for such attacks but maximizes
      the chance of DNS service.



   The above usage profiles attempt authentication of the server using
   at least one authentication mechanism.  Section 6.4 discusses how to
   combine authentication mechanisms to determine the overall
   authentication result.  Depending on that overall authentication
   result (and whether encryption is available), the usage profile will
   determine if the connection should proceed, fall back, or fail.



   One authentication mechanism is already described in [RFC7858].
   [RFC7858] specifies an authentication mechanism for DNS over TLS that
   is based on Subject Public Key Info (SPKI) in the context of a
   specific case of a Strict Privacy profile using that single
   authentication mechanism.  Therefore, the "out-of-band key-pinned
   privacy profile" described in [RFC7858] would qualify as a "Strict
   Privacy profile" that used SPKI pinning for authentication.



This document extends the use of authentication based on SPKI
pin sets, so that it is considered a general authentication mechanism
that can be used with either DNS‑over‑(D)TLS usage profile.  That is,
the mechanism for SPKI pin sets as described in [RFC7858] MAY be used
with DNS over (D)TLS.



   This document also describes a number of additional authentication
   mechanisms, all of which specify how a DNS client should authenticate
   a DNS server based on an "authentication domain name".  In
   particular, the following topics are described:



   o  How a DNS client can obtain the combination of an authentication
      domain name and IP address for a DNS server.  See Section 7.



   o  What acceptable credentials a DNS server can present to prove its
      identity for (D)TLS authentication based on a given authentication
      domain name.  See Section 8.



   o  How a DNS client can verify that any given credential matches the
      authentication domain name obtained for a DNS server.  See
      Section 8.



   This document defines a (D)TLS protocol profile for use with DNS; see
   Section 9.  This profile defines the configuration options and
   protocol extensions required of both parties to (1) optimize
   connection establishment and session resumption for transporting DNS
   and (2) support all currently specified authentication mechanisms.




2. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in
   BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.



   Several terms are used specifically in the context of this document:



   o  DNS client: A DNS stub resolver or forwarder.  In the case of a
      forwarder, the term "DNS client" is used to discuss the side that
      sends queries.



   o  DNS server: A DNS recursive resolver or forwarder.  In the case of
      a forwarder, the term "DNS server" is used to discuss the side
      that responds to queries.  Note that, as used in this document,
      this term does not apply to authoritative servers.



o  Privacy‑enabling DNS server: A DNS server that implements
   DNS over TLS [RFC7858] and may optionally implement DNS over DTLS
   [RFC8094].  The server should also offer at least one of the
   credentials described in Section 8 and implement the (D)TLS
   profile described in Section 9.



   o  (D)TLS: Used for brevity; refers to both Transport Layer Security
      [RFC5246] and Datagram Transport Layer Security [RFC6347].
      Specific terms will be used for any text that applies to either
      protocol alone.



   o  DNS over (D)TLS: Used for brevity; refers to both DNS over TLS
      [RFC7858] and DNS over DTLS [RFC8094].  Specific terms will be
      used for any text that applies to either protocol alone.



   o  Authentication domain name: A domain name that can be used to
      authenticate a privacy-enabling DNS server.  Sources of
      authentication domain names are discussed in Section 7.



   o  SPKI pin sets: [RFC7858] describes the use of cryptographic
      digests to "pin" public key information in a manner similar to
      HTTP Public Key Pinning (HPKP) [RFC7469].  An SPKI pin set is a
      collection of these pins that constrains a DNS server.



   o  Authentication information: Information a DNS client may use as
      the basis of an authentication mechanism.  In this context, this
      information can be either



      *  an SPKI pin set or



      *  an authentication domain name



   o  Reference identifier: A reference identifier as described in
      [RFC6125], constructed by the DNS client when performing TLS
      authentication of a DNS server.



   o  Credential: Information available for a DNS server that proves its
      identity for authentication purposes.  Credentials discussed here
      include



      *  a PKIX certificate



      *  a DNSSEC-validated chain to a TLSA record



      but may also include SPKI pin sets.




3. Scope

   This document is limited to describing



   o  Usage profiles based on general authentication mechanisms.



   o  The details of domain-name-based authentication of DNS servers by
      DNS clients (as defined in Section 2).



o  The (D)TLS profiles needed to support authentication in
   DNS over (D)TLS.



   As such, the following topics are out of scope for this document:



   o  Authentication of authoritative servers by recursive resolvers.



   o  Authentication of DNS clients by DNS servers.



o  The details of how to perform authentication based on SPKI
   pin sets.  This is defined in [RFC7858].



   o  Any server identifier other than domain names, including IP
      addresses, organizational names, country of origin, etc.




4. Discussion

   One way to mitigate eavesdropping on cleartext DNS transactions by
   passive attackers is to encrypt the query (and response).  Such
   encryption typically provides integrity protection as a side effect;
   this means that on-path attackers cannot simply inject bogus DNS
   responses.  To also mitigate active attackers pretending to be the
   server, the client must authenticate the (D)TLS connection to the
   server.



   This document discusses usage profiles, which provide differing
   levels of attack mitigation to DNS clients, based on the requirements
   for authentication and encryption, regardless of the context (for
   example, which network the client is connected to).  A usage profile
   is a concept distinct from a usage policy or usage model; a usage
   policy or usage model might dictate which profile should be used in a
   particular context (enterprise vs. coffee shop), with a particular
   set of DNS servers or with reference to other external factors.  A
   description of the variety of usage policies is out of scope for this
   document but may be the subject of future work.



   The term "privacy-enabling DNS server" is used throughout this
   document.  This is a DNS server that



   o  MUST implement DNS over TLS [RFC7858].



   o  MAY implement DNS over DTLS [RFC8094].



   o  SHOULD offer at least one of the credentials described in
      Section 8.



   o  Implements the (D)TLS profile described in Section 9.




5. Usage Profiles

   A DNS client has a choice of usage profiles available to increase the
   privacy of DNS transactions.  This choice is briefly discussed in
   both [RFC7858] and [RFC8094].  These usage profiles are



   o  Strict Privacy profile: The DNS client requires both an encrypted
      and authenticated connection to a privacy-enabling DNS server.  A
      hard failure occurs if this is not available.  This requires the
      client to securely obtain authentication information it can use to
      authenticate the server.  This profile mitigates both passive and
      active attacks, thereby providing the client with the best
      available privacy for DNS.  This profile is discussed in detail in
      Section 6.6.



   o  Opportunistic Privacy profile: The DNS client uses Opportunistic
      Security as described in [RFC7435].



      *  "... the use of cleartext as the baseline communication
         security policy, with encryption and authentication negotiated
         and applied to the communication when available."



      As described in [RFC7435], it might result in



      *  an encrypted and authenticated connection



      *  an encrypted connection



      *  a cleartext connection



      depending on the fallback logic of the client, the available
      authentication information, and the capabilities of the DNS
      server.  In all these cases, the DNS client is willing to continue
      with a connection to the DNS server and perform resolution of
      queries.  The use of Opportunistic Privacy is intended to support
      incremental deployment of increased privacy with a view to
      widespread adoption of the Strict Privacy profile.  It should be
      employed when the DNS client might otherwise settle for cleartext;
      it provides the maximum protection available, depending on the
      combination of factors described above.  If all the configured DNS
      servers are DNS privacy servers, then it can provide protection
      against passive attacks and might protect against active ones.



   Both profiles can include an initial meta-query (performed using
   Opportunistic Privacy) to obtain the IP address for the privacy-
   enabling DNS server to which the DNS client will subsequently
   connect.  The rationale for permitting this for the Strict Privacy
   profile is that requiring such meta-queries to also be performed
   using the Strict Privacy profile would introduce significant
   deployment obstacles.  However, it should be noted that in this
   scenario an active attack on the meta-query is possible.  Such an
   attack could result in a Strict Privacy profile client connecting to
   a server it cannot authenticate (and therefore not obtaining DNS
   service) or an Opportunistic Privacy client connecting to a server
   controlled by the attacker.  DNSSEC validation can detect the attack
   on the meta-query, which may result in the client not obtaining DNS
   service (for both usage profiles), depending on its DNSSEC validation
   policy.  See Section 7.2 for more discussion.



   To compare the two usage profiles, Table 1 below shows a successful
   Strict Privacy profile alongside the three possible outcomes of an
   Opportunistic Privacy profile.  In the best-case scenario for the
   Opportunistic Privacy profile (an authenticated and encrypted
   connection), it is equivalent to the Strict Privacy profile.  In the
   worst-case scenario, it is equivalent to cleartext.  Clients using
   the Opportunistic Privacy profile SHOULD try for the best case but
   MAY fall back to the intermediate case and, eventually, the worst-
   case scenario, in order to obtain a response.  One reason to fall
   back without trying every available privacy-enabling DNS server is if
   latency is more important than attack mitigation; see Appendix A.
   The Opportunistic Privacy profile therefore provides varying
   protection, depending on what kind of connection is actually used,
   including no attack mitigation at all.



   Note that there is no requirement in Opportunistic Security to notify
   the user regarding what type of connection is actually used; the
   "detection" described below is only possible if such connection
   information is available.  However, if it is available and the user
   is informed that an unencrypted connection was used to connect to a
   server, then the user should assume (detect) that the connection is
   subject to both active and passive attacks, since the DNS queries are
   sent in cleartext.  This might be particularly useful if a new
   connection to a certain server is unencrypted when all previous
   connections were encrypted.  Similarly, if the user is informed that
   an encrypted but unauthenticated connection was used, then the user
   can detect that the connection may be subject to active attacks.  In
   other words, for the cases where no protection is provided against an
   attacker (N), it is possible to detect that an attack might be
   happening (D).  This is discussed in Section 6.5.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Usage Profile | Connection | Passive Attacker | Active Attacker |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|     Strict    |    A, E    |        P         |        P        |
| Opportunistic |    A, E    |        P         |        P        |
| Opportunistic |     E      |        P         |       N, D      |
| Opportunistic |            |       N, D       |       N, D      |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



     P == Protection; N == No protection; D == Detection is possible;

         A == Authenticated connection; E == Encrypted connection



     Table 1: Attack Protection by Usage Profile and Type of Attacker



   The Strict Privacy profile provides the best attack mitigation and
   therefore SHOULD always be implemented in DNS clients that implement
   the Opportunistic Privacy profile.



   A DNS client that implements DNS over (D)TLS SHOULD NOT be configured
   by default to use only cleartext.



   The choice between the two profiles depends on a number of factors,
   including which is more important to the particular client:



   o  DNS service, at the cost of no attack mitigation (Opportunistic
      Privacy) or



   o  Best available attack mitigation, at the potential cost of no DNS
      service (Strict Privacy).



   Additionally, the two profiles require varying levels of
   configuration (or a trusted relationship with a provider) and DNS
   server capabilities; therefore, DNS clients will need to carefully
   select which profile to use based on their communication needs.



   A DNS server that implements DNS over (D)TLS SHOULD provide at least
   one credential (Section 2) so that those DNS clients that wish to use
   the Strict Privacy profile are able to do so.




5.1. DNS Resolution

   A DNS client SHOULD select a particular usage profile when resolving
   a query.  A DNS client MUST NOT fall back from Strict Privacy to
   Opportunistic Privacy during the resolution of a given query, as this
   could invalidate the protection offered against attackers.  It is
   anticipated that DNS clients will use a particular usage profile for
   all queries to all configured servers until an operational issue or
   policy update dictates a change in the profile used.




6. Authentication in DNS over (D)TLS

   This section describes authentication mechanisms and how they can be
   used in either Strict or Opportunistic Privacy for DNS over (D)TLS.




6.1. DNS-over-(D)TLS Startup Configuration Problems

   Many (D)TLS clients use PKIX authentication [RFC6125] based on an
   authentication domain name for the server they are contacting.  These
   clients typically first look up the server's network address in the
   DNS before making this connection.  Such a DNS client therefore has a
   bootstrap problem, as it will typically only know the IP address of
   its DNS server.



   In this case, before connecting to a DNS server, a DNS client needs
   to learn the authentication domain name it should associate with the
   IP address of a DNS server for authentication purposes.  Sources of
   authentication domain names are discussed in Section 7.



   One advantage of this domain-name-based approach is that it
   encourages the association of stable, human-recognizable identifiers
   with secure DNS service providers.




6.2. Credential Verification

   Verification of SPKI pin sets is discussed in [RFC7858].



   In terms of domain-name-based verification, once an authentication
   domain name is known for a DNS server, a choice of authentication
   mechanisms can be used for credential verification.  Section 8
   discusses these mechanisms -- namely, PKIX certificate-based
   authentication and DNS-Based Authentication of Named Entities (DANE)
   -- in detail.



   Note that the use of DANE adds requirements on the ability of the
   client to get validated DNSSEC results.  This is discussed in more
   detail in Section 8.2.




6.3. Summary of Authentication Mechanisms

   This section provides an overview of the various authentication
   mechanisms.  Table 2 below indicates how the DNS client obtains
   information to use for authentication for each option: either
   statically via direct configuration or dynamically.  Of course, the
   Opportunistic Privacy profile does not require authentication, and so
   a client using that profile may choose to connect to a
   privacy-enabling DNS server on the basis of just an IP address.



+‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| # | Static     | Dynamically | Short name: Description            |
|   | Config     | Obtained    |                                    |
+‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| 1 | SPKI + IP  |             | SPKI: SPKI pin set(s) and IP       |
|   |            |             | address obtained out of band       |
|   |            |             | [RFC7858]                          |
|   |            |             |                                    |
| 2 | ADN + IP   |             | ADN: ADN and IP address obtained   |
|   |            |             | out of band (see Section 7.1)      |
|   |            |             |                                    |
| 3 | ADN        | IP          | ADN only: Opportunistic Privacy    |
|   |            |             | meta‑queries to a NP DNS server    |
|   |            |             | for A/AAAA (see Section 7.2)       |
|   |            |             |                                    |
| 4 |            | ADN + IP    | DHCP: DHCP configuration only (see |
|   |            |             | Section 7.3.1)                     |
|   |            |             |                                    |
| 5 | [ADN + IP] | [ADN + IP]  | DANE: DNSSEC chain obtained via    |
|   |            | TLSA record | Opportunistic Privacy meta‑queries |
|   |            |             | to NP DNS server (see Section      |
|   |            |             | 8.2.1)                             |
|   |            |             |                                    |
| 6 | [ADN + IP] | [ADN + IP]  | TLS extension: DNSSEC chain        |
|   |            | TLSA record | provided by PE DNS server in TLS   |
|   |            |             | DNSSEC chain extension (see        |
|   |            |             | Section 8.2.2)                     |
+‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+

             SPKI == SPKI pin set(s); IP == IP Address;
     ADN == Authentication Domain Name; NP == Network‑Provided;
     PE == Privacy‑Enabling; [ ] == Data may be obtained either
                      statically or dynamically



              Table 2: Overview of Authentication Mechanisms



The following summary attempts to present some key attributes of each
of the mechanisms (using the "Short name" from Table 2), indicating
attractive attributes with a "+" and undesirable attributes
with a "‑".



   1.  SPKI



       + Minimal leakage (note that the ADN is always leaked in the
         Server Name Indication (SNI) field in the ClientHello in TLS
         when communicating with a privacy-enabling DNS server)



       - Overhead of ongoing key management required



   2.  ADN



       + Minimal leakage



       + One-off direct configuration only



   3.  ADN only



       + Minimal one-off direct configuration; only a human-recognizable
         domain name needed



       - A/AAAA meta-queries leaked to network-provided DNS server that
         may be subject to active attack (attack can be mitigated by
         DNSSEC validation)



   4.  DHCP



       + No static config



       - Requires a non-standard or future DHCP option in order to
         provide the ADN



       - Requires secure and trustworthy connection to DHCP server if
         used with a Strict Privacy profile



   5.  DANE



       The ADN and/or IP may be obtained statically or dynamically, and
       the relevant attributes of that method apply.



       + DANE options (e.g., matching on entire certificate)



       - Requires a DNSSEC-validating stub implementation (the
         deployment of which is limited at the time of this writing)



       - DNSSEC chain meta-queries leaked to network-provided DNS server
         that may be subject to active attack



   6.  TLS extension



       The ADN and/or IP may be obtained statically or dynamically, and
       the relevant attributes of that method apply.



       + Reduced latency compared with DANE



       + No network-provided DNS server required if ADN and IP
         statically configured



       + DANE options (e.g., matching on entire certificate)



       - Requires a DNSSEC-validating stub implementation




6.4. Combining Authentication Mechanisms

   This document does not make explicit recommendations about how an
   authentication mechanism based on SPKI pin sets should be combined
   with a domain-based mechanism from an operator perspective.  However,
   it can be envisaged that a DNS server operator may wish to make both
   an SPKI pin set and an authentication domain name available to allow
   clients to choose which mechanism to use.  Therefore, the following
   text provides guidance on how clients ought to behave if they choose
   to configure both, as is possible in HPKP [RFC7469].



   A DNS client that is configured with both an authentication domain
   name and an SPKI pin set for a DNS server SHOULD match on both a
   valid credential for the authentication domain name and a valid SPKI
   pin set (if both are available) when connecting to that DNS server.
   In this case, the client SHOULD treat individual SPKI pins as
   specified in Section 2.6 of [RFC7469] with regard to user-defined
   trust anchors.  The overall authentication result SHOULD only be
   considered successful if both authentication mechanisms are
   successful.




6.5. Authentication in Opportunistic Privacy

   An Opportunistic Privacy Profile (based on Opportunistic Security
   [RFC7435]) that MAY be used for DNS over (D)TLS is described in
   [RFC7858] and is further specified in this document.



   DNS clients that issue queries under an Opportunistic Privacy profile
   and that know authentication information for a given privacy-enabling
   DNS server SHOULD try to authenticate the server using the mechanisms
   described here.  This is useful for detecting (but not preventing)
   active attacks, since the fact that authentication information is
   available indicates that the server in question is a privacy-enabling
   DNS server to which it should be possible to establish an
   authenticated and encrypted connection.  In this case, whilst a
   client cannot know the reason for an authentication failure, from a
   security standpoint the client should consider an active attack in
   progress and proceed under that assumption.  For example, a client
   that implements a nameserver selection algorithm that preferentially
   uses nameservers that successfully authenticated (see Section 5)
   might not continue to use the failing server if there were
   alternative servers available.



   Attempting authentication is also useful for debugging or diagnostic
   purposes if there are means to report the result.  This information
   can provide a basis for a DNS client to switch to (preferred) Strict
   Privacy where it is viable, e.g., where all the configured servers
   support DNS over (D)TLS and successfully authenticate.




6.6. Authentication in Strict Privacy

   To authenticate a privacy-enabling DNS server, a DNS client needs to
   know authentication information for each server it is willing to
   contact.  This is necessary to protect against active attacks that
   attempt to redirect clients to rogue DNS servers.



   A DNS client requiring Strict Privacy MUST use either (1) one of the
   sources listed in Section 7, to obtain an authentication domain name
   for the server it contacts or (2) an SPKI pin set as described in
   [RFC7858].



   A DNS client requiring Strict Privacy MUST only attempt to connect to
   DNS servers for which at least one piece of authentication
   information is known.  The client MUST use the available verification
   mechanisms described in Section 8 to authenticate the server and MUST
   abort connections to a server when no verification mechanism
   succeeds.



   With Strict Privacy, the DNS client MUST NOT commence sending DNS
   queries until at least one of the privacy-enabling DNS servers
   becomes available.



   A privacy-enabling DNS server may be temporarily unavailable when
   configuring a network.  For example, for clients on networks that
   require registration through web-based login (a.k.a. "captive
   portals"), such registration may rely on DNS interception and
   spoofing.  Techniques such as those used by dnssec-trigger
   [dnssec-trigger] MAY be used during network configuration, with the
   intent to transition to the designated privacy-enabling DNS servers
   after captive-portal registration.  If using a Strict Privacy
   profile, the system MUST alert by some means that the DNS is not
   private during such a bootstrap operation.




6.7. Implementation Guidance

   Section 9 describes the (D)TLS profile for DNS over (D)TLS.
   Additional considerations relating to general implementation
   guidelines are discussed in both Section 11 and Appendix A.




7. Sources of Authentication Domain Names


7.1. Full Direct Configuration

   DNS clients may be directly and securely provisioned with the
   authentication domain name of each privacy-enabling DNS server -- for
   example, using a client-specific configuration file or API.



   In this case, direct configuration for a DNS client would consist of
   both an IP address and an authentication domain name for each DNS
   server that were obtained via an out-of-band mechanism.




7.2. Direct Configuration of ADN Only

   A DNS client may be configured directly and securely with only the
   authentication domain name of each of its privacy-enabling DNS
   servers -- for example, using a client-specific configuration file
   or API.



   A DNS client might learn of a default recursive DNS resolver from an
   untrusted source (such as DHCP's DNS Recursive Name Server option
   [RFC3646]).  It can then use meta-queries performed using an
   Opportunistic Privacy profile to an untrusted recursive DNS resolver
   to establish the IP address of the intended privacy-enabling DNS
   resolver by doing a lookup of A/AAAA records.  A DNSSEC-validating
   client SHOULD apply the same validation policy to the A/AAAA
   meta-queries as it does to other queries.  A client that does not
   validate DNSSEC SHOULD apply the same policy (if any) to the A/AAAA
   meta-queries as it does to other queries.  Private DNS resolution can
   now be done by the DNS client against the pre-configured privacy-
   enabling DNS resolver, using the IP address obtained from the
   untrusted DNS resolver.



   A DNS client so configured that successfully connects to a privacy-
   enabling DNS server MAY choose to locally cache the server host IP
   addresses in order to not have to repeat the meta-query.




7.3. Dynamic Discovery of ADN

   This section discusses the general case of a DNS client discovering
   both the authentication domain name and IP address dynamically.  At
   the time of this writing, this is not possible by any standard means.
   However, since, for example, a future DHCP extension could (in
   principle) provide this mechanism, the required security properties
   of such mechanisms are outlined here.



   When using a Strict Privacy profile, the dynamic discovery technique
   used as a source of authentication domain names MUST be considered
   secure and trustworthy.  This requirement does not apply when using
   an Opportunistic Privacy profile, given the security expectation of
   that profile.




7.3.1. DHCP

   In the typical case today, a DHCP server [RFC2131] [RFC3315] provides
   a list of IP addresses for DNS resolvers (see Section 3.8 of
   [RFC2132]) but does not provide an authentication domain name for the
   DNS resolver, thus preventing the use of most of the authentication
   methods described here (all of those that are based on a mechanism
   with ADN; see Table 2).



   This document does not specify or request any DHCP extension to
   provide authentication domain names.  However, if one is developed in
   future work, the issues outlined in Section 8 of [RFC7227] should be
   taken into account, as should the security considerations discussed
   in Section 23 of [RFC3315].



   This document does not attempt to describe secured and trusted
   relationships to DHCP servers, as this is purely a DHCP issue (and
   still open, at the time of this writing).  Whilst some implementation
   work is in progress to secure IPv6 connections for DHCP, IPv4
   connections have received little or no implementation attention in
   this area.




8. Credential Verification Based on Authentication Domain Name


8.1. Authentication Based on PKIX Certificate

   When a DNS client configured with an authentication domain name
   connects to its configured DNS server over (D)TLS, the server may
   present it with a PKIX certificate.  In order to ensure proper
   authentication, DNS clients MUST verify the entire certification path
   per [RFC5280].  The DNS client additionally uses validation
   techniques as described in [RFC6125] to compare the domain name to
   the certificate provided.



   A DNS client constructs one reference identifier for the server based
   on the authentication domain name: a DNS-ID, which is simply the
   authentication domain name itself.



   If the reference identifier is found (as described in Section 6 of
   [RFC6125]) in the PKIX certificate's subjectAltName extension, the
   DNS client should accept the certificate for the server.



   A compliant DNS client MUST only inspect the certificate's
   subjectAltName extension for the reference identifier.  In
   particular, it MUST NOT inspect the Subject field itself.




8.2. DANE

   DANE [RFC6698] provides various mechanisms using DNSSEC to anchor
   trust for certificates and raw public keys.  However, this requires
   the DNS client to have an authentication domain name (which must be
   obtained via a trusted source) for the DNS privacy server.



   This section assumes a solid understanding of both DANE [RFC6698] and
   DANE operations [RFC7671].  A few pertinent issues covered in these
   documents are outlined here as useful pointers, but familiarity with
   both of these documents in their entirety is expected.



   Note that [RFC6698] says



      Clients that validate the DNSSEC signatures themselves MUST use
      standard DNSSEC validation procedures.  Clients that rely on
      another entity to perform the DNSSEC signature validation MUST use
      a secure mechanism between themselves and the validator.



   Note that [RFC7671] covers the following topics:



   o  Sections 4.1 ("Opportunistic Security and PKIX Usages") and 14
      ("Security Considerations") of [RFC7671], which both discuss the
      use of schemes based on trust anchors and end entities (PKIX-TA(0)
      and PKIX-EE(1), respectively) for Opportunistic Security.



   o  Section 5 ("Certificate-Usage-Specific DANE Updates and
      Guidelines") of [RFC7671] -- specifically, Section 5.1 of
      [RFC7671], which outlines the combination of certificate usage
      DANE-EE(3) and selector SPKI(1) with raw public keys [RFC7250].
      Section 5.1 of [RFC7671] also discusses the security implications
      of this mode; for example, it discusses key lifetimes and
      specifies that validity period enforcement is based solely on the
      TLSA RRset properties for this case.



   o  Section 13 ("Operational Considerations") of [RFC7671], which
      discusses TLSA TTLs and signature validity periods.



   The specific DANE record for a DNS privacy server would take the form



      _853._tcp.[authentication-domain-name] for TLS



      _853._udp.[authentication-domain-name] for DTLS




8.2.1. Direct DNS Meta-Queries

   The DNS client MAY choose to perform the DNS meta-queries to retrieve
   the required DANE records itself.  The DNS meta-queries for such DANE
   records MAY use the Opportunistic Privacy profile or be in the clear
   to avoid trust recursion.  The records MUST be validated using DNSSEC
   as described in [RFC6698].




8.2.2. TLS DNSSEC Chain Extension

   The DNS client MAY offer the TLS extension described in
   [TLS-DNSSEC-Chain-Ext].  If the DNS server supports this extension,
   it can provide the full chain to the client in the handshake.



   If the DNS client offers the TLS DNSSEC chain extension, it MUST be
   capable of validating the full DNSSEC authentication chain down to
   the leaf.  If the supplied DNSSEC chain does not validate, the client
   MUST ignore the DNSSEC chain and validate only via other supplied
   credentials.




9. (D)TLS Protocol Profile

   This section defines the (D)TLS protocol profile of DNS over (D)TLS.



   Clients and servers MUST adhere to the (D)TLS implementation
   recommendations and security considerations of [RFC7525], except with
   respect to the (D)TLS version.



   Since encryption of DNS using (D)TLS is a greenfield deployment, DNS
   clients and servers MUST implement only (D)TLS 1.2 or later.  For
   example, implementing (D)TLS 1.3 [TLS-1.3] [DTLS-1.3] is also an
   option.



   Implementations MUST NOT offer or provide TLS compression, since
   compression can leak significant amounts of information, especially
   to a network observer capable of forcing the user to do an arbitrary
   DNS lookup in the style of the Compression Ratio Info-leak Made Easy
   (CRIME) attacks [CRIME].



   Implementations compliant with this profile MUST implement the
   following items:



   o  TLS session resumption without server-side state [RFC5077], which
      eliminates the need for the server to retain cryptographic state
      for longer than necessary.  (This statement updates [RFC7858].)



   o  Raw public keys [RFC7250], which reduce the size of the
      ServerHello and can be used by servers that cannot obtain
      certificates (e.g., DNS servers on private networks).  A client
      MUST only indicate support for raw public keys if it has an SPKI
      pin set pre-configured (for interoperability reasons).



   Implementations compliant with this profile SHOULD implement the
   following items:



   o  TLS False Start [RFC7918], which reduces round trips by allowing
      the TLS second flight of messages (ChangeCipherSpec) to also
      contain the (encrypted) DNS query.



   o  The Cached Information Extension [RFC7924], which avoids
      transmitting the server's certificate and certificate chain if the
      client has cached that information from a previous TLS handshake.



   Guidance specific to TLS is provided in [RFC7858], and guidance
   specific to DTLS is provided in [RFC8094].




10. IANA Considerations

   This document does not require any IANA actions.




11. Security Considerations

   Security considerations discussed in [RFC7525], [RFC8094], and
   [RFC7858] apply to this document.



   DNS clients SHOULD implement (1) support for the mechanisms described
   in Section 8.2 and (2) offering a configuration option that limits
   authentication to using only those mechanisms (i.e., with no fallback
   to pure PKIX-based authentication) such that authenticating solely
   via the PKIX infrastructure can be avoided.




11.1. Countermeasures to DNS Traffic Analysis

   This section makes suggestions for measures that can reduce the
   ability of attackers to infer information pertaining to encrypted
   client queries by other means (e.g., via an analysis of encrypted
   traffic size or via monitoring of the unencrypted traffic from a DNS
   recursive resolver to an authoritative server).



   DNS-over-(D)TLS clients and servers SHOULD implement the following
   relevant DNS extensions:



   o  Extension Mechanisms for DNS (EDNS(0)) padding [RFC7830], which
      allows encrypted queries and responses to hide their size, making
      analysis of encrypted traffic harder.



   Guidance on padding policies for EDNS(0) is provided in
   [EDNS0-Pad-Policies].



   DNS-over-(D)TLS clients SHOULD implement the following relevant DNS
   extensions:



   o  Privacy election per [RFC7871] ("Client Subnet in DNS Queries").
      If a DNS client does not include an edns-client-subnet EDNS0
      option with SOURCE PREFIX-LENGTH set to 0 in a query, the DNS
      server may potentially leak client address information to the
      upstream authoritative DNS servers.  A DNS client ought to be able
      to inform the DNS resolver that it does not want any address
      information leaked, and the DNS resolver should honor that
      request.
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Appendix A. Server Capability Probing and Caching by DNS Clients

   This section presents a non-normative discussion of how DNS clients
   might probe for, and cache capabilities of, privacy-enabling DNS
   servers.



   Deployment of both DNS over TLS and DNS over DTLS will be gradual.
   Not all servers will support one or both of these protocols, and the
   well-known port might be blocked by some middleboxes.  Clients will
   be expected to keep track of servers that support DNS over TLS and/or
   DNS over DTLS, as well as those that have been previously
   authenticated.



   If no server capability information is available, then (unless
   otherwise specified by the configuration of the DNS client) DNS
   clients that implement both TLS and DTLS should try to authenticate
   using both protocols before failing or falling back to an
   unauthenticated or cleartext connection.  DNS clients using an
   Opportunistic Privacy profile should try all available servers
   (possibly in parallel) in order to obtain an authenticated and
   encrypted connection before falling back.  (RATIONALE: This approach
   can increase latency while discovering server capabilities but
   maximizes the chance of sending the query over an authenticated and
   encrypted connection.)
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1. Introduction and background

   To improve the privacy of the DNS user ([RFC7626]), the standard
   solution is to encrypt the requests with TLS ([RFC7858]).  We use
   this DNS-over-TLS solution as well here, since it is standardized,
   already implemented in many programs, and relies on a well-known
   security protocol (inventing a new security protocol is quite
   dangerous).  But just encrypting, without authenticating the remote
   server, leaves the user's privacy vulnerable to active man-in-the-
   middle attacks.  [RFC7858] and
   [I-D.ietf-dprive-dtls-and-tls-profiles] describe how to authenticate
   the DNS resolver, in the stub-to-resolver link.  We describe here
   authentication of the authoritative name server, in the resolver-to-
   authoritative link.



   A stub DNS resolver has only a few resolvers, and there is typically
   a pre-existing relationship.  But a resolver speaks to many
   authoritative name servers, without any prior relationship.  This
   means that, for instance, having a static key for the resolver makes
   sense while it would be clearly unrealistic for the authoritative
   server.



   Instead, we rely on DANE ([RFC6698]).  Authoritative name servers are
   known by name (obtained from zone delegation).  The manager of the
   ns1.example.net name server adds a TLSA record under example.net.
   The client establishes the TLS session, then authenticate in the
   normal DANE way.



   The original charter of the DPRIVE working group, in force at the
   time of this draft, says "The primary focus of this Working Group is
   to develop mechanisms that provide confidentiality between DNS
   Clients and Iterative Resolvers" and adds "but it may also later
   consider mechanisms that provide confidentiality between Iterative
   Resolvers and Authoritative Servers".  This document is here for this
   second step, "between Iterative Resolvers and Authoritative Servers".
   It will probably require a rechartering of the group.




2. Rules

   A DNS full-service resolver who needs to query an authoritative name
   server establishes a TLS-over-TCP session with this authoritative
   name server.  If the DNS material to perform DANE authentication is
   sent in the TLS session ([I-D.ietf-tls-dnssec-chain-extension]), it
   uses it.  Otherwise, the resolver queries TLSA records ([RFC6698])
   for this name server and authenticates the key or certificate of the
   server this way.  If the name server is ns1.example.net, the TLSA
   record to query is _853._tcp.ns1.example.net.



   Note that the server MAY use raw public keys ([RFC7250]) and so there
   is not always a certificate.  If the server uses raw public keys, the
   TLSA record's Selector field must be 1 (SPKI, SubjectPublicKeyInfo).



   The recommended order is to try TLS before querying the TLSA records.
   True, DANE signals if the server is willing to make DNS-over-TLS (and
   can therefore save a TLS attempt) but cannot guarantee that it will
   work (for instance if a middlebox blocks port 853).  Also, the DANE
   records may be transferred in the TLS session, not through the DNS.



   If the TLS session establishement fails, or if the DANE
   authentication fails, the result depends on whether the resolver runs
   in strict or opportunistic mode
   ([I-D.ietf-dprive-dtls-and-tls-profiles]).  In strict mode, the
   resolver MUST stop using this authoritative name server, and MUST try
   other servers of the DNS zone.  In opportunistic mode, the resolver
   MUST use the authoritative name server despite the failure.  It MAY
   try other name servers of the zone before, in the hope they will
   accept TLS and be authenticated.  To avoid a chicken-and-egg problem,
   the resolver, even in strict mode, MAY use unsecure servers for the
   meta-queries (getting the TLSA records).  More specifically:



      (0)The resolver remembers the keys of the authoritative name
      servers (in the same way it remembers the lowest RTT among an NS
      RRset),



      (1)When the resolver needs to talk to a server (say
      ns2.example.net) for which it does not know the key, it does a
      TLSA request for _853._tcp.ns2.example.net,



      (2)If the resolution of this request requires that we talk to the
      same server for which we're searching for the TLSA record, the
      resolver connects to this server with TLS to port 853, does not
      bother to authenticate, and sends the query.  This step offers no
      authentication.



   (See also [I-D.ietf-dprive-dtls-and-tls-profiles], section 5.)  A
   resolver MAY use the knowledge of TLS authentication it has to choose
   an authoritative name server among a NS RRset.



   As of this revision, we do not expect resolvers to use strict mode,
   since the encryption and authentication modes described in this
   document are not yet supported in authoritative name servers.




3. Operational considerations

   DNS-over-TLS depends on TCP, and the resolver and the authoritative
   name server must therefore support persistent TCP connections
   ([RFC7766], specially section 6.2.1).



   A resolver may have a lot of client-side state, when managing
   hundreds of connections to remote authoritative servers ([tdns]).



   The latency when connecting to a authoritative name server is
   certainly an issue.  TLS 1.3 and TCP Fast Open ([RFC7413]) may help.



   Open question: do we require a minimum TLS version of 1.3?
   ([I-D.ietf-tls-tls13])



   Because the resolver cannot know in advance if the TLS connection
   will work (even if there is a DANE record), using parallel attempts
   ("happy eyeballs", [RFC8305]) is important.  A resolver working in
   opportunistic mode should try ports 53 and 853 in parallel.



   An authoritative name server cannot know if the resolver
   authenticated it, nor how.  In the future, it may be interesting to
   have an EDNS option to signal a successful authentication, or a
   failure, but this is out of scope currently.



   If it is a concern that the same authoritative name servers are used
   for ordinary DNS and for encrypted DNS, there are several ways to
   address this concern.  A server operator may use front-end systems
   dispatching requests to ports 53 and 853 to different servers.



   A resolver must be configurable to operate in strict or opportunistic
   modes.  Until the features described herein are widely supported,
   opportunistic mode should not be the default since strict mode would
   yield frequent failures.  A resolver may have a configuration
   mechanism to be in strict mode only for some domains.




4. IANA Considerations

   No action for IANA.  This section can be deleted.




5. Security Considerations

   The state to be kept in both the client and the server may make some
   denial-of-service attacks easier.  Following the advice contained in
   section 10 of [RFC7766] is recommended.



   In opportunistic mode, there is no guarantee to have a secure use of
   the DNS, or even a guarantee to be informed of a problem.
   Opportunistic mode is a "best effort" privacy service.  Even in
   strict mode, some leaks may occur, through the DANE meta-queries, and
   through SNI indication ([I-D.ietf-tls-sni-encryption]) in the TLS
   session.



   Neither transport encryption nor authentication protect DNS users
   from authentic servers which nonetheless abuse users' privacy once
   they've received their queries.  These techniques must therefore be
   combined with data minimization techniques ([RFC7816]).
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entries are appearing in the book. See make-opf manual page for information about
options.


Converting text RFC to html


For RFCs the conversion command line is:



rfc2html.pl \
    --navigation \
    "index.html:Index;-5:Back 5;-1:Prev;+1:Next;+5:Forward 5" \
    -f $filelist \
    -r $rfcnum \
    -o rfc$rfcnum.html \
    $rfctxtfile



For Internet-Drafts the conversion command line is:



rfc2html.pl \
    --navigation \
    "index.html:Index;-5:Back 5;-1:Prev;+1:Next;+5:Forward 5" \
    -f $filelist \
    -t $draft-name \
    -o $draft-name.html \
    $draft-name.txt



This program takes the text formatted RFC or Internet-Draft and
formats it to html suitable for ebooks. The first step is to remove
page formatting (page breaks, page numbers, page headers and footers).
In that phase it also tries to see if one textual paragraph is
continuing from the previous page to the next, and if so then it will
glue them together. The second phase is to go through all paragraphs
and try to find out what type of paragraph it is (text, picture,
header, table of contents, authors address section, terminology
defination, bulleted or numbered list, references section). After this
it goes through the actual text paragraphs and converts them to html
suitable for their type. See rfc2html manual page for information about
options.


Converting rfc-index.txt to index.html


TBF


Creating .mobi file



kindlegen rfc.opf -c1 -verbose



TBF


Converting files to .epub format



makeepub.sh current



TBF


Kindle 3 issues


Issues I have found when converting this to kindle 3


Ncx file size


It seems there is maximum number of items the ncx file can have, or
some other limitation in the ncx file parsing. When I included all the
rfcs to the ncx file then the next and previous arrows in the kindle 3
does not work anymore. If the number if items is reduced then they
start working.


Kindle -c2 compression


When I tried to use the best compression of kindlegen, the program
did create a eBook file but all the links inside the file pointed in
wrong place, i.e. when you used link to go rfc5996 you ended up in the
middle of rfc6020 or so.


No support for multiple indexes


The mobipockect supports multiple indexes and the eBook originally
included titleword and full title text indexes, but those were removed
as kindle 3 does not support them.


Last item in might be missing in index


The automatic index (using the menu and selecting index) sometimes
misses the last item in it. Thats why I added this conversion
description to the end, so if something is missing it will be this
text.


Kindle 3 and pictures


Kindle 3 does support monospace font and the screen is wide enough
for 67 charactes if screen is rotated. This allows the normal 32 bit
packet frame description pictures to be shown properly using the
normal pre-tag. The Kindle 3 will still wrap words to the next line,
and this was problematic when combined with hyphens used in pictures.
To fix this all the hyphens in the text are converted to the
no-breaking hyphens.


No-breaking hyphen not shown properly on Kindle for PC


Because of the previous issue with word wrap we needed to use
non-breaking hyphens, but unfortunately they do not show properly on
the kindle for PC, but instead of unknown character box is shown
instead.


Searching does not work


For some reason the searching from the RFC eBook does not work on
the Kindle 3.
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[bookmark: name]NAME

make-ncx - Create NCX file






[bookmark: synopsis]SYNOPSIS

make-ncx [--help|-h] [--version|-V] [--verbose|-v]
    [--output|-o output-file-name]
    [--config config-file]
    [--depth|-d depth-of-toc]
    [--total-page-count|-T total-page-count]
    [--max-page-number|-m max-page-number]
    [--separator|-s separator-regexp]
    --author|-a author
    --title|-t title
    entry ...
    [--class|-c class] entry ...
    [--in] entry ... [--out]
    [--autosplit|-A split-count] entry ...
    [--include-regexp include-regexp] entry ...
    [--exclude-regexp exclude-regexp] entry ...
    [--split-regexp split-regexp] entry ...
    [--input-file|-i input-file] entry ...
    entry ...

make-ncx --help






[bookmark: description]DESCRIPTION

make-ncx takes list of ncx entries and creates NCX (Navigation
Control for for XML applications Format) file out of them.

NCX is hierarchical structure, and the make-ncx supports this so
that the list of entries can include --in and --out options to
in and out in the hierarchy. Note, that the first item is always on
level 1 and you can go in only one level per entry, i.e. adding two
--in options right after each other is an error. Multiple --out
options is allowed, but going out from level 1 is not allowed.

Each entry contain 4 fields separated from each other by separator
regexp. The first field is the class of the entry. This can be
something like "book", "toc", "entry" etc. Second field is the id of
the entry. This should be something unique. Third field is the actual
link inside the mobibook, i.e. "index.html", "index.html#s1000" or
"rfc1234.html". Last field is the text of the entry.

If only 3 fields are given then they are assumed to be id, link and
text, and the class is the one given with --class option.

If only 2 fields are given then they are assumed to be link and text,
and the class is processed as with 3 fields, and id is autogenerated
from the link, by removing path, prefixes and special chars.

If only one field is given then it is assumed to be link, and class
and id is generated as previously, and link is converted to text by
removing prefixes and removing some special charactes and replacing
'/', '-', '_' to spaces.






[bookmark: options]OPTIONS


	[bookmark: help_h]--help -h


	
Prints out the usage information.



	[bookmark: version_v]--version -V


	
Prints out the version information.



	[bookmark: verbose_v]--verbose -v


	
Enables the verbose prints. This option can be given multiple times,
and each time it enables more verbose prints.



	[bookmark: output_o_output_file]--output -o output-file


	
Output file name. Defaults to stdout.



	[bookmark: config_config_file]--config config-file


	
All options given by the command line can also be given in the
configuration file. This option is used to read another configuration
file in addition to the default configuration file.



	[bookmark: depth_d_depth_of_toc]--depth -d depth-of-toc


	
Max depth of the NCX file. If not given this is autodetected from the
options.



	[bookmark: total_page_count_t_total_page_count]--total-page-count -T total-page-count


	
Sets total page count. If not given this is set to 0.



	[bookmark: max_page_number_m_max_page_number]--max-page-number -m max-page-number


	
Sets max page number. If not given this is set to 0.



	[bookmark: separator_s_separator_regexp]--separator -s separator-regexp


	
Separator regexp used to split entries to class, id, link and text.
Defaults to ':'



	[bookmark: author_a_author]--author -a author


	
Author of the publication.



	[bookmark: title_t_title]--title -t title


	
Title of the publication.



	[bookmark: in]--in


	
Go one level into the hierarchy. This option is used inside the entry
list and it affects the entries coming after it.



	[bookmark: out]--out


	
Go one level out in the hierarchy. This option is used inside the
entry list and it affects the entries coming after it.



	[bookmark: class_c]--class -c


	
Set the class of the entries coming after this if no class given in
the entry. This option is used inside the entry list and it affects
the entries coming after it.



	[bookmark: autosplit_a_split_count]--autosplit -A split-count


	
Starts autosplitting long list of entries, so that split-count
entries are combined so that the first entry stays at current level,
and all other entries are moved in one level inside the first entry.
This process is repeated until --in, --out, or new
--autosplit option is found. This option is used inside the entry
list and it affects the entries coming after it.



	[bookmark: include_regexp_include_regexp]--include-regexp include-regexp


	
Filters entries based on the regexp. Only those entries will be
processed which are matching this regexp. This allows creating one
entry file having all entries, and then filter them so that only parts
of them are included to the final ncx file. This option is used inside
the entry list and it affects the entries coming after it.



	[bookmark: exclude_regexp_exclude_regexp]--exclude-regexp exclude-regexp


	
Filters entries based on the regexp. Only those entries will be
processed which do not match this regexp. This allows creating one
entry file having all entries, and then filter them so that only parts
of them are included to the final ncx file. This option is used inside
the entry list and it affects the entries coming after it.



	[bookmark: split_regexp_split_regexp]--split-regexp split-regexp


	
Automatically split entries to sublevels based on the regexp. This
will match entries against the regexp and when first match is found it
will put this entry on current level and then go down one level, and
then put all further entries not matching this regexp to that level.
Further matching entries are moved to the same level as the first one.
This can be used in combination with --autosplit option in which
case --autosplit entries will be below this, meaning the hierarchy
will have 3 levels. Top level contains the entries matching this
regexp. The next level contains every Nth entry and lowest level
contains all other entries. Every time matching entry is found the
--autosplit counter is reset.



	[bookmark: input_file_i_input_file]--input-file -i input-file


	
Reads the list of options from the input-file instead of reading
them from command line. The options are in the file one option at
line, and are processed exactly as they would be on the command line.
This means that you can give --class, --in, --autosplit etc options
first and then just get the list of filenames from the file.










[bookmark: examples]EXAMPLES

make-ncx --title foo \
    --author bar \
  toc:toc:index.html:Index \
  book:rfc0001:rfc0001.html:RFC0001

make-ncx --title "RFC Index" \
    --author "IETF" \
    "toc:toc:index.html:Table of Contents" \
    --in \
    --class entry \
    0000:index.html#s0000:RFC0000 \
    1000:index.html#s1000:RFC1000 \
    2000:index.html#s2000:RFC2000 \
    3000:index.html#s3000:RFC3000 \
    4000:index.html#s4000:RFC4000 \
    5000:index.html#s5000:RFC5000 \
    6000:index.html#s6000:RFC6000 \
    --out \
    --class book \
    --autosplit 5 \
    rfc0001.html rfc0002.html rfc0003.html rfc0004.html rfc0005.html \
    rfc0006.html rfc0007.html rfc0008.html rfc0009.html rfc0010.html \
    rfc6001.html rfc6002.html rfc6003.html rfc6004.html rfc6005.html \
    rfc6006.html rfc6007.html

make-ncx --title "RFC Index" \
    --author "IETF" \
    "toc:toc:index.html:Table of Contents" \
    --in \
    --class entry \
    --input-file toc-entries.txt \
    --out \
    --class book \
    --autosplit 5 \
    --input-file rfc-list.txt






[bookmark: files]FILES


	[bookmark: makencxrc]~/.makencxrc


	
Default configuration file.










[bookmark: author]AUTHOR

Tero Kivinen <kivinen@iki.fi>.






[bookmark: history]HISTORY

This program was created when making RFC mobibook files for IETF use.
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[bookmark: name]NAME

make-opf - Create OPF file






[bookmark: synopsis]SYNOPSIS

make-opf [--help|-h] [--version|-V] [--verbose|-v]
    [--output|-o output-file-name]
    [--config config-file]
    [--beginning|-b first-page-filename]
    [--cover|-c cover-jpg-file-name]
    [--creator|-C creator]
    [--date|-D date]
    [--description|-d description]
    --id|-i id
    [--index|-I index-html-file-name]
    --language|-l language
    [--publisher|-p publisher]
    [--role|-r creator-role]
    [--stylesheet|-S stylesheet-css-file-name]
    [--subject|-s subject]
    --title|-t title
    [--toc|-T toc-ncs-file-name]
    filename ...

make-opf --help






[bookmark: description]DESCRIPTION

make-opf takes list of html files inside the mobibook and creates a
OPF (Open Packaging Format) file out of them.

Files are added to the spine in the order they appear in the command
line. Note, that before any files there is --cover, --beginning
and ---index pages, which always come in that order in the
beginning of the book.






[bookmark: options]OPTIONS


	[bookmark: help_h]--help -h


	
Prints out the usage information.



	[bookmark: version_v]--version -V


	
Prints out the version information.



	[bookmark: verbose_v]--verbose -v


	
Enables the verbose prints. This option can be given multiple times,
and each time it enables more verbose prints.



	[bookmark: output_o_output_file]--output -o output-file


	
Output file name. Defaults to stdout.



	[bookmark: config_config_file]--config config-file


	
All options given by the command line can also be given in the
configuration file. This option is used to read another configuration
file in addition to the default configuration file.



	[bookmark: beginning_b_first_page_filen_file_name]--beginning -b first-page-filen-file-name


	
File name inside the mobibook which is used as a beginning of the
book, i.e. when book is opened it comes to this page.



	[bookmark: cover_c_cover_jpg_file_name]--cover -c cover-jpg-file-name


	
File name inside the mobibook which is used as a cover page for the
publication. Must be jpg file. This is mandatory for Kindle books.



	[bookmark: creator_c_creator]--creator -C creator


	
Creator of the publication. Usually the name of the author.



	[bookmark: date_d_date]--date -D date


	
Date of the publication.



	[bookmark: description_d_description]--description -d description


	
Short description of the publication.



	[bookmark: id_i_id]--id -i id


	
Unique ID for the publication.



	[bookmark: index_i_index_html_file_name]--index -I index-html-file-name


	
File name inside the mobibook which is used as index. If included this
is also used as table of contents.



	[bookmark: language_l_language]--language -l language


	
Language tag of the publication. Typically "en".



	[bookmark: publisher_p_publisher]--publisher -p publisher


	
Publisher name.



	[bookmark: role_r_creator_role]--role -r creator-role


	
Role of the creator, i.e. author (aut), collaborator (clb), editor
(edt) etc.



	[bookmark: stylesheet_s_stylesheet_css_filename]--stylesheet -S stylesheet-css-filename


	
File name inside the mobibook which used as css stylesheet.



	[bookmark: subject_s_subject]--subject -S subject


	
Subject of the publication.



	[bookmark: title_t_title]--title -t title


	
Title of the publication.



	[bookmark: toc_t_toc_ncs_file_name]--toc -T toc-ncs-file-name


	
File name inside the mobibook which is used as NCS table of contents
file name.










[bookmark: examples]EXAMPLES

make-opf.pl --title "${partial}RFC Index $d" \
    --language en \
    --cover rfc.jpg \
    --subject Reference \
    --id "$id" \
    --role clb \
    --creator "Tero Kivinen" \
    --publisher "IETF" \
    --description "All RFCs as mobibook" \
    --date "$d" \
    --index index.html \
    --stylesheet rfc.css \
    --toc rfc.ncx \
    rfc*.html






[bookmark: files]FILES


	[bookmark: makeopfrc]~/.makeopfrc


	
Default configuration file.










[bookmark: author]AUTHOR

Tero Kivinen <kivinen@iki.fi>.






[bookmark: history]HISTORY

This program was created when making RFC mobibook files for IETF use.
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[bookmark: name]NAME

rfc2html - Convert RFC to simple html






[bookmark: synopsis]SYNOPSIS

rfc2html [--help|-h] [--version|-V] [--verbose|-v]
    [--key-index]
    [--navigation|-n navigation-links]
    [--filelist|-f filelist-file]
    [--rfc|-r rfc-number]
    [--title|-t title-prefix]
    [--output|-o output-file]
    [--config config-file]
    filename ...

rfc2html --help






[bookmark: description]DESCRIPTION

rfc2html takes RFC txt file and converts it to simple html file.

filename is read in and new file is created so that .txt extension
is removed from the filename (if it exists) and .html extesion is
added.






[bookmark: options]OPTIONS


	[bookmark: help_h]--help -h


	
Prints out the usage information.



	[bookmark: version_v]--version -V


	
Prints out the version information.



	[bookmark: verbose_v]--verbose -v


	
Enables the verbose prints. This option can be given multiple times,
and each time it enables more verbose prints.



	[bookmark: output_o_output_file]--output -o output-file


	
Output file name. Defaults to <inputfile>.txt.



	[bookmark: rfc_r_rfc_number]--rfc -r rfc-number


	
Gives the RFC number of the current file. Used to make title
information correct.



	[bookmark: title_t_title_prefix]--title -t title-prefix


	
Gives text added to the beginning of the title, for example the file
name.



	[bookmark: filelist_f_file_list_filename]--filelist -f file-list-filename


	
Filename of the file containing list of files in the book. If given
only those links pointing to files listed in this file are converted
to links.



	[bookmark: navigation_n_navigation_links]--navigation -n navigation-links


	
Creates navigation links at the top of the file. The navigation links
text is semicolon separated list of navigation links. Each link
consists of file name inside the book, and the link title. The
filename can either be full filename like "index.html", or it can be
relative filename like "-1" or "+100". Using this option requires that
the filelist option is also used and all links given here are found
from the filelist. The filelist is also used to find the current file
name and then calculate relative filenames from there, i.e. "-1" means
the filename in the filename list just before this file.

The filename used for searching this entry from the filelist is the
output filename, and if exact match is not found then the path
components are removed and file is searched again.



	[bookmark: key_index]--key-index


	
Create key index entries. Those are only useful for mobipacket reader,
they do not work on kindle.



	[bookmark: config_config_file]--config config-file


	
All options given by the command line can also be given in the
configuration file. This option is used to read another configuration
file in addition to the default configuration file.










[bookmark: examples]EXAMPLES


    rfc2html rfc5996.txt
    rfc2html *.txt






[bookmark: files]FILES


	[bookmark: rfc2htmlrc]~/.rfc2htmlrc


	
Default configuration file.










[bookmark: author]AUTHOR

Tero Kivinen <kivinen@iki.fi>.






[bookmark: history]HISTORY

This program was created based on the rfcmarkup version 1.90 to
convert RFCs to simple html suitable for kindle ebook conversion. The
rfcmarkup tries to keep formatting intact, while this actually removes
things which are not needed in ebooks, i.e page breaks and page
numbers, and makes text paragraphs as html paragraphs, instead of
using <pre> around the whole file.
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