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Introduction


This book is a collection of RFCs and Internet-Drafts related to
specific working group. The RFC and Internet-Drafts files are normally
stored in plain ascii text format and they are converted to html
suitable for eBook use by automatic scripts. Those scripts try to
detect headers, pictures, lists, references etc and create special
html for each of those. For text paragraphs those scripts remove
indentation and hard linebreaks and makes text paragraphs as normal
text so font size of the eBook can be adjusted at will and features
like text-to-speech work.


As this conversion is completely automatic there might be errors in
the converted files. I have tried to fix the issues when I find them,
but sometimes fixing issue in one RFC cause problems in others, so not
all errors can be easily fixed, this is especially true for very old
RFCs which do not follow the formatting specifications. If you notice
errors in the formatting please send email to the
<kivinen+rfc-ebook@iki.fi> and describle the problem.
Please, remember to include the RFC number and the version number of
the eBook file (found from the cover page).


As the collection of RFCs is quite large there has been some issues
with the conversion to kindle, and some features do not seem to work
properly when full set of RFCs is used. Because of this some
work-arounds have been made to make the eBook still usable. If the
kindle software gets updated some of those work-arounds might be
removed. For more information about those see the Conversion section.


The primary output format of the scripts is the .mobi
format used in the kindle, and I have been using Kindle 3 as my
primary testing device, so if other reader devices are used, there
might be more issues. The automatic tools also create the
.ePub file, which can be used on platforms which do not
support .mobi format. There is program called mobipocket for
reading .mobi files, and that program is available for wide
range of devices including PalmOS, Symbian, PC, Windows Mobile,
Blackberry etc, so also those devices can be used in addition to
normal eBook readers.


How to use this book


In this section I will concentrate mostly on how to use this on
Kindle 3. This eBook contains 5 main parts:



	Cover page

	This introduction

	Index

	RFCs and Internet-Drafts

	Description of the conversion process




The cover page includes the date when this
eBook was created (i.e. eBook version).


The conversion section includes technical information how this
eBook was created and some known issues etc.


Navigation


There are four main ways to navigate through the book in addition
to normal page up and down.


Fastest way to go to specific RFC or Internet-Draft is to press
menu button on the Kindle 3, and then select Index from
the menu. This will give you the automatic index of the contents of
the this file. This allows quick access to the RFC by just typing the
numbers to the search box, i.e. pressing Alt-t, Alt-o, Alt-o, Alt-y
will jump you to the RFC 5996 and then you can use arrow down to
select RFC and hit enter to go there. For internet draft start typing
the draft name.


Another option is to use the RFC Index in the beginning of the file
(You can ge to there by either pressing menu, selecting
Index and then clicking on the  Index in the beginning
of the index, or by pressing menu, selecting Go to...
and then selecting Table of Contents).


Third option is to use left and right arrows to navigate the next
and previous RFC/Internet-Drafts.


The fourth way to navigate inside the book is to use the links
inside the files. The RFC Index has direct links to every 100th RFC.
Each file contains links to back 5, forward 5, next and previous rfc.
Also any reference inside the documents pointing to other RFCs gets
you directly there. Some of the links inside RFC moves you inside the
RFC, i.e. clicking link on the table of contents inside the RFC moves
you to that section etc. Also references inside the RFC will move you
to the refences section etc.
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TRILL: Address Flush Message <draft-ietf-trill-address-flush-02.txt> 


Abstract

   The TRILL (TRansparent Interconnection of Lots of Links) protocol, by
   default, learns end station addresses from observing the data plane.
   In particular, it learns local MAC addresses and edge switch port of
   attachment from the receipt of local data frames and learns remote
   MAC addresses and edge switch of attachment from the decapsulation of
   remotely sourced TRILL Data packets.



   This document specifies a message by which an originating TRILL
   switch can explicitly request other TRILL switches to flush certain
   MAC reachability learned through the decapsulation of TRILL Data
   packets. This is a supplement to the TRILL automatic address
   forgetting and can assist in achieving more rapid convergence in case
   of topology or configuration change.







Status of This Memo

   This Internet-Draft is submitted to IETF in full conformance with the
   provisions of BCP 78 and BCP 79.



   Distribution of this document is unlimited. Comments should be sent
   to the TRILL working group mailing list: trill@ietf.org.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF), its areas, and its working groups.  Note that
   other groups may also distribute working documents as Internet-
   Drafts.



   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."




   The list of current Internet-Drafts can be accessed at
   http://www.ietf.org/1id-abstracts.html. The list of Internet-Draft
   Shadow Directories can be accessed at
   http://www.ietf.org/shadow.html.
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1. Introduction

   Edge TRILL (Transparent Interconnection of Lots of Links) switches
   [RFC6325] [RFC7780], also called edge RBridges, by default learn end
   station MAC address reachability from observing the data plane. On
   receipt of a native frame from an end station, they would learn the
   local MAC address attachment of the source end station. And on
   egressing (decapsulating) a remotely originated TRILL Data packet,
   they learn the remote MAC address and remote attachment TRILL switch.
   Such learning is all scoped by data label (VLAN or Fine Grained Label
   [RFC7172]).



   TRILL has mechanisms for timing out such learning and appropriately
   clearing it based on some network connectivity and configuration
   changes; however, there are circumstances under which it would be
   helpful for a TRILL switch to be able to explicitly flush (purge)
   certain learned end station reachability information in remote
   RBridges to achieve more rapid convergence. For example, in the case
   of topology change or reconfiguration in a bridged network attached
   to multiple edge RBridges. Section 6.2 of [RFC4762] is another
   example of use of such a mechanism.



   A TRILL switch R1 can easily flush any locally learned addresses it
   wants. This document specifies an RBridge Channel protocol [RFC7178]
   message to request flushing address information learned from
   decapsulating at remote RBridges.






1.1 Terminology and Acronyms

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].



   This document uses the terms and acronyms defined in [RFC6325] and
   [RFC7978] as well as the following:



      Data Label - VLAN or FGL.



      Edge TRILL switch - A TRILL switch attached to one or more links

         that provide end station service.



      FGL - Fine Grained Label [RFC7172].



      Management VLAN - A VLAN in which all TRILL switches in a campus

         indicate interest so that multi-destination TRILL Data packets,
         including RBridge Channel messages [RFC7978], sent with that
         VLAN as the Inner.VLAN will be delivered to all TRILL switches
         in the campus. Usually no end station service is offered in the




         Management VLAN.



      RBridge - An alternative name for a TRILL switch.



      TRILL switch - A device implementing the TRILL protocol.





2. Address Flush Message Details

   The Address Flush message is an RBridge Channel protocol message
   [RFC7178].



   The general structure of an RBridge Channel packet on a link between
   TRILL switches is shown in Figure 1 below. The Protocol field in the
   RBridge Channel Header gives the type of RBridge Channel packet that
   indicates how to interpret the Channel Protocol Specific Payload
   [RFC7178].



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|           Link Header            |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|           TRILL Header           |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|     Inner Ethernet Addresses     |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|     Data Label (VLAN or FGL)     |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|      RBridge Channel Header      |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Channel Protocol Specific Payload|
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|    Link Trailer (FCS if Ethernet)|
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



           Figure 1. RBridge Channel Protocol Message Structure



   An Address Flush RBridge Channel message by default applies to
   addresses within the Data Label that appears right after the Inner
   Ethernet Addresses.  Address Flush protocol messages are usually sent
   as multi-destination packets (TRILL Header M bit equal to one) so as
   to reach all TRILL switches offering end station service in the VLAN
   or FGL specified by that Data Label. Such messages SHOULD be sent at
   priority 6 since they are important control messages but lower
   priority than control messages that establish or maintain adjacency.



Nevertheless:
‑  There are provisions for optionally indicating the Data Label(s)
   to be flushed for cases where the Address Flush message is sent
   over a Management VLAN or the like.
‑  An Address Flush message can be sent unicast, if it is desired to
   clear addresses at one TRILL switch only.





2.1 VLAN Block Only Case

   Figure 2 below expands the RBridge Channel Header and Channel
   Protocol Specific Payload from Figure 1 for the case of the VLAN only
   based Address Flush message. This form of the Address Flush message
   is optimized for flushing MAC addressed based on nickname and blocks
   of VLANs.



    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
RBridge Channel Header:
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |    RBridge‑Channel (0x8946)   |  0x0  | Channel Protocol = TBD |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |          Flags        |  ERR  |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
Address Flush Protocol Specific:
   +‑+‑+‑+‑+‑+‑+‑+‑+
   | K‑nicks       |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | Nickname 1                    | Nickname 2                    |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | Nickname ...                  | Nickname K‑nicks              |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | K‑VLBs        |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | RESV  | Start.VLAN 1          | RESV  | End.VLAN 1            |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | RESV  | Start.VLAN 2          | RESV  | End.VLAN 2            |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | RESV  | Start.VLAN ...        | RESV  | End.VLAN ...          |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | RESV  | Start.VLAN K‑VLBs     | RESV  | End.VLAN K‑VLBs       |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                Figure 2. Address Flush Message - VLAN Case



   The fields in Figure 2 related to the Address Flush message are as
   follows:



Channel Protocol:  The RBridge Channel Protocol value allocated
   for Address Flush (see Section 3).



      K-nicks: K-nicks is the number of nicknames listed as an unsigned

         integer. If this is zero, the ingress nickname in the TRILL
         Header [RFC6325] is considered to be the only nickname to which
         the message applies. If non-zero, it given the number of
         nicknames listed right after K-nicks to which the message
         applies and, in this non-zero case, the flush does not apply to
         the ingress nickname in the TRILL Header unless it is also




         listed. The messages flushes address learning due to egressing
         TRILL Data packets that had an ingress nickname to which the
         message applies.



      Nickname: A listed nickname to which it is intended that the

         Address Flush message apply.  If an unknown or reserved
         nickname occurs in the list, it is ignored but the address
         flush operation is still executed with the other nicknames. If
         an incorrect nickname occurs in the list, so some address
         learning is flushed that should not have been flush, the
         network will still operate correctly but will be less efficient
         as the incorrectly flushed learning is re-learned.



      K-VLBs: K-VLBs is the number of VLAN blocks present as an unsigned

         integer. If this byte is zero, the message is the more general
         format specified in Section 2.2. If it is non-zero, it gives
         the number of blocks of VLANs present.



      RESV: 4 reserved bits. MUST be sent as zero and ignored on

         receipt.



      Start.VLAN, End.VLAN: These 12-bit fields give the beginning and

         ending VLAN IDs of a block of VLANs. The block includes both
         the starting and ending values so a block of size one is
         indicated by setting End.VLAN equal to Start.VLAN. If
         Start.VLAN is 0x000, it is treated as if it was 0x001. If
         End.VLAN is 0xFFF, it is treated as if it was 0xFFE. If
         End.VLAN is smaller than Start.VLAN, considering both as
         unsigned integers, that VLAN block is ignored but the address
         flush operation is still executed with other VLAN blocks in the
         message.



   This message flushes all addresses in an applicable VLAN learned from
   egressing TRILL Data packets with an applicable nickname as ingress.
   To flush addresses for all VLANs, it is easy to specify a block
   covering all valid VLAN IDs, this is, from 0x001 to 0xFFE.






2.2 Extensible Case

   A more general form of the Address Flush message is provided to
   support flushing by FGL and more efficient encodings of VLANs and
   FGLs where using a set of contiguous blocks if cumbersome. It also
   supports optionally specifying the MAC addresses to clear. This form
   is extensible.



   It is indicated by a zero in the byte shown in Figure 2 as "K-VLBs"
   followed by other information encoded as TLVs.




    0                   1                   2                   3
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
RBridge Channel Header:
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |    RBridge‑Channel (0x8946)   |  0x0  | Channel Protocol = TBD |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |          Flags        |  ERR  |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
Address Flush Protocol Specific:
   +‑+‑+‑+‑+‑+‑+‑+‑+
   | K‑nicks       |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | Nickname 1                    | Nickname 2                    |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | Nickname ...                  | Nickname K‑nicks              |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | 0             |  TLVs ...
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...



             Figure 3. Address Flush Message - Extensible Case



      Channel Protocol, K-nicks, Nickname: These fields are as specified

         in Section 2.1.



      TLVs: If the byte immediately before the TLVs field, which is the

         byte labeled "K-VLBs" in Figure 2, is zero, as shown in Figure
         3, the remainder of the message consists of TLVs encoded as
         shown in Figure 4.



 0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑
| Type          | Length        | Value
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑



                           Figure 4. Type, Length, Value



            Type: The 8 bit TLV type as shown in the table below. See
         subsections of this Section 2.2 for details on each type
         assigned below. If the type is reserved or not known by a
         receiving RBridge, that receiving RBridge ignores the value and
         can easily skip to the next TLV by use of the Length byte.
         There is no provision for a list of VLAN IDs TLV as there are
         few enough of them that an arbitrary subset of VLAN IDs can be
         represented as a bit map.




 Type       Description       Reference
‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
    0     Reserved            [this document]
    1     Blocks of VLANs     [this document]
    2     Bit Map of VLANs    [this document]
    3     Blocks of FGLs      [this document]
    4     List of FGLs        [this document]
    5     Bit Map of FGLs     [this document]
    6     All Data Labels     [this document]
    7     MAC Address List    [this document]
    8     MAC Address Blocks  [this document]
9‑254     Unassigned
  255     Reserved            [this document]



         RBridges that implement the Address Flush message



      Length: The 8-bit unsigned integer length of the remaining

         information in the TLV after the length byte. The length MUST
         NOT imply that the value extends beyond the end of RBridge
         Channel Protocol Specific Payload area. If it does, the Address
         Flush message is corrupt and MUST be ignored.



      Value: Depends on the TLV type.



   The TLVs in an extensible Address Flush message are parsed with types
   unknown by the receiving RBridge ignored.



   The processing requirements based on support for Address Flush
   Channel message plus the additional types:



Basic RBridges functionality:  All RBridges supporting the Address
Flush Channel message MUST implement type 1 (Blocks of VLANs),
type 2 (Bit map of VLANs), and type 6 (All Data labels).  Type 6
indicates that all addresses are to be flushed for all data labels.

Optional RBridges functionality:  RBridges SHOULD implement types 7
and type 8 so that specific MAC addresses can be can be flushed.
If a set of RBridges does not implement types 7 and 8, the flush
will be inefficient as those not intent to be flashed will have to
be relearned.

FGL functionality : All RBridges implementing the FGL ingress/egress
support and the Address Flush Channel message MUST implement
type 3 (Blocks of FGLs), type 4 (Lists of FGLs),
and type 5 (Bit Map of FGL).  An RBridge that is merely FGL
safe [RFC7172], but cannot egress TRILL data packets, SHOULD ignore
the FGL types with the Address Flush Channel message as it will not
learn any MAC addresses with FGL scope from the MAC data plane.



   The parsing of the TLVs in an Rbridge Channel Message in the Address
   Flush Protocol Specific TLVS by a receiving bridge results in three
   items:



1)   A flag indicating whether one or more types
     6 TLVs (All Data Labels) were encountered.
2)   A set of Data labels and blocks of data labels compiled from
     VLAN TLVs (types 1 and 2), and/or FGL TLVs (types 3, 4, and 5).
3)   If a MAC TLVs types (type 6 and 7)  are implemented, a set of
     MAC addresses and Blocks of MAC addresses from the MAC TLVs.

For the following flag settings, the processing is as follows:
a)   If the set of MAC addresses and Block of MAC address is null
     (item 3 above) then Address Flush applies to all messages.
b)   If the  All‑Data‑label‑found flag (item 1 above) is true,
     then the address flush message applies to all data labels.
     The set of Data label and block of data labels (item 2 above)
     does not have any effect.
c)   If the All‑Data‑label‑found flag (item 1 above) is false, then
     the Address Flush message applies to the set of
     Data labels (see item 2 above) found in VLAn
     TLVs (types 1 and 2), and/or FGLs TLVS (types 3, 4, and 5).
     If the set of Data Labels (see item 2 above) is null, the
     Address Flush message does nothing.




2.2.1 Blocks of VLANs

   If the TLV Type is 1, the value is a list of blocks of VLANs as
   follows:



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type = 1      | Length        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| RESV  | Start.VLAN 1          | RESV  | End.VLAN 1            |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| RESV  | Start.VLAN 2          | RESV  | End.VLAN 2            |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| RESV  | Start.VLAN ...        | RESV  | End.VLAN ...          |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   The meaning of Start.VLAN and End.VLAN is as specified in Section
   2.1. Length MUST be a multiple of 4. If Length is not a multiple of
   4, the TLV is corrupt and the Address Flush message MUST be ignored.




2.2.2 Bit Map of VLANs

   If the TLV Type is 2, the value is a bit map of VLANs as follows:



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type = 2      | Length        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑
| RESV  | Start.VLAN            | Bits...
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑



   The value portion of the TLV begins with two bytes having the 12-bit



   starting VLAN ID right justified (the top 4 bits are as specified in
   Section 2.1 RESV). This is followed by bytes with one bit per VLAN
   ID. The high order bit of the first byte is for VLAN N, the next to
   the highest order bit is for VLAN N+1, the low order bit of the first
   byte is for VLAN N+7, the high order bit of the second byte, if there
   is a second byte, is for VLAN N+8, and so on. If that bit is a one,
   the Address Flush message applies to that VLAN. If that bit is a
   zero, then addresses that have been learned in that VLAN are not
   flushed.  Note that Length MUST be at least 2. If Length is 0 or 1
   the TLV is corrupt and the Address Flush message MUST be ignored.



   VLAN IDs do not wrap around. If there are enough bytes so that some
   bits correspond to VLAN ID 0xFFF or higher, those bits are ignored
   but the message is still processed for bits corresponding to valid
   VLAN IDs.





2.2.3 Blocks of FGLs

   If the TLV Type is 3, the value is a list of blocks of FGLs as
   follows:



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type = 3      | Length        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Start.FGL 1                                   |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| End.FGL 1                                     |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Start.FGL 2                                   |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| End.FGL 2                                     |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Start.FGL ...                                 |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| End.FGL ...                                   |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   The TLV value consists of sets of Start.FGL and End.FGL numbers. The
   Address Flush information applies to the FGLs in that range,
   inclusive. A single FGL is indicated by setting both Start.FGL and
   End.FGL to the same value. If End.FGL is less than Start.FGL,
   considering them as unsigned integers, that block is ignored but the
   Address Flush message is still processed for any other blocks
   present. For this Type, Length MUST be a multiple of 6; if it is not,
   the TLV is corrupt and the Address Flush message MUST be discarded if
   the receiving RBridge implements Type 3.






2.2.4 list of FGLs

   If the TLV Type is 4, the value is a list of FGLs as follows:




+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type = 4      | Length        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| FGL 1                                         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| FGL 2                                         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| FGL ...                                       |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   The TLV value consists of FGL numbers each in 3 bytes. The Address
   Flush message applies to those FGLs. For this Type, Length MUST be a
   multiple of 3; if it is not, the TLV is corrupt and the address flush
   Message MUST be discarded if the receiving RBridge implements Type 4.






2.2.5 Big Map of FGLs

   If the TLV Type is 5, the value is a bit map of FGLs as follows:



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type = 5      | Length        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Start.FGL                                     |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Bits...
+‑+‑+‑+‑+‑+‑+‑+‑



   The TLV value consists of three bytes with the 24-bit starting FGL
   value N. This is followed by bytes with one bit per FGL. The high
   order bit of the first byte is for FGL N, the next to the highest
   order bit is for FGL N+1, the low order bit of the first byte is for
   FGL N+7, the high order bit of the second byte, if there is a second
   byte, is for FGL N+8, and so on. If that bit is a one, the Address
   Flush message applies to that FGL. If that bit is a zero, then
   addresses that have been learned in that FGL are not flushed. Note
   that Length MUST be at least 3. If Length is 0, 1, or 2 for a Type 5
   TLV, the TLV is corrupt and the Address Flush message MUST be
   discarded.  FGLs do not wrap around. If there are enough bytes so
   that some bits correspond to an FGL higher than 0xFFFFFF, those bits
   are ignored but the message is still processed for bits corresponding
   to valid FGLs.






2.2.6 All Data Labels

   If the TLV Type is 6, the value is null as follows:




+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type = 6      | Length = 0    |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   This type is used when a RBridge want to withdraw all Address for all
   the Data Labels (all VLANs and FGLs), Length MUST be zero. If Length
   is any other value, the TLV is corrupt and the Address Flush message
   MUST be ignored.






2.2.7 MAC Address List

   If the TLV Type is 7, the value is a list of MAC addresses as
   follows:



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type = 7      | Length        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| MAC 1 upper half                              |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| MAC 1 lower half                              |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| MAC 2 upper half                              |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| MAC 2 lower half                              |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| MAC ... upper half                            |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| MAC ... lower half                            |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   The TLV value consists of a list of 48-bit MAC addresses. Length MUST
   be a multiple of 6. If it is not, the TLV is corrupt and the Address
   Flush message MUST be ignored if the receiving RBridge implements
   Type 7.






2.2.8 MAC Address Blocks

   If the TLV Type is 8, the value is a list of blocks of MAC addresses
   as follows:




+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type = 7      | Length        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| MAC.start 1 upper half                        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| MAC.start 1 lower half                        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| MAC.end 1 upper half                          |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| MAC.end 1 lower half                          |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| MAC.start 2 upper half                        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| MAC.start 2 lower half                        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| MAC.end 2 upper half                          |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| MAC.end 2 lower half                          |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| MAC.start ... upper half                      |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| MAC.start ... lower half                      |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| MAC.end ... upper half                        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| MAC.end ... lower half                        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   The TLV value consists of sets of Start.MAC and End.MAC numbers. The
   Address Flush information applies to the 48-bit MAC Addresses in that
   range, inclusive. A single MAC Address is indicated by setting both
   Start.MAC and End.MAC to the same value. If End.MAC is less than
   Start.MAC, considering them as unsigned integers, that block is
   ignored but the Address Flush message is still processed for any
   other blocks present. For this Type, Length MUST be a multiple of 12;
   if it is not, the TLV is corrupt and the Address Flush message MUST
   be discarded if the receiving RBridge implements Type 7.





3. IANA Considerations

   Two IANA actions are requested as follows:






3.1 Address Flush RBridge Channel Protocol Number

   IANA is requested to assign TBD as the Address Flush RBridge Channel
   Protocol number from the range of RBridge Channel protocols allocated
   by Standards Action [RFC7178].



   The added RBridge Channel protocols registry entry on the TRILL
   Parameters web page is as follows:



Protocol  Description       Reference
‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑    ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
   TBD    Address Flush     [this document]






3.2 TRILL Address Flush TLV Types

   IANA is requested to create a TRILL Address Flush TLV Types registry
   on the TRILL Parameters web page indented right after the RBridge
   Channel Protocols registry. Registry headers are as below. The
   initial entries are as in the table in Section 2.2 above.



Registry:  TRILL Address Flush TLV Types
Registration Procedures: IETF Review
Reference:  [this document]





4. Security Considerations

   The Address Flush RBridge Channel Protocol provides no security
   assurances or features. However, the Address Flush protocol messages
   can be secured by use of the RBridge Channel Header Extension
   [RFC7978].



   See [RFC7178] for general RBridge Channel Security Considerations.



   See [RFC6325] for general TRILL Security Considerations.
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1 Introduction

   ARP [RFC826] and ND [RFC4861] are normally sent by broadcast and
   multicast respectively. To reduce the burden on a TRILL campus caused
   by these multi-destination messages, RBridges MAY implement an
   "optimized ARP/ND response", as specified herein, when the target's
   location is known by the ingress RBridge or can be obtained from a
   directory. This avoids ARP/ND query and answer flooding.






1.1 Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in
   [RFC2119].



The acronyms and terminology in [RFC6325] are used herein. Some of
these are listed below for convenience  along with some additions:

APPsub‑TLV     Application sub‑Type‑Length‑Value [RFC6823]

ARP            Address Resolution Protocol [RFC826]

Campus         A TRILL network consisting of RBridges, links, and
possibly bridges bounded by end stations and IP routers [RFC6325]

DAD            Duplicate Address Detection

Data Label     VLAN or FGL

ESADI          End Station Address Distribution Information [RFC7357]

FGL            Fine‑Grained Label [RFC7172]

IA             Interface Addresses, a TRILL APPsub‑TLV [RFC7961]

IP             Internet Protocol, both IPv4 and IPv6

MAC            Media Access Control [RFC7042]

ND             Neighbor Discovery [RFC4861]

RBridge        A contraction of "Routing Bridge". A device
implementing the TRILL protocol.

SEND           secure neighbor discovery [RFC3971]

TRILL          Transparent Interconnection of Lots of Links or
Tunneled Routing in the Link Layer [RFC6325] [RFC7780]




2 ARP/ND Optimization Requirement and Solution

   IP address resolution can create significant issues in data centers
   due to flooded packets as discussed in [RFC6820]. Such flooding can
   be avoided by a proxy ARP/ND function on edge RBridges as described
   in this document.



   To support such ARP/ND optimization, edge RBridges need to know end-
   station's IP to MAC mapping through manual configuration
   (management), through control plane mechanisms such as directories
   [DirMech], or through Data plane learning by snooping of messages
   such as ARP/ND (including DHCP or gratuitous ARP_messages).



   When all the end-stations IP/MAC address mapping is known to edge
   RBridges or provisioned through management or learnt via control
   plane on the edge RBridges, it should be possible to completely
   suppress flooding of ARP/ND messages in a TRILL Campus, When all end-
   station MAC addresses are similarly known, it should be possible to
   suppress unknown unicast flooding by dropping any unknown unicast
   received at an edge RBridge.



   An ARP/ND optimization mechanism should include provisions for an
   edge RBridge to issue an ARP/ND request to an attached end station to
   confirm or update information and should allow an end station to
   detect duplicate IP addresses.



   TRILL already provides an option to disable data-plane learning from
   the source MAC address of end-station frames on a per port basis (see
   Section 5.3 of [RFC6325]).



   Most of the end station hosts either send DHCP messages requesting an
   IP Address or send out gratuitous ARP or RARP requests to announce
   themselves to the network right after they come online. Thus the
   local edge RBridge will immediately have the opportunity to snoop and
   learn their MAC and IP addresses and distribute this information to
   other edge RBridges through the TRILL control plane ESADI [RFC7357]
   protocol. Once remote RBridges received this information via the
   control plane they should add IP to MAC mapping information to their
   ARP/ND cache along with the nickname and data label of the address
   information. Therefore, most active IP hosts in TRILL network can be
   learned by the edge RBridges either through local learning or
   control-plane-based remote learning. As a result, ARP suppression can
   vastly reduce the network flooding caused by host ARP learning
   behavior.




3 IP/MAC Address Mappings

   By default, an RBridge [RFC6325] [RFC7172] learns MAC Address and
   Data Label (VLAN or FGL) to egress nickname mapping information from
   TRILL data frames it receives. No IP address information is learned
   directly from the TRILL data frame. The Interface Addresses (IA)
   APPsub-TLV [RFC7961] enhances the TRILL base protocol by allowing IP
   and MAC address mappings to be distributed in the control plane by
   any RBridge. This APPsub-TLV appears inside the TRILL GENINFO TLV in
   ESADI [RFC7357] but the value data structure it specifies may also
   occur in other application contexts. Edge RBridge Directory Assist
   Mechanisms [DirMech] makes use of this APPsub-TLV for its push model
   and uses the value data structure it specifies in its pull model.



   An RBridge can easily know the IP/MAC address mappings of the local
   end stations that it is attached to it via its access ports by
   receiving ARP [RFC826] or ND [RFC4861] messages. If the edge RBridge
   has extracted the sender's IP/MAC address pair from the received data
   frame (either ARP or ND), it may save the information and then use
   the IA APPsub-TLV to link the IP and MAC addresses and distribute it
   to other RBridges through ESADI. Then the relevant remote RBridges
   (normally those interested in the same Data Label as the original
   ARP/ND messages) also receive and save such mapping information.
   There are others ways that RBridges save IP/MAC address mappings in
   advance, e.g. import from management system and distribution by
   directory servers [DirMech].



   The examples given above show that RBridges might have saved an end
   station's triplet of {IP address, MAC address, ingress nickname} for
   a given Data Label (VLAN or FGL) before that end station sends or
   receives any real data packet. Note such information might or might
   not be a complete list and might or might not exist on all RBridges.
   The information could possibly be from different sources. RBridges
   can then use the Flags Field in IA APPsub-TLV to identify if the
   source is a directory server or local observation by the sender. A
   different confidence level may also be used to indicate the
   reliability of the mapping information.




4 Handling ARP/ND/SEND Messages

   A native frame that is an ARP [RFC826] message is detected by its
   Ethertype of 0x0806. A native frame that is an ND [RFC4861] is
   detected by being one of five different ICMPv6 packet types. ARP/ND
   is commonly used on a link to (1) query for the MAC address
   corresponding to an IPv4 or IPv6 address, (2) test if an IPv4/IPv6
   address is already in use, or (3) to announce the new or updated info
   on any of IPv4/IPv6 address, MAC address, and/or point of attachment.
   To simplify the text, we use the following terms in this section.



     1) IP address - indicated protocol address that is normally an IPv4
     address in ARP or an IPv6 address in ND.



     2) sender's IP/MAC address - sender IP/MAC address in ARP, source
     IP address and source link-layer address in ND



     3) target's IP/MAC address - target IP/MAC address in ARP, target
     address and target link-layer address in ND



   When an ingress RBridge receives an ARP/ND/SEND message, it can
   perform the steps described in the sub-sections below.




4.1 SEND Considerations

   SEND (Secure Neighbor Discovery [RFC3971] is a method of securing ND
   that addresses the threats discussed in [RFC3756]. Typical TRILL
   campuses are inside data centers, Internet exchange points, or
   carrier facilities. These are generally controlled and protected
   environments where these threats are of less concern. Nevertheless,
   SEND provides an additional layer of protection.



   Secure SEND messages require knowledge of cryptographic keys. Methods
   of communicating such keys to RBridges for use in SEND are beyond the
   scope of this document. Thus, using the optimizations in this
   document, RBridges do not attempt to construct SEND messages and are
   generally transparent to them. RBridges only construct ARP, RARP, or
   insecure ND messages, as appropriate. Nevertheless, RBridges
   implementing ARP/ND optimization SHOULD snoop on SEND messages to
   extract addressing information that would be present if the message
   had been sent as an insecure ND message.




4.2 Address Verification

   RBridges may use ARP/ND to probe directly attached or remote end
   stations for address or liveness verification. This is typically most
   appropriate in less managed and/or higher mobility environments. In
   strongly managed environments, such as a typical data center, where a
   central orchestration/directory system has complete addressing
   knowledge [RFC7067], optimized ARP/ND responses can use that
   knowledge. In such cases, there is little reason for verification
   except for debugging operational problems or the like.





4.3 Get Sender's IP/MAC Mapping Information for Non-zero IP

   o   If the sender's IP is not present in the ingress RBridge's ARP/ND



   cache, populate the information of sender's IP/MAC in its ARP/ND
   cache table. The ingress RBridge correlates its nickname and that
   IP/MAC mapping information. Such triplet of {IP address, MAC address,
   ingress nickname} information is saved locally and can be distributed
   to other RBridges as explain later.



o   Else if the sender's IP has been saved before but with a
different MAC address mapped or a different ingress nickname
associated with the same pair of IP/MAC, the RBridge SHOULD verify if
a duplicate IP address has already been in use or an end station has
changed its attaching RBridge. The RBridge may use different
strategies to do so. For example, the RBridge might ask an
authoritative entity like directory servers or it might encapsulate
and unicast the ARP/ND message to the location where it believes the
address is in use. RBridge SHOULD update the saved triplet of {IP
address, MAC address, ingress nickname} based on the verification. An
RBridge might not verify an IP address if the network manager's
policy is to have the network behave, for each Data Label, as if it
were a single link and just believe an ARP/ND it receives.



   The ingress RBridge MAY use the IA APPsub-TLV [RFC7961] with the
   Local flag set in ESADI [RFC7357] to distribute any new or updated
   triplet of {IP address, MAC address, ingress nickname} information
   obtained in this step. If a push directory server is used, such
   information can be distributed as per [DirMech].




4.4 Determine How to Reply to ARP/ND

   The options for an edge RBridge to handle a native ARP/ND are given
   below. For generic ARP/ND request seeking the MAC address
   corresponding to an IP address, if the edge RBridge knows the IP
   address and corresponding MAC, behavior is as in item (a), otherwise
   behavior is as in item (b). Behavior for gratuitous ARP and ND
   Unsolicited Neighbor Advertisements [RFC4861] is given in item (c).
   And item (d) covers handling of Address Probe ARP Query.



   It is not essential that all RBridges use the same strategy for which
   option to select for a particular ARP/ND query. It is up to the
   implementation.



   a) If the message is a generic ARP/ND request and the ingress RBridge
   knows the target's IP address and associated MAC address, the ingress
   RBridge MUST take one or a combination of the actions below. In the
   case of secure neighbor discovery (SEND) [RFC3971], cryptography
   would prevent local reply by the ingress RBridge, since the RBridge
   would not be able to sign the response with the target's private key,
   and only action a.2 or a.5 is valid.



     a.1. Send an ARP/ND response directly to the querier, using the
     target's MAC address present in the ingress RBridge's ARP/ND cache
     table. Because the edge RBridge might not have an IPv6 address, the
     source IP address for such an ND response MUST be that of the
     target end station.



     a.2. Encapsulate the ARP/ND/SEND request to the target's Designated
     RBridge, and have the egress RBridge for the target forward the
     query to the target. This behavior has the advantage that a
     response to the request is authoritative. If the request does not
     reach the target, then the querier does not get a response.



     a.3. Block ARP/ND requests that occur for some time after a request
     to the same target has been launched, and then respond to the
     querier when the response to the recently-launched query to that
     target is received.



a.4  Reply to the querier based on directory information [DirMech]
such as information obtained from a pull directory server or
directory information that the ingress RBridge has requested to be
pushed to it.



     a.5. Flood the /ND/SEND request as per [RFC6325].




   (b) If the message is a generic ARP/ND/SEND request and the ingress
   RBridge does not know target's IP address, the ingress RBridge MUST
   take one of the following actions.  In the case of secure neighbor
   discovery (SEND) [RFC3971], cryptography would prevent local reply by
   the ingress RBridge, since the RBridge would not be able to sign the
   response with the target's private key therefore only action b.1 is
   valid.




     b.1. Flood the ARP/ND/SEND message as per [RFC6325].



     b.2. Use directory server to pull the information [DirMech] and
     reply to the querier.



     b.3. Drop the message if the directory mechanism is used and you
     know there should be no response (query based on an non-existent IP
     address for example).



   (c) If the message is a gratuitous ARP, which can be identified by
   the same sender's and target's "protocol" address fields, or an
   Unsolicited Neighbor Advertisements [RFC4861] in ND/SEND:



   The RBridge MAY use an IA APPsub-TLV [RFC7961] with the Local flag



   set to distribute the sender's MAC and IP mapping information. When
   one or more directory servers are deployed and complete Push
   Directory information is used by all the RBridges in the Data Label,
   a gratuitous ARP or unsolicited NA SHOULD be discarded rather than
   ingressed. Otherwise, they are either ingressed and flooded as per
   [RFC6325] or discarded depending on local policy.



   (d) If the message is a Address Probe ARP Query [RFC5227] which can
   be identified by the sender's protocol (IPv4) address field being
   zero and the target's protocol address field being the IPv4 address
   to be tested or a Neighbor Solicitation for DAD (Duplicate Address
   Detection) which has the unspecified source address [RFC4862]: it
   SHOULD be handled as the generic ARP message as in (a) or (b) above.





4.5 Determine How to Handle the ARP/ND Response

   If the ingress RBridge R1 decides to unicast the ARP/ND request to
   the target's egress RBridge R2 as discussed in subsection 3.2 item a)
   or to flood the request as per [RFC6325], then R2 decapsulates the
   query, and initiates an ARP/ND query on the target's link. When/if
   the target responds, R2 encapsulates and unicasts the response to R1,
   which decapsulates the response and sends it to the querier. R2
   SHOULD initiate a link state update to inform all the other RBridges
   of the target's location, layer 3 address, and layer 2 address, in
   addition to forwarding the reply to the querier. The update uses an
   IA APPsub-TLV [IA-draft] (so the layer 3 and layer 2 addresses can be
   linked) with the Local flag set in ESADI [RFC7357] or as per
   [DirMech] if push directory server is in use.





5 Handling RARP (Reverse Address Resolution Protocol) Messages

   RARP [RFC903] uses the same packet format as ARP but a different
   Ethertype (0x8035) and opcode values. Its use is similar to the
   generic ARP Request/Response as described in 3.2 a) and b).  The
   difference is that it is intended to query for the target "protocol"
   (IP) address corresponding to the target "hardware" (MAC) address
   provided. It SHOULD be handled by doing a local cache or directory
   server lookup on the target "hardware" address provided to find a
   mapping to the desired "protocol" address. Normally, it is used to
   look up a MAC address to find the corresponding IP address.




6 Handling of DHCP messages

   When a newly connected end-station exchanges messages with a DHCP
   [RFC2131] server an edge RBridge should snoop them (mainly the
   DHCPAck message) and store IP/MAC mapping information in its ARP/ND
   cache and should also send the information out through the TRILL
   control plane using ESADI.




7 Handling of Duplicate IP Addresses

   Duplicate IP addresses within a Data Label can occur due to an
   attacker sending fake ARP/ND messages or due to human/configuration
   errors. If complete directory information is available, then by
   definition the IP location information in the directory is correct.
   Any appearance of an IP address in a different place (different edge
   RBridge or port) from other sources is not correct.



   Without complete directory information, the ARP/ND optimization
   function should support duplicate IP detection. This is critical in a
   Data Center to stop an attacker from using ARP/ND spoofing to divert
   traffic from its intended destination.



   Duplicate IP addresses can be detected when an existing active
   IP1/MAC1 mapping gets modified. Also an edge RBridge may send a query
   to the former owner of IP called a DAD-query (Duplicate Address
   Detection query). A DAD-query is a unicast ARP/ND message with sender
   IP 0.0.0.0 in case of ARP (or a configurable per RBridge IP address
   called the DAD-Query source IP) and an IPv6 Link Local Address in
   case of ND with source MAC set to the DAD-querier RBridge's MAC. If
   the querying RBridge does not receive an answer within a given time,
   the new IP entry will be confirmed and activated in its ARP/ND
   cache.



   In the case where the former owner replies, a Duplicate Address has
   been detected. In this case the querying RBridge SHOULD log the
   duplicate so that the network administrator can take appropriate
   action.




8 RBridge ARP/ND Cache Liveness and MAC Mobility

   A maintenance procedure is needed for RBridge ARP/ND caching to
   ensure IP end-stations connected to ingress RBridges are still
   active.



   Some links provide a physical layer indication of link liveness. A
   dynamic proxy-ARP/ND entry (one learned from data plane observation)
   MUST be removed from the table if the link over which it was learned
   fails.



   Similarly a dynamic proxy-ARP/ND entry SHOULD be flushed out of the
   table if the IP/MAC mapping has not been refreshed within a given
   age-time. The entry is refreshed if an ARP or ND message is received
   for the same IP/MAC mapping entry from any location. The IP/MAC
   mapping information ageing timer is configurable per RBridge and
   defaults to 3/4 of the MAC address learning Ageing Timer [RFC6325].



   For example end-Station "A" is connected to edge-RBridge1 (RB1) and
   has been learnt as local entry on RB1. If end-Station "A" moves to
   some other location (MAC/VM Mobility) and gets connected to egde-
   RBridge2 (RB2), after learning on RB2's access port, RB2 advertise
   this entry through the TRILL control-plane and it gets learnt on RB1
   as a remote entry. The old entry on RB1 SHOULD get replaced and all
   other edge-RBridges with end-station service enabled for that data-
   label should update the entry to show reachability from RB2 instead
   of RB1.



   If an ARP/ND entry in the cache is not refreshed, then the RBridge
   connected to that end-station MAY send periodic refresh messages
   (ARP/ND "probes") to that end-station, so that the entries can be
   refreshed before they age out. The end-station would reply to the
   ARP/ND probe and the reply resets the corresponding entry age-timer.





9 Security Considerations

   Unless Secure ND (SEND [RFC3971]) is used, ARP and ND messages can be
   easily forged. Therefore the learning of MAC/IP addresses by RBridges
   from ARP/ND should not be considered as reliable. See Section 4.1 for
   SEND Considerations.



   An RBridge can use the confidence level in IA APPsub-TLV information
   received via ESADI or pull directory retrievals to determine the
   reliability of MAC/IP address mapping. ESADI information can be
   secured as provide in [RFC7357] and pull directory information can be
   secured as provide in [DirMech]. The implementation decides if an
   RBridge will distribute the IP and MAC address mappings received from
   local native ARP/ND messages to other RBridges in the same Data
   Label, if it distributes them, and with what confidence level it does
   so.



   The ingress RBridge SHOULD also rate limit the ARP/ND queries for the
   same target to be injected into the TRILL campus to prevent possible
   denial of service attacks.




10 IANA Considerations

   No IANA action is required. RFC Editor: please delete this section
   before publication.
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Abstract

   In TRILL active-active access, an RPF check failure issue may occur
   when using the pseudo-nickname mechanism specified in RFC 7781. This
   draft describes a solution to resolve this RPF check failure issue
   through centralized replication. All ingress RBridges send BUM
   (Broadcast, Unknown unicast and Mutlicast) traffic to a centralized
   node with unicast TRILL encapsulation. When the centralized node
   receives the BUM traffic, it decapsulates the packets and forwards
   them to their destination RBridges using a distribution tree
   established as per TRILL base protocol RFC 6325. To avoid RPF check
   failure on a RBridge sitting between the ingress RBridge and the
   centralized replication node, some change in the RPF calculation
   algorithm is required. RPF checks on each RBridge should be calculated
   as if the centralized node was the ingress RBridge, instead of being
   calculated using the actual ingress RBridge.




Status of this Memo

   This Internet-Draft is submitted to IETF in full conformance with
   the provisions of BCP 78 and BCP 79.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF), its areas, and its working groups.  Note that
   other groups may also distribute working documents as Internet-
   Drafts.



Internet‑Drafts are draft documents valid for a maximum of six
months   and may be updated, replaced, or obsoleted by other
documents at any time.  It is inappropriate to use Internet‑Drafts
as reference material or to cite them other than as "work in
progress."



   The list of current Internet-Drafts can be accessed at
   http://www.ietf.org/1id-abstracts.html



   The list of Internet-Draft Shadow Directories can be accessed at
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1. Introduction

   The IETF TRILL (Transparent Interconnection of Lots of Links)
   [RFC6325] protocol provides loop free and per hop based multipath
   data forwarding with minimum configuration. TRILL uses IS-IS
   [RFC6165] [RFC7176] as its control plane routing protocol and
   defines a TRILL specific header for user data.



   In active-active, Customer Equipment (CE) devices typically are
   multi-homed to edge RBridges which form an edge group. All of the
   uplinks from CE are handled via a Local Active-Active Link Protocol
   (LAALP [RFC7379]) such as Multi-Chassis Link Aggregation (MC-LAG) or
   Distributed Resilient Network Interconnect (DRNI) [802.1AX]. An
   active-active flow-based load sharing mechanism is normally
   implemented to achieve better load balancing and high reliability. A
   CE device can be a layer 3 end system by itself or a bridge switch
   through which layer 3 end systems access to TRILL campus.



   In active-active access, the pseudo-nickname solution in [RFC7781]
   can be used to avoid MAC flip-flop on remote RBridges. The basic
   idea is to use a virtual RBridge RBv with a single pseudo-nickname
   to represent an edge group. Any member RBridge of that edge group
   uses this pseudo-nickname rather than its own nickname as the
   ingress nickname when it injects TRILL data frames to TRILL campus.
   The use of the nickname solves the address flip-flop issue by
   setting the MAC address learnt by a remote RBridge to the pseudo-
   nickname. However, it introduces another issue of incorrect packet
   dropping as follows: When a pseudo-nickname is used by an edge
   RBridge as the ingress nickname to forward BUM (Broadcast, Unknown
   unicast and Mutlicast) traffic, any RBridges (RBn) sitting between
   the ingress RBridge and the distribution tree root will treat the
   traffic as if it was ingressed from the virtual RBridge RBv. If the
   same distribution tree is used by different edge RBridges of the
   same RBv, the traffic may arrive at some RBn from different ports.
   Then the RPF check fails, and the BUM traffic received on unexpected
   ports will be dropped by RBn.



   This document specifies a centralized replication solution for
   broadcast, unknown unicast and multicast (BUM) traffic forwarding to
   resolve the issue of incorrect packet drop caused by RPF check
   failure in the virtual RBridge case. The basic idea is that all
   ingress RBridges send BUM traffic to a centralized node, which
   SHOULD be a distribution tree root, using unicast TRILL
   encapsulation. When the centralized node receives the packets, it
   decapsulates and forwards them to their destination RBridges using a
   distribution tree established as per the TRILL base protocol.




2. Conventions used in this document

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC-2119 [RFC2119].
   The acronyms and terminology in [RFC6325] are used herein with the
   following additions:



      BUM - Broadcast, Unknown unicast and Multicast



      CE - As in [RFC7783], Customer Equipment device (end station or
   bridge). The device can be either physical or virtual equipment.



      DF - Designated Forwarder [RFC7781]



      FGL - Fine Grained Label [RFC7172].



      LAALP -Local Active-Active Link Protocol [RFC7379].



      MC-LAG - Multi-Chassis Link Aggregation.



      RPF - Reverse Path Forwarding.






3. Centralized Replication Solution Overview

   When an edge RBridge receives BUM traffic from a CE device, it uses
   unicast TRILL encapsulation instead of multicast encapsulation to
   send the packets to a centralized node. The centralized node SHOULD
   be a distribution tree root because such roots are normally chosen
   to be high capacity core RBridges with many high bandwidth
   adjacencies.



   The TRILL header of the unicast TRILL encapsulation contains an
   "ingress RBridge nickname" field and an "egress RBridge nickname"
   field. If the ingress RBridge receives the BUM packet from a port
   that is in an active-active edge group using [RFC7781], it sets the
   ingress RBridge nickname to be the pseudo-nickname rather than its
   own nickname to avoid MAC flip-flop on remote RBridges. The egress
   RBridge nickname is set to a special nickname of the centralized
   node which is used to differentiate the centralized replication
   purpose unicast TRILL encapsulation from a normal unicast TRILL
   encapsulation. This special nickname is called an R-nickname.



   When the centralized RBridge receives a unicast TRILL encapsulated
   packet with its R-nickname as egress nickname, it decapsulates the
   packet. Then the centralized RBridge replicates and forwards the BUM
   packet to the packet's destination RBridges using one of the
   distribution trees established as per TRILL base protocol. It SHOULD
   use a distribution tree whose tree root is the centralized RBridge
   itself. When the centralized RBridge forwards the BUM traffic, it
   simply sends it on the distribution tree as if it was a locally
   ingressed frame except that the ingress nickname remains the same as
   that in the packet it received to ensure that the MAC address
   learning by all egress RBridges is bound to the pseudo-nickname.



   When the replicated packet is forwarded by each RBridge along the
   distribution tree starting from the centralized node, the RPF check
   is performed as per [RFC6325]. For any RBridge sitting between the
   ingress RBridge and the centralized replication node, the incoming
   port of such BUM packet should be the centralized node facing port
   as the multicast traffic always comes from the centralized node in
   this solution. However the RPF port as the result of distribution
   tree calculation as per [RFC6325] will be the real ingress RBridge
   facing port as it uses virtual RBridge as the ingress RBridge, so
   the RPF check will fail. To solve this problem, some change in the
   RPF calculation algorithm is required. In this case, the RPF
   calculation on each RBridge should use the centralized node as the
   ingress RBridge instead of the real ingress virtual RBridge to
   perform the calculation. As a result, RPF check will accept traffic
   on the centralized node facing port of the RBridge for multi-
   destination traffic. This prevents incorrect frame drops by the RPF
   check.



   To differentiate the centralized replication unicast TRILL
   encapsulation from normal unicast TRILL encapsulation, the R-
   nickname is introduced for centralized replication. When the
   centralized node receives unicast TRILL encapsulation traffic with
   the egress nickname R-nickname, it decapsulates the packet and then
   forwards the packet to the destination RBridges through a
   distribution tree by re-encapsulation as aforementioned. In TRILL,
   RBridges can hold multiple nicknames so the centralized RBridge
   simply obtains another nickname to use as the R-nickname. The
   centralized RBridge or RBridges should announce their R-nickname to
   all TRILL campus through the TRILL LSP extension specified in
   Section 11.




4. Frame duplication from remote RBridge

   Frame duplication may occur when a remote host sends a multi-
   destination frame to a local CE which has an active-active
   connection to the TRILL campus. To avoid local CE receiving multiple
   copies from a remote RBridge, the designated forwarder (DF)
   mechanism is supported for egress direction multicast traffic.



   The DF election mechanism [RFC7781] allows only one port of one
   RBridge in an active-active group to forward multicast traffic from
   the TRILL campus to the local access side for each VLAN. The basic
   idea of DF is to elect one RBridge per VLAN from an edge group to be
   responsible for egressing the BUM traffic. [RFC7781] describes the
   DF election mechanism among member RBridges involving in an edge
   group.



   If the DF election mechanism is used for frame duplication
   prevention, access ports on an RBridge are categorized as one of
   three types: non-group, group DF port and group non-DF port. The
   last two types can be called group ports. Each of the group ports is
   associated with a pseudo-nickname. If consistent nickname allocation
   to edge group RBridges is used, it is possible that same pseudo-
   nickname is associated with more than one port on a single RBridge.
   A typical scenario is that CE1 is connected to RB1 & RB2 by LAALP1
   while CE2 is connected to RB1 & RB2 by LAALP2. In order to conserve
   the number of pseudo-nicknames used, member ports for both LAALP1
   and LAALP2 on RB1 & RB2 are all associated with the same pseudo-
   nickname.




5. Local forwarding behavior on ingress RBridge

   When an ingress RBridge (RB1) receives BUM traffic from a local
   active-active connected CE (CE1) device, the traffic will be
   injected into the TRILL campus with TRILL encapsulation, and it will
   be replicated and forwarded to all destination RBridges through
   central replication, including the ingress RBridge itself, along a
   TRILL distribution tree. To avoid the traffic looping back to the
   original sender CE, an ingress nickname of the CE group's pseudo-
   nickname is used for traffic filtering.



   However, if there are two CEs, say CE1 and CE2, connecting to the
   ingress RB1 and each associated with the same pseudo-nickname, RB1
   needs to locally replicate and forward to CE2, because another copy
   of the BUM traffic between CE1 and CE2 through TRILL campus will be
   blocked by the traffic filtering.



   If CE1 and CE2 are not associated with the same pseudo-nickname, the
   copy of the BUM traffic between CE1 and CE2 through TRILL campus
   won't be blocked by the traffic filtering. To avoid duplicated
   traffic on receiver CE, there cannot be local replicated BUM traffic
   between these two CEs on ingress RB1.



   In summary, to ensure correct BUM traffic forwarding behavior for
   each CE, the local replication behavior on the ingress RBridge is as
   follows:



      1. Replicate to the active-active group ports associated with the
   same pseudo-nickname as that associated with the incoming port.



      2. Do not replicate to active-active group ports associated with
   other pseudo-nicknames.



      3. Do not replicate to non-edge-group ports.





   The above local forwarding behavior on the ingress RBridge of RB1
   can be called centralized replication local forwarding behavior A.



   If ingress RBridge RB1 itself is the centralized replication node,
   BUM traffic injected by RB1 into the TRILL campus won't loop back to
   RB1. In this case, the local forwarding behavior is called
   centralized replication local forwarding behavior B. Behavior B on
   RB1 is as follows:



      1. Local replication to the ports associated with the same
   pseudo-nickname as that associated with the incoming port.



      2. Local replication to the group DF port associated with
   different pseudo-nicknames. Do not replicate to group non-DF port
   associated with different pseudo-nicknames.



      3. Local replication to non-edge-group ports.




6. Loop prevention among RBridges in a edge group

   If a CE sends a broadcast, unknown unicast, or multicast (BUM)
   packet through a DF port to an ingress RBridge, that RBridge will
   forward that packet to all or a subset of the other RBridges that
   only have non-DF ports for that active-active group. Because BUM
   traffic forwarding to non-DF ports isn't allowed, in this case the
   frame won't loop back to the CE.





   If a CE sends a BUM packet through a non-DF port to an ingress
   RBridge, say RB1, then RB1 will forward that packet to other
   RBridges that have a DF port for that active-active group. In this
   case the frame will loop back to the CE and the traffic split-
   horizon filtering mechanism is used to avoid looping back among
   RBridges in the edge group.



   This split-horizon mechanism relies on the ingress nickname field in
   the TRILL header to check if a packet's egress port belongs to a
   same active-active group as the packet's incoming port to the TRILL
   campus.



   When the ingress RBridge receives BUM traffic from an active-active
   connected CE device, the traffic will be sent through the TRILL
   campus with TRILL encapsulation to a centralized RBridge. There it
   will be replicated and forwarded to its destination RBridges, which
   include ingress RBridge itself, through a TRILL distribution tree.
   If the same pseudo-nickname is used for two active-active access CEs
   as ingress nickname, an egress RBridge can use that nickname to
   filter traffic forwarding to all local CEs. In this case, the
   traffic between these two CEs goes through the local RBridge and
   another copy of the traffic from the TRILL campus is filtered. If
   different ingress nicknames are used for two connecting CE devices,
   the access ports connecting to these two CEs should be isolated from
   each other. The BUM traffic between these two CEs should go through
   the TRILL campus, otherwise the destination CE connected to same
   RBridge with the sender CE will receive two copies of the traffic.




7. Centralized replication forwarding process

                +‑‑‑‑‑‑‑‑‑‑‑+
                |   (RB5)   |
                +‑‑‑‑‑‑‑‑‑‑‑+
                      |
                +‑‑‑‑‑‑‑‑‑‑‑+
                |   (RB4)   |
                +‑‑‑‑‑‑‑‑‑‑‑+

                 |     |    |
         ‑‑‑‑‑‑‑‑      |     ‑‑‑‑‑‑‑‑
        |              |             |
      +‑‑‑‑‑‑+      +‑‑‑‑‑‑+      +‑‑‑‑‑‑+
      |(RB1) |      |(RB2) |      | (RB3)|
      +‑‑‑‑‑‑+      +‑‑‑‑‑‑+      +‑‑‑‑‑‑+
        *   |         *  |          * |  ^
        *   |         *  |          * |   ^
        *   ‑‑‑‑‑‑‑‑‑‑*‑‑‑‑‑‑‑‑‑‑‑‑‑*‑‑    ^
        ***************************** |     ^
 LAALP1 *                      LAALP2 |      ^
    +‑‑‑‑‑‑+                    +‑‑‑‑‑‑+    +‑‑‑‑‑‑+
    |  CE1 |                    | CE2  |    | CE3  |
    +‑‑‑‑‑‑+                    +‑‑‑‑‑‑+    +‑‑‑‑‑‑+
Figure 1  TRILL Active‑active access



   Assuming the centralized replication solution is used in the example
   network of above figure 1, RB5 is the distribution tree root and
   centralized replication node, CE1 and CE2 are active-active accessed
   to RB1, RB2, and RB3 through LAALP1 and LAALP2 respectively, CE3 is
   single homed to RB3. The RBridge's own nicknames of RB1 to RB5 are
   nick1 to nick5 respectively. RB1, RB2, and RB3 use the same pseudo-
   nickname for LAALP1 and LAALP2; that pseudo-nickname is P-nick. The
   R-nickname on the centralized replication node of RB5 is S-nick.



   The BUM traffic forwarding process from CE1 to CE2 and CE3 is as
   follows:




       1. CE1 sends BUM traffic to RB3.



       2. RB3 replicates and sends the BUM traffic to CE2 locally. RB2
   also sends the traffic to RB5 using unicast TRILL encapsulation. In
   the TRILL Header, the ingress nickname is set as P-nick and the
   egress nickname is set as S-nick.



      3. RB5 decapsulates the unicast TRILL Data packet. Then it uses a
   distribution tree to forward the packet as a multi-destination TRILL
   Data packet. The egress nickname in the multi-destination TRILL
   Header is the nick5 and the ingress nickname is still P-nick.



      4. RB4 receives multicast TRILL traffic from RB5. Traffic
   incoming port is the up port facing the distribution tree root,
   RB4's RPF check will be correct based on the changed RPF port
   calculation algorithm in this document. After the RPF check is
   performed, it forwards the traffic to all other egress RBridges (RB1,
   RB2, and RB3).



      5. RB3 receives multicast TRILL traffic from RB4. It decapsulates
   the multi-destination TRILL Data packet. Because the ingress
   nickname of P-nick is equivalent to the nickname of local LAALPs
   connecting to CE1 and CE2, RB3 doesn't forward the traffic to CE1
   and CE2 to avoid duplicated frame. RB3 only forwards the packet to
   CE3.



      6. RB1 and RB2 receive multicast TRILL traffic from RB4. The
   forwarding process is similar to the process on RB3, i.e., because
   the ingress nickname of P-nick is equivalent to the nickname of the
   local LAALPs connecting CE1 and CE2, they also don't forward the
   traffic to local CE1 and CE2.






8. BUM traffic load balancing among multiple centralized nodes

   To support unicast TRILL encapsulation BUM traffic load balancing,
   multiple centralized replication nodes can be deployed and the
   traffic can be spread over these nodes based on VLAN or FGL.
   Furthermore, if it was desirable for a centralized node to be sent
   more of this BUM traffic, it could hold two or more R-nicknames. The
   share of BUM traffic it would receive would be proportional to the
   number of R-nicknames it held.



   Assuming there are k different R-nicknames held by centralized nodes
   in a TRILL campus. The VLAN-based (or FGL-based [RFC7172]) load
   balancing algorithm used by ingress active-active access RBridge is
   as follows:



         1. All R-nicknames are ordered and numbered from 0 to k-1 in
   ascending order treating the nicknames as unsigned 16-bit integers.



         2. For VLAN or FGL ID m, choose the R-nickname whose number
   equals (m mod k) as egress nickname for BUM traffic unicast TRILL
   encapsulation.



   For examples, there are 3 R-Nicknames (RN). The RNs will be ordered
   RN0 to RN2. Assuming there are 5 VLANs from VLAN ID 1 to ID 5
   spreading among edge RBridges, the traffic in VLAN 1 will go to RN1,
   VLAN 2 will go to RN2, and so on.



   When an ingress RBridge participating in active-active connection
   receives BUM traffic from local CE, the RBridge decides which R-
   nickname to send the traffic to based on the VLAN-based load
   spreading algorithm, thus VLAN/FGL-based load balancing for the BUM
   traffic can be achieved using multiple centralized nodes/ multiple
   R-nicknames.




9. Co-existing with the CMT solution

                 +‑‑‑‑‑‑+    +‑‑‑‑‑‑+
                 |(RB6) |    |(RB7) |
                 +‑‑‑‑‑‑+    +‑‑‑‑‑‑+
   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
   |            |              |          |            |
+‑‑‑‑‑‑+    +‑‑‑‑‑‑+       +‑‑‑‑‑‑+    +‑‑‑‑‑‑+     +‑‑‑‑‑‑+
|(RB1) |    |(RB2) |       |(RB3) |    |(RB4) |     |(RB5) |
+‑‑‑‑‑‑+    +‑‑‑‑‑‑+       +‑‑‑‑‑‑+    +‑‑‑‑‑‑+     +‑‑‑‑‑‑+
    |          |               |          |            |
    ‑‑‑‑‑‑‑‑‑‑‑‑               ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
          |                               |
      +‑‑‑‑‑‑+                         +‑‑‑‑‑‑+
      |  CE1 |                         |  CE2 |
      +‑‑‑‑‑‑+                         +‑‑‑‑‑‑+
    Figure 2 CMT and centralized replication co‑existing scenario





   Both the centralized replication solution and the CMT [RFC7783]
   solution rely on using pseudo-nicknames to avoid MAC flip-flop on
   remote RBridges. These two solutions can co-exist in a single TRILL
   campus. Each solution can be selected by each active-active edge
   group of RBridges independently.



   As illustrated in Figure 2, RB1 and RB2 use CMT for CE1's active-
   active access, RB3, RB4, and RB5 use the centralized replication for
   CE2's active-active access.



   For the centralized replication solution, edge group RBridges MUST
   announce the local pseudo-nickname using Nickname Flags APPsub-TLV
   with C-flag set. A nickname with the C-flag set is called a "C-
   nickname". A transit RBridge will perform the centralized
   replication specific RPF check algorithm if it receives TRILL Data
   packets with a C-nickname as ingress nickname.



   In this case, an edge group using CMT [RFC7783] MUST NOT set the C-
   nickname flag on the pseudo-nickname it is using. To avoid confusion,
   a pseudo-nickname MUST NOT be shared between a centralized
   replication edge group and a CMT-based edge group.




10. Network Upgrade Analysis

   Centralized nodes will typically need software and hardware upgrades
   to support centralized replication, which stitches together the TRILL
   unicast traffic decapsulation process and the process of normal
   TRILL multicast traffic forwarding along distribution tree.



   Active-active connection edge RBridges will typically need software
   and hardware upgrade to support unicast TRILL encapsulation for BUM
   traffic; the process is similar to other head-end replication
   processes.



   Transit nodes typically need a software upgrade to support the
   changed RPF port calculation algorithm.




11. TRILL protocol extensions

   Two new flags, "R" and "C", are specified in the Nickname Flags
   APPsub-TLV [RFC7780]. A nickname with the "R" flag set is called an
   R-nickname and a nickname with the the "C" flag set is called a C-
   nickname. The R-nickname is a specialized nickname attached to a
   centralized node to differentiate unicast TRILL encapsulated BUM
   traffic from normal unicast TRILL traffic. The C-nickname flag is
   set on the psudo-nickname for each edge group. A C-nickname is a
   specialized pseudo-nickname for which transit RBridges perform a
   different RPF check algorithm for TRILL data packets with the C-
   nickname in the ingress nickname field.





   When active-active edge RBridges use centralized replication to
   nickname and the C-nickname is used as ingress nickname in the TRILL
   header for the unicast TRILL encapsulation of BUM traffic.




11.1. "R" and "C" Flag in the Nickname Flags APPsub-TLV

   If this APPsub-TLV is being advertised by an RBridge that does not
   have the nickname appearing in the Nickname Flags APPsub-TLV, the R
   and C flag bits in the APPsub-TLV MUST be treated as if they were
   zero.



 0  1  2  3  4  5  6  7  8  9 10 11 12 13 14 15
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|   Nickname                                    |
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|IN|SE|R | C|    RESV                           |
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
                NICKFLAG RECORD



            o R = If R flag is one, it indicates that the advertising
   TRILL switch holding Nickname is a centralized replication node, and
   Nickname is used as egress nickname for edge group RBridges to
   inject BUM traffic into the TRILL campus when the edge group
   RBridges use centralized replication solution for active-active
   access. If flag is zero, that nickname will not be used for that
   purpose.



            o C = If C flag is one, it indicates that the TRILL traffic
   with this nickname as an ingress nickname that requires the special
   RPF check algorithm specified in Section 3. If flag is zero, that
   nickname will not be used for that purpose.



   It is possible, due to errors or due to transient inconsistent LSPs
   when the link state database is converging after a configuration
   change or the like for there to be inconsistent Nickname Flags
   APPsub-TLVs for the same nickname. In this case it is RECOMMENDED
   that the nickname be treated as an R-nickname / C-nickname if any
   Nickname Flags APPsub-TLV for that nickname has the R / C flag set.






12. Security Considerations

   This draft does not introduce any extra security risks. For general
   TRILL Security Considerations, see [RFC6325]. For Security
   Considerations related to pseudo-nickname active-active, see
   [RFC7781].




13. IANA Considerations

   IANA is requested to assign two bits in the Nickname Flags APPsubTLV
   flags for the R and C bits discussed in Section 11.1 [Bits 3 and 4
   suggested] and update the "NickFlags" Bits registry on the TRILL
   Parameters page as follows:




 Bit  Mnemonic   Description           Reference
‑‑‑  ‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑

  3    R        Replication Nickname  [This document]
  4    C        Special RFC Check     [This document]
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1 Introduction

   The IETF Transparent Interconnection of Lots of Links (TRILL)
   protocol [RFC6325] [RFC7177] [RFC7780] provides transparent
   forwarding in multi-hop networks with arbitrary topology and link
   technologies using a header with a hop count and link-state routing.
   TRILL provides optimal pair-wise forwarding without configuration,
   safe forwarding even during periods of temporary loops, and support
   for multipathing of both unicast and multicast traffic. Devices
   implementing TRILL are called Routing Bridges(RBridges)or TRILL
   Switches.



   TRILL is used inside data centers for providing intra-data center
   switching optimally by utilizing multiple links. Though TRILL usually
   runs within a data center, there is a need to interconnect various
   data center sites to provide connectivity across data centers. This
   draft describes a solution to this problem by using VTSD (Virtual
   TRILL Switch Domain) as described in the draft [VTSD].



   The draft [VTSD] introduces a new terminology called VTSD (Virtual
   TRILL Switch Domain) and VPTS (Virtual Private TRILL Service).



   The (Virtual Private TRILL Service) VPTS is a L2 TRILL service, that
   emulates TRILL service across a Wide Area Network (WAN) over MPLS
   PWE3. VPTS is similar to what VPLS does for bridge domain.



   The VTSD [Virtual Trill Switch Domain] is similar to VSI (layer 2
   bridge) in VPLS model, but this acts as a TRILL RBridge. VTSD is a
   superset of VSI and must support all the functionality provided by
   the VSI as defined in [RFC4026]. Along with VSI functionality, the
   VTSD must be capable of supporting TRILL protocols and form TRILL
   adjacency.  The VTSD must be capable of performing all the operations
   that a standard TRILL Switch can do.



   Pseudo Wire Emulation Edge-to-Edge (PWE3) is a mechanism that
   emulates the essential attributes of a service such as Ethernet over
   a Packet Switched Network (PSN).  The required functions of PWs
   include encapsulating service-specific PDUs arriving at an ingress
   port, and carrying them across a path or tunnel, managing their
   timing and order, and any other operations required to emulate the
   behavior and characteristics of the service as faithfully as
   possible.



   The PEs may be connected by an MPLS Label Switched Path (LSP)
   infrastructure, which provides the benefits of MPLS technology.  The
   PEs may also be connected by an IP network, in which case IP/GRE
   (Generic Routing Encapsulation) tunneling or other IP tunneling can
   be used to provide PSN functionality.  The detailed procedures in
   this document are specified only for MPLS LSPs as PSN.  However,
   these procedures are designed to be extensible to use IP tunnels as
   PSN, which is outside the scope of this document.




1.1 Terminology

      Acronyms used in this document include the following:



AC                 ‑ Attachment Circuit [RFC4664]


Access Port        ‑ A TRILL switch port configured with
                     the "end station service disable" bit
                     off, as described in
                     Section 4.9.1 of [RFC6325].
                     All AC's, VTSD ports
                     connected to CE's, should configured
                     as TRILL Access Ports.

AF                 ‑ Appointed Forwarder [RFC6325]
                     and [RFC6439bis].

BUM                ‑ Broadcast, Unknown destination Unicast
                     and Multicast

Data Label         ‑ VLAN or FGL

DCI                ‑ Data Center Interconnect

ECMP               ‑ Equal Cost Multi Pathing

FGL                ‑ Fine‑Grained Labeling [RFC7172]

IS‑IS              ‑ Intermediate System to Intermediate
                     System [IS‑IS]

L2                 ‑ Layer 2

LAN                ‑ Local Area Network

Link               ‑ The means by which adjacent TRILL
                     switches or VTSD are connected.
                     May be a bridged LAN.

MC‑LAG             ‑ Multi‑Chassis Link Aggregation

MPLS               ‑ Multi‑Protocol Label Switching

PE                 ‑ Provider Edge Device

PSN                ‑ Packet Switched Network

PW                 ‑ Pseudowire [RFC4664]

RBridge            ‑ An alternative name for TRILL Switch

TIR                ‑ TRILL Intermediate Router
                    (Devices where Pseudowire starts and
                     Terminates)

TRILL              ‑ Transparent Interconnection of Lots
                     of Links OR Tunneled Routing in the
                     Link Layer [RFC6325]

TRILL Site         ‑ A part of a TRILL campus that
                     contains at least one RBridge.

TRILL switch       ‑ A device implementing the TRILL
                     protocol. An alternative name
                     for an RBridge.

Trunk port         ‑ A TRILL switch port configured with
                     the "end station service disable"
                     bit on, as described in
                     Section 4.9.1 of [RFC6325].
                     All pseudowires should
                     be configured as TRILL Trunk port.

VLAN               ‑ Virtual Local Area Network

VPLS               ‑ Virtual Private LAN Service

VPTS               ‑ Virtual Private TRILL Service

VSI                ‑ Virtual Service Instance [RFC4664]

VTSI               ‑ Virtual TRILL Service Instance

VTSD               ‑ Virtual TRILL Switch Domain OR
                     Virtual TRILL Service Domain
                     A Virtual RBridge that segregates
                     one tenant's TRILL database as well
                     as traffic from the other.

VTSD‑AP            ‑ A VTSD TRILL Access port can be a
                     AC or a logical port connected with
                     CE's. it can be a combination of
                     physical port and Data Label.
                     OR just Physical port connected to
                     CE's





2. Date Center Topology

   The reference topology used in this document is a 3 tier traditional
   topology.  Although other topologies may be utilized within the data
   center, most of such L2 based data centers may be modeled as a 3 tier
   traditional topology. The reference topology is illustrated in Figure
   1. To keep terminologies simple and uniform, in this document these
   layers will be referred to as the Tier-1, Tier-2 and Tier-3 "tiers",
   and the switches in these layers will be termed as T1SW, T2SW etc.
   For simplicity reasons, the entire data center topology will not be
   mentioned in the further sections. Only the relevant nodes will be
   shown identified by this nomenclature.



          +‑‑‑‑‑‑+  +‑‑‑‑‑‑+
          |      |  |      |
          | T1SW1|‑‑| T1SW2|           Tier‑1
          |      |  |      |
          +‑‑‑‑‑‑+  +‑‑‑‑‑‑+
            |  |      |  |
  +‑‑‑‑‑‑‑‑‑+  |      |  +‑‑‑‑‑‑‑‑‑‑+
  | +‑‑‑‑‑‑‑+‑‑+‑‑‑‑‑‑+‑‑+‑‑‑‑‑‑‑+  |
  | |       |  |      |  |       |  |
+‑‑‑‑+     +‑‑‑‑+    +‑‑‑‑+     +‑‑‑‑+
|    |     |    |    |    |     |    |
|T2SW|‑‑‑‑‑|T2SW|    |T2SW|‑‑‑‑‑|T2SW| Tier‑2
|    |     |    |    |    |     |    |
+‑‑‑‑+     +‑‑‑‑+    +‑‑‑‑+     +‑‑‑‑+
   |         |          |         |
   |         |          |         |
   | +‑‑‑‑‑+ |          | +‑‑‑‑‑+ |
   +‑|T3SW |‑+          +‑|T3SW |‑+    Tier‑3
     +‑‑‑‑‑+              +‑‑‑‑‑+
      | | |                | | |
  <‑ Servers ‑>        <‑ Servers ‑>




       Figure 1: Typical data center network topology




3. Requirements of DCI Protocol

   This section describes in detail the primary requirements of a data
   center interconnect (DCI) solution.




3.1. Multi-homing with all-active forwarding

   One of the primary requirements of a data center DCI layer is to
   efficiently use all the links in the network by spreading load across
   them. There are two types of links in the DCI layer. The links that
   provides connectivity to the data center and the links that provides
   connectivity to other data center via backbone network. The DCI layer
   should use both of these link types optimally in an all-active
   forwarding manner. Typically the links towards the data center will
   have multiple connectivity towards the peer for providing redundancy
   in the network.  TRILL supports multiple active parallel links
   between the TRILL RBridges / traditional L2 bridges. For providing
   active load-balance for traffic from layer2 data center TRILL uses
   the Appointed Forwarder mechanism.



   The Appointed forwarder mechanism defined in [RFC6439bis] provides a
   way to actively forward end station traffic by a RBridge, so that
   native traffic in each VLAN is handled by at most one RBridge. By
   default, the DRB (Designated RBridge) on a link is in-charge of
   native traffic for all VLANs on the link.  The DRB may, if it wishes,
   act as Appointed Forwarder for any VLAN and it may appoint other
   RBridges that have ports on the link as Appointed Forwarder for one
   or more VLANs with any one of the mechanism described in
   [RFC6439bis].



   An RBridge on a multi-access link forms adjacency [RFC7177] with
   other RBridges if the VLAN's configured/enabled between them are
   common. For example there are four RBridges attached to multi-access
   link, say RB1, RB2, RB3 and RB4. RB1 and RB2 are configured with
   single VLAN "VLAN 2", whereas RB3 and RB4 are configured with "VLAN
   3". Assume that there are no Native VLAN's present on any of the
   RBridges connected to thw multi-access link. If TRILL Hellos are sent
   with VLAN Tag enabled on the interface, RB3 and RB4 drops the hellos
   of RB1 and RB2 (since they are not configured for VLAN 2). Similarly
   RB1 and RB2 drops the Hellos of RB3 and RB4. This results in RB1 and
   RB2 not forming adjacency with RB3 and RB4. RB1 and RB2 after
   electing DRB and forming adjacency between them, will decide about
   VLAN 2 AF. Similarly RB3 and RB4 decide about the VLAN 3 AF.




3.2. Effectively scaling the bandwidth by adding more links

   As more and more services are deployed over the cloud, there is a
   clear requirement for easily scaling the bandwidth in the network
   without disturbing the existing running services. One of the ways to
   scale the bandwidth is to add a link (either physical or logical)
   across the devices which require higher bandwidth rate. The same
   requirement is applicable in the DCI layer for interfaces towards the
   backbone network and towards the data center.



   TRILL protocol itself, by design, inherently takes care of this by
   optimally utilizing multiple links. As PWE3 interface, which provides
   connectivity to different data center is also part of TRILL network,
   it is possible to dynamically scale the bandwidth in the backbone
   network / DCI interface by adding more PWE3 to the VTSD instance.




3.3. Auto-discovery of services

   Auto-discovery of services is one of the primary requirements of data
   center so DCI services will be provisioned with minimal configuration
   effort. Currently the TRILL protocol doesn't have any mechanism to
   discover peer VTSD / TIR nodes. Addressing this question in TRILL is
   left to a future document.




3.4. Delivering Layer 2 and Layer 3 services over the same interface

   It is desirable to provide a mechanism to advertise both layer 2 and
   layer 3 forwarding information (Route (IP prefix) in case of L3 and
   MAC in case of L2) to the peer nodes across the data centers. The
   control plane way of distributing the forwarding information provides
   multiple benefits in terms of scale, performance and security.
   [ARP/ND-Optimization] and [RFC7961] provides mechanism to distribute
   both MAC and IP information over TRILL network.




3.5. BUM traffic optimization

   A key design consideration in a DCI network is handling BUM
   (Broadcast, Unknown Unicast and Multicast) traffic. If the BUM
   packets are handled as in the traditional layer 2 network (by
   forwarding to all the ports which are part of the same broadcast
   domain), this will create excessive overhead in the network. TRILL
   takes care of this issue using the distribution tree and pruning
   mechanism.



   Any unknown unicast, multicast or broadcast frames inside VTSD should
   be processed or forwarded through any one of the distribution tree's
   path. If any multi-destination frame is received from the wrong
   pseudowire at a VTSD, the TRILL protocol running in VTSD should
   perform a RPF check as specified in [RFC7780] and drops the packet.



   Pruning (VLAN (or FGL) and multicast pruning) mechanism of
   Distribution Tree as specified in [RFC6325] and [RFC7780] can also be
   used for forwarding of multi-destination data frames on the branches
   that are not pruned.



   Also the ARP/ND-proxy and control plane MAC address learning
   mechanism mentioned in Sections 3.4 and 3.6 will help the
   VTSD/RBridges in the network to learn the unicast MAC address from
   ARP/ND packets. This reduces the unknown unicast flow.




3.6. Control plane learning of MAC

   Learning MAC addresses in the data plane brings the scaling
   limitations of the devices to the DCI layer. Hence the protocol that
   provides DCI should provide control plane learning to overcome the
   data plane learning limitation. Mac address learning through ESADI
   (End Station Address Distribution Information Protocol) is described
   in [RFC7357] and requires no changes to the protocol. However the
   following optional extensions can be provided for controlling the MAC
   learning mechanism.




a) Way to disable remote MAC Addresses learning through data
plane and
b) Control over the number of MAC Addresses to be advertised
to the remote VTSD's.




   The mechanism to provide these optional extensions is out side the
   scope of this document.




3.7. Virtualisation and isolation of different instances

   VTSD provides a way to isolate the TRILL link state databases and the
   forwarding information between different TRILL sites.  As VPTS is
   similar to VPLS, the mac address and the nickname learnt on a
   particular VPTS is isolated from other VPTS instance in the system.




3.8. MAC mass-withdrawal

   It is desirable in the data center to have a mechanism to flush a set
   of MAC addresses from the network, in the event of node failures in
   the network. This Mass MAC-Address withdrawal may also be applicable
   when there is any movement in the End-stations.  Mass MAC-Address
   withdrawal is specified in draft [Address-Flush] and requires no
   changes to the protocol.




3.9. Significantly larger Name-Space in the Overlay (16M segments)

   Layer2 DCI technologies can be used to provide overlay connectivity
   between Top of Rack switches over an IP underlay. When a DCI protocol
   is used as an overlay, there is a clear requirement to have a larger
   namespace to provide services to different customers. TRILL FGL
   [RFC7172] provides 2^24 data labels to isolate different TRILL
   services.




3.10. Extensive OAM Capabilities

   It is desirable to provide extensive OAM support in the data center
   network for fault indication, fault localization, performance
   information and diagnostic functions. TRILL already provides
   extensive support for OAM capabilities as specified in [RFC7174] and
   [RFC7175]. These mechanisms can be used for fault indication,
   localization and performance information.




3.11. Supporting Ring topology in the Core Network

   In most cases, the backbone network that provides connectivity to the
   data center is deployed as a ring topology to provide fault
   tolerance. It is highly desirable to provide a similar kind of
   service with the DCI protocol. Most of the existing DCI technologies
   like VPLS doesn't provide this support due to split horizon rule
   running inside the backbone network.



   In case of VTSD, as TRILL takes care of forming loop-free topology,
   there is no need to run split horizon in the backbone network. This
   paves the way for traffic to move from one PW to another PW and eases
   the formation of service over ring topology in the core, without
   having any mesh or hub-spoke connections.




4. TRILL DCI Operations

   The below diagram represents a high level overview of TRILL DCI. In
   the below diagram there are two data centers as DataCenter1 and
   DataCenter2. DataCenter1 has two core routers (which are also part of
   the backbone network) as TIR1 and TIR2. Similarly DataCenter2 has
   only one core router as TIR3. These TIR devices are connected via the
   backbone network using PSN Tunnels. Pseudowires are configured across
   these devices.



   Operations of VTSD is described in draft [VTSD]. There are multiple
   attachment circuit interfaces which are configured from T2SW to TIR1
   and TIR2. The T2SW can be part of Layer2 network (Layer2 data center)
   or TRILL network (TRILL data center).



      |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑ Emulated Service ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
      |                                                  |
      |          |<‑‑‑‑‑‑‑ Pseudo Wire ‑‑‑‑‑‑>|          |
      |          |                            |          |
      |          |    |<‑‑ PSN Tunnels‑‑>|    |          |
      |          V    V                  V    V          |
      V    AC    +‑‑‑‑+                  +‑‑‑‑+     AC   V
+‑‑‑‑‑+    |     |TIR1|==================|    |     |    +‑‑‑‑‑+
|     |‑‑‑‑‑‑‑‑‑‑|....|..PW1..(active)...|....|     |    |     |
|     |_        _|T1SW|==================|    |     |    |     |
|     | \      / +‑‑‑‑+                  |TIR3|     |    |     |
|     |  \    /                          |    |     |    |T2SW |
|     |   \  /                           |    |‑‑‑‑‑‑‑‑‑‑|     |
|T2SW |    \/                            |    |          |     |
|     |    /\                            |T1SW|          |     |
|     |   /  \   +‑‑‑‑+                  |    |          +‑‑‑‑‑+
|     |_ /    \_ |TIR2|==================|    |
|     |‑‑‑‑‑‑‑‑‑‑|....|..PW2..(active)...|....|
+‑‑‑‑‑+    |     |T1SW|==================|    |
           AC    +‑‑‑‑+                  +‑‑‑‑+
<‑‑‑‑‑DataCenter1‑‑‑‑‑‑>                 <‑‑‑‑‑DataCenter2‑‑‑‑‑‑>



               Figure 1: Data Center DCI







4.1. TRILL data center

   In this case, the VTSD or TIR will form TRILL adjacencies with other
   VTSDs present in its peer VPTS neighbor, and also with the RBridges
   present in the TRILL sites (here it is T2SW).  As the entire network
   runs the TRILL protocol (from data center1 to data center2), TRILL
   will take care of efficiently using the multiple attachment circuit
   interfaces and PWE3 interfaces. Load balancing of frames between
   Tier-2 switch and VTSD will be taken care by the TRILL protocol
   running inside the RBridges (Tier-2 Switch) and VTSD (Tier-1 Switch)
   as described in draft [VTSD].




4.2. Layer2 data center

   In case of layer2 data center, as Tier-2 switches are Layer-2
   Ethernet switches, an Attachment Circuit should work as a normal
   TRILL Access port. As the data center is not running the TRILL
   protocol, the mechanism to provide active load balancing for
   Attachment Circuits differs from the TRILL data center. The
   subsequent sections describe in detail the operation of TRILL access
   load-balancing in a layer2 data center.




4.2.1. TRILL Access load-balancing

   This section describes the mechanism to provide active load balancing
   across Tier1 and Tier2 switch. There are two ways to provide load
   balancing.




a) Using the Appointed Forwarder mechanism [RFC6439bis]
   (load‑balancing based on VLAN), and
b) Using TRILL Active‑Active Access mechanism [RFC7379]
   (similar to MC‑LAG solution).





4.2.1.1. Appointed Forwarder Mechanism

   The Appointed Forwarder mechanism defined in [RFC6439bis] provides a
   way for actively forwarding the traffic by a RBridge, with the intent
   that native traffic in each VLAN be handled by at most one RBridge.
   By default, the DRB (Designated RBridge) on a link is in-charge of
   native traffic for all VLANs on the link.  The DRB may, if it wishes,
   act as Appointed Forwarder for any VLAN and it may appoint other
   RBridges that have ports on the link as Appointed Forwarder for one
   or more VLANs. The DRB may appoint other RBridges on the link with
   any one of the mechanism described in [RFC6439bis]. Based on the type
   of attachment circuit (port-based or VLAN based), the DRB chooses the
   appointed forwarder RBridges/VTSDs, which can distribute the traffic
   based on the VLANs.




4.2.1.1.1. Port-based AC operations.

   In this case, the VTSDs in TIR1 and TIR2 will form TRILL adjacency
   via AC ports. If the attachment circuit port can carry N number of
   end-station service VLANs, then TIR1 and TIR2's VTSDs can equally
   distribute them using AF Mechanism of TRILL.




4.2.1.1.2. VLAN-based AC operations.

   Likewise in Port-based AC, in this case also the VTSDs in TIR1 and
   TIR2 will form TRILL adjacency via AC ports. Since only one VLAN end-
   station service is enabled per VTSD, only one TIR's VTSD can become
   AF for that VLAN. Hence native traffic can be processed by any one of
   the AC.




4.2.1.2. TRILL Active-Active Access

   TRILL Active-Active Access is specified in [RFC7781], [RFC7379],
   [Centralized-replication], and [RFC7782] . Mechanisms specified in
   these drafts can be utilized effectively to provide TRILL Active-
   Active Access.




4.2.2. TRILL Pseudowire load-balancing

   TRILL supports multiple parallel adjacencies between neighbor
   RBridges. Appendix C of [RFC6325] and section 3.5 of [RFC7177]
   describes this in detail. Multipathing across such parallel
   connections can be done for unicast TRILL Data traffic on a per-flow
   basis, but is restricted for multi-destination traffic. VTSD should
   also support this functionality.



   TRILL DCI Pseudowires which belong to the same VTSD instance in a TIR
   and connect to same remote TIR are referred to as parallel
   pseudowires. These parallel pseudowires corresponds to a single link
   inside VTSD.



   Here all pseudowires should be capable of carrying traffic.





      |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑ Emulated Service ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
      |                                                    |
      |           |<‑‑‑‑‑‑‑ Pseudo Wire ‑‑‑‑‑‑>|           |
      |           |                            |           |
      |           |     |<‑‑ PSN Tunnels‑‑>|    |          |
      |           V     V                  V    V          |
      V    AC     +‑‑‑‑‑+        PW1       +‑‑‑‑‑+   AC    V
+‑‑‑‑‑‑+    |     |VTSD1|==================|VTSD1|   |   +‑‑‑‑‑‑‑+
|      |‑‑‑‑‑‑‑‑‑‑|     |                  |     |‑‑‑‑‑‑‑|       |
|T2SW  |          | T1SW|==================| T1SW|       | T2SW  |
|      |          +‑‑‑‑‑+       PW2        +‑‑‑‑‑+       |       |
+‑‑‑‑‑‑+                                                 +‑‑‑‑‑‑‑+
<‑‑‑‑‑DataCenter1‑‑‑‑‑‑>                   <‑‑‑‑‑DataCenter2‑‑‑‑‑‑>



                Figure 2: Parallel pseudowires with TRILL DCI








   In above Figure 2, PW1 and PW2 are parallel pseudowires, as these
   pseudowires belongs to same VTSD and provides a connectivity across
   same TIRs.



   This mechanism provides a way for actively increasing and optimally
   utilizing the bandwidth in the backbone network without affecting the
   existing traffic.




5. MPLS encapsulation and Loop free provider PSN/MPLS

   TRILL use of MPLS encapsulation over pseudowire is specified in
   [RFC7173], and requires no changes in the frame format.



   TRILL DCI doesn't require a Split Horizon mechanism in the backbone
   PSN network, as TRILL takes care of Loop free topology using
   Distribution Trees. Any multi-destination frame will traverse a
   distribution tree path. All distribution trees are calculated based
   on TRILL base protocol standard [RFC6325] as updated by [RFC7780].




6. Frame Processing

   This section specifies frame processing from data center T2 switch
   and TIR's




6.1. Frame processing between data center T2 switch and TIR.

   In a multi-homed topology, where in a data center switch (T2SW) is
   connected to two TIRs, the AF mechanism described in section 4.2.1.1
   will be used to decide which TIR/VTSD will carry the traffic for a
   particular VLAN. This is applicable to the case wherein the data
   center switch is connected to a PE/TIR device via multiple layer 2
   interfaces to increase the bandwidth.



   As a frame gets ingressed into a TIR (or any one of the TIR, when the
   T2SW switches are connected to multiple TIR's) after passing the AF
   check, the TIR encapsulates the frame with TRILL and MPLS headers and
   forwards the frame on a pseudowire. If parallel pseudowires are
   present, the TRILL protocol running in VTSD will select any one of
   the pseudowires and forward the TRILL Data packet over it. Multi-
   destination packets will be forwarded on a distribution tree's path
   [RFC7780]



   Even if any of the paths or links fails between T2SW switch and TIR's
   or between TIR's, frames can be always be forwarded to any of
   available UP links or paths through other links/pseudowires. This is
   one of the key advantage provided by TRILL DCI mechanism.



   If multiple equal paths are available, TRILL will distribute traffic
   among all the paths.



   Also VTSD doesn't depend on the routing or signaling protocol that is
   running between TIRs, provided there is a PSN tunnel available with
   proper encapsulation mechanism.



   Any multi-destination frames, when ingressed to TIR's, will traverse
   one of the distribution trees, with strong RPF Checks. The Hop count
   field in TRILL Header will avoid loops or duplication of traffic.




6.2. Frame processing between TIR's

   When a frame arrives from T2SW switch to a VTSD inside TIR, the TRILL
   protocol will forward the frames to the proper pseudowire. When
   multiple paths/pseudowires are available between the TIR's then, the
   shortest path calculated by TRILL protocol will be used. If multiple
   paths are of equal cost, then TRILL protocol will do ECMP load
   spreading. If any multi-destination frame gets received by the VTSD
   through a pseudowire, TRILL will do an RPF check.



   When a frame arrives from peer TIR/VTSD through a pseudowire, the
   MPLS header will be de-capsulated and further action will be taken
   depending on the egress nickname field of TRILL header. If egress
   nickname is the nickname of this VTSD, MAC address table and AF
   lookup will be performed and the frame will be forwarded by
   decapsulating the TRILL header. If egress nickname belongs to some
   other VTSD, frame will be forwarded on a pseudowire connected to that
   VTSD by encapsulating with an MPLS header.




7. Security Considerations

   This document does not change the TRILL protocol and thus has minimal
   security effects.



   See [RFC6325] for general TRILL Security Considerations.






8. IANA Considerations

   This document requires no IANA actions.



   RFC Editor: Please delete this section before publication
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1. Introduction

   This document describes how data center networks can benefit from
   non-RBridge nodes performing TRILL encapsulation with assistance from
   directory service and specifies a method for them to do so.



   [RFC7067] and [Directory] describe the framework and methods for
   RBridge edge to get MAC&VLAN<->RBridgeEdge mapping from a directory
   service in data center environments instead of flooding unknown DAs
   across TRILL domain. If it has the needed directory information, any
   node, even a non-RBridge node, can perform the TRILL encapsulation.
   This draft is to describe the benefits and a scheme for non-RBridge
   nodes performing TRILL encapsulation.




2. Conventions Used in This Document

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].



AF:       Appointed Forwarder RBridge port [RFC6439bis]

Bridge:   IEEE 802.1Q compliant device. In this draft, Bridge
          is used interchangeably with Layer 2 switch.

DA:       Destination Address

ES‑IS:    End System to Intermediate Systems [Directory]

Host:     Application running on a physical server or a
          virtual machine. A host usually has at least one IP
          address and at least one MAC address.



   IS-IS:. Intermediate System to Intermediate System [RFC7176]



SA:       Source Address

TRILL‑EN: TRILL Encapsulating node. It is a node that only
          performs the TRILL encapsulation but doesn't
          participate in RBridge's IS‑IS routing.

VM:       Virtual Machines




3. Directory Assistance to Non-RBridge

   With directory assistance [RFC7067] [Directory], a non-RBridge can be
   informed if a packet needs to be forwarded across the RBridge domain
   and the corresponding egress RBridge. Suppose the RBridge domain
   boundary starts at network switches (not virtual switches embedded on
   servers), a directory can assist Virtual Switches embedded on servers
   to encapsulate with a proper TRILL header by providing the nickname
   of the egress RBridge edge to which the destination is attached. The
   other information needed to encapsulate can be either learned by
   listening to TRILL ES-IS Hellos [Directory], which will indicate the
   MAC address and nickname of appropriate edge RBridges, or by
   configuration.



   If a destination is not shown as attached to one or more other
   RBridge edge nodes, based on the directory, the non-RBridge node can
   forward the data frames natively, i.e. not encapsulating with any
   TRILL header.



\              +‑‑‑‑‑‑‑+         +‑‑‑‑‑‑+ TRILL Domain/
 \           +/‑‑‑‑‑‑+ |       +/‑‑‑‑‑+ |            /
  \          | Aggr11| + ‑‑‑‑‑ |AggrN1| +           /
   \         +‑‑‑+‑‑‑+/        +‑‑‑‑‑‑+/           /
    \         /     \            /      \         /
     \       /       \          /        \       /
      \   +‑‑‑+    +‑‑‑+      +‑‑‑+     +‑‑‑+   /
       \‑ |T11|... |T1x|      |T21| ..  |T2y|‑‑‑
          +‑‑‑+    +‑‑‑+      +‑‑‑+     +‑‑‑+
            |        |          |         |
          +‑|‑+    +‑|‑+      +‑|‑+     +‑|‑+
          |   |... | V |      | V | ..  | V |<‑ vSwitch
          +‑‑‑+    +‑‑‑+      +‑‑‑+     +‑‑‑+
          |   |... | V |      | V | ..  | V |
          +‑‑‑+    +‑‑‑+      +‑‑‑+     +‑‑‑+
          |   |... | V |      | V | ..  | V |
          +‑‑‑+    +‑‑‑+      +‑‑‑+     +‑‑‑+



           Figure 1. TRILL domain in typical Data Center Network




   When a TRILL encapsulated data packet reaches the ingress RBridge,
   the ingress RBridge simply forwards the pre-encapsulated packet to
   the RBridge that is specified by the egress nickname field of the
   TRILL header of the data frame.  When the ingress RBridge receives a
   native Ethernet frame, it handles it as usual and may drop it if it
   has complete directory information indicating that the target is not
   attached to the TRILL campus. In such an environment with complete
   directory information, the ingress RBridge doesn't flood or forward
   the received data frames when the DA in the Ethernet data frames is
   unknown.



   When all nodes attached to an ingress RBridge can pre-encapsulate
   with a TRILL header for traffic across the TRILL domain, the ingress
   RBridge don't need to encapsulate any native Ethernet frames to the
   TRILL domain. The attached nodes can be connected to multiple edge
   RBridges by having multiple ports or by an bridged LAN.  All RBridge
   edge ports connected to one bridged LAN can receive and forward pre-
   encapsulated traffic, which can greatly improve the overall network
   utilization. However, it is still necessary to designate AF ports.
   For example, to be sure that multi-destination packets from the TRILL
   campus are only egressed through one RBridge.



   The TRILL base protocol specification [RFC6325] Section 4.6.2 Bullet
   8 specifies that an RBridge port can be configured to accept TRILL
   encapsulated frames from a neighbor that is not an RBridge.



   When a TRILL frame arrives at an RBridge whose nickname matches the
   destination nickname in the TRILL header of the frame, the processing
   is exactly same as normal, i.e. as specified in [RFC6325] the RBridge
   decapsulates the received TRILL frame and forwards the decapsulated
   frame to the target attached to its edge ports.  When the DA of the
   decapsulated Ethernet frame is not in the egress RBridge's local MAC
   attachment tables, the egress RBridge floods the decapsulated frame
   to all attached links in the frame's VLAN, or drops the frame (if the
   egress RBridge is configured with that policy).



   We call a node that, as specified herein, only performs the TRILL
   encapsulation but doesn't participate in RBridge's IS-IS routing a
   TRILL Encapsulating node (TRILL-EN). The TRILL Encapsulating Node can
   get the MAC&VLAN<->RBridgeEdge mapping table pulled from directory
   servers [Directory]. In order to do this, a TRILL-EN MUST support
   TRILL ES-IS [Directory].



   Upon receiving a native Ethernet frame, the TRILL-EN checks the
   MAC&VLAN<->RBridgeEdge mapping table, and perform the corresponding
   TRILL encapsulation if the entry is found in the mapping table. If
   the destination address and VLAN of the received Ethernet frame
   doesn't exist in the mapping table and there is no positive reply
   from pulling requests to a directory, the Ethernet frame is dropped
   or forwarded in native form to an edge RBridge.



 +‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑+‑‑‑‑‑‑‑+‑‑‑+
 |OuterEtherHd|TRILL HD| InnerDA | InnerSA |..|Payload|FCS|
 +‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑+‑‑‑‑‑‑‑+‑‑‑+
         ^
         |             |<Inner Ether Header>  |
         |
         |
         |      +‑‑‑‑‑‑‑+  TRILL    +‑‑‑‑‑‑+
         |      |  R1   |‑‑‑‑‑‑‑‑‑‑‑|  R2  |  Decapsulate
         |      +‑‑‑+‑‑‑+  domain   +‑‑‑‑‑‑+  TRILL header
         |          |                   |
         +‑‑‑‑‑‑‑‑‑‑|                   |
                    |                   |
                 +‑‑‑‑‑+             +‑‑‑‑‑+
Non‑RBridge node:|T12  |             | T22 |
Encapsulate TRILL+‑‑‑‑‑+             +‑‑‑‑‑+
Header for data
Frames to traverse
TRILL domain.



                   Figure 2.  Data frames from TRILL-EN




4. Source Nickname in Encapsulation by Non-RBridge Nodes

   The TRILL header includes a Source RBridge's Nickname (ingress) and
   Destination RBridge's Nickname (egress). When a TRILL header is added
   by TRILL-EN, the Ingress RBridge edge node's nickname is used in the
   source address field. The TRILL-EN learns this nickname by listening
   to the TRILL ES-IS Hellos [Directory] from the Ingress RBridge. Those
   Hellos have that nickname in a field in the Special VLANs and Flags
   Sub-TLV [RFC7176] contained in the Hello.




5. Benefits of Non-RBridge Performing TRILL Encapsulation


5.1. Avoid Nickname Exhaustion Issue

   For a large Data Center with hundreds of thousands of virtualized
   servers, setting the TRILL boundary at the servers' virtual switches
   will create a TRILL domain with hundreds of thousands of RBridge
   nodes, which has issues of TRILL Nicknames exhaustion and challenges
   to IS-IS. On the other hand, setting TRILL boundary at aggregation
   switches that have many virtualized servers attached can limit the
   number of RBridge nodes in a TRILL domain, but introduce the issues
   of very large MAC&VLAN<->RBridgeEdge mapping table to be maintained
   by RBridge edge nodes.



   Allowing Non-RBridge nodes to pre-encapsulate data frames with TRILL
   header makes it possible to have a TRILL domain with a reasonable
   number of RBridge nodes in a large data center. All the TRILL-ENs
   attached to one RBridge are represented by one TRILL nickname, which
   can avoid the Nickname exhaustion problem.






5.2. Reduce MAC Tables for Switches on Bridged LANs

   When hosts in a VLAN (or subnet) span across multiple RBridge edge
   nodes and each RBridge edge has multiple VLANs enabled, the switches
   on the bridged LANs attached to the RBridge edge are exposed to all
   MAC addresses among all the VLANs enabled.



   For example, for an Access switch with 40 physical servers attached,
   where each server has 100 VMs, there are 4000 hosts under the Access
   Switch. If indeed hosts/VMs can be moved anywhere, the worst case for
   the Access Switch is when all those 4000 VMs belong to different
   VLANs, i.e. the access switch has 4000 VLANs enabled. If each VLAN
   has 200 hosts, this access switch's MAC table potentially has
   200*4000 = 800,000 entries.



   If the virtual switches on servers pre-encapsulate the data frames
   destined for hosts attached to other RBridge Edge nodes, the outer
   MAC DA of those TRILL encapsulated data frames will be the MAC
   address of the local RBridge edge, i.e.  the ingress RBridge.
   Therefore, the switches on the local bridged LAN don't need to keep
   the MAC entries for remote hosts attached to other edge RBridges.



   But the traffic from nodes attached to other RBridges is decapsulated
   and has the true source and destination MACs. One simple way to
   prevent local bridges from learning remote hosts' MACs and adding to
   their MAC tables, if that is a problem, is to disable this data plane
   learning on local bridges. The local bridges can be pre-configured
   with MAC addresses of local hosts with the assistance of a directory.
   The local bridges can always send frames with unknown Destination to
   the ingress RBridge. In an environment where a large number of VMs
   are instantiated in one server, the number of remote MAC addresses
   could be very large. If it is not feasible to disable learning and
   pre- configure MAC tables for local bridges, one effective method to
   minimize local bridges' MAC table size is to use the server's MAC
   address to hide MAC addresses of the attached VMs. I.e. the server
   acting as an edge node uses its own MAC address in the Source Address
   field of the packets originated from a host (or VM) embedded. When
   the Ethernet frame arrives at the target edge node (the server), the
   target edge node can send the packet to the corresponding destination
   host based on the packet's IP address. Very often, the target edge
   node communicates with the embedded VMs via a layer 2 virtual switch.
   In this case, the target edge node can construct the proper Ethernet
   header with the assistance of the directory.  The information from
   the directory includes the proper host IP to MAC mapping information.




6. Manageability Considerations

   It requires directory assistance [Directory] to make it possible for
   a non-TRILL node to pre-encapsulate packets destined towards remote
   RBridges.






7. Security Considerations

   For Pull Directory and TRILL ES-IS security considerations, see
   [Directory].



   For general TRILL security considerations, see [RFC6325].




8. IANA Considerations

   This document requires no IANA actions. RFC Edtior: please remove
   this section before publication.
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1. Introduction

   Explicit congestion notification (ECN [RFC3168]) allows a forwarding
   element, such as a router, to notify downstream devices, including
   the destination, of the onset of congestion without having to drop
   packets. This can improve network efficiency through better flow
   control without packet drops. The forwarding element can explicitly
   mark a proportion of packets in an ECN field instead of dropping the
   packet. For example, a two-bit field is available for ECN marking in
   IP headers.



                 .............................
                 .                           .
             +‑‑‑‑‑‑‑‑‑+                     .
+‑‑‑‑‑‑+     | Ingress |                     .
|Source|  +‑>| RBridge |                     .   +‑‑‑‑‑‑‑‑‑‑+
+‑‑‑+‑‑+  |  |   RB1   |                     .   |Forwarding|
    |     |  +‑‑‑‑‑‑+‑‑+  +‑‑‑‑‑‑‑‑‑‑+       .   | Element  |
    v     |      .  |     | Transit  |       .   |    Y     |
  +‑‑‑‑‑‑‑+‑‑+   .  +‑‑‑‑>| RBridges |       .   +‑‑‑‑‑‑‑‑+‑+
  |Forwarding|   .        |   RBn    |       .      ^     |
  | Element  |   .        +‑‑‑‑‑‑‑+‑‑+  +‑‑‑‑‑‑‑‑‑+ |     v
  |    X     |   .                |     | Egress  | |  +‑‑‑‑‑‑‑‑‑‑‑+
  +‑‑‑‑‑‑‑‑‑‑+   .                +‑‑‑‑>| RBridge +‑+  |Destination|
                 .                      |   RB9   |    +‑‑‑‑‑‑‑‑‑‑‑+
                 .  TRILL               +‑‑‑‑‑‑‑‑‑+
                 .  campus                   .
                 .............................



                  Figure 1. Example Path Forwarding Nodes




   In [RFC3168] it was recognized that tunnels and lower layer protocols
   would need to support ECN, and ECN markings would need to be
   propagated, as headers were encapsulated and decapsulated.
   [ECNencapGuide] gives guidelines on the addition of ECN to protocols
   like TRILL that often encapsulate IP packets, including propagation
   of ECN from and to IP.



   In the figure above, assuming IP traffic, RB1 is an encapsulator and
   RB9 a decapsulator. Traffic from Source to RB1 might or might not get
   marked as having experienced congestion in forwarding elements, such
   as X, before being encapsulated at ingress RB1. Any such ECN marking
   is encapsulated with a TRILL Header [RFC6325].



   This specification provides for any ECN marking in the traffic at the
   ingress to be copied into the TRILL Extension Header Flags Word. It
   also enables congestion marking by a congested RBridge such as RBn or
   RB1 above in the TRILL Header Extension Flags Word [RFC7179].



   At RB9, the TRILL egress, it specifies how any ECN markings in the
   TRILL Header Flags Word and in the encapsulated traffic are combined
   so that subsequent forwarding elements, such as Y and the
   Destination, can see if congestion was experienced at any previous
   point in the path from Source.



   A large part of the guidelines for adding ECN to lower layer
   protocols [ECNencapGuide] concerns safe propagation of congestion
   notifications in scenarios where some of the nodes do not support or
   understand ECN. Such ECN ignorance is not a major problem with
   RBridges using this specification because the method specified
   assures that, if an egress RBridge is ECN ignorant (so it cannot
   further propagate ECN) and congestion has been encountered, the
   egress RBridge will at least drop the packet and this drop will
   itself indicate congestion to end stations.






1.1 Conventions used in this document

   The terminology and acronyms defined in [RFC6325] are used herein
   with the same meaning.



   In this documents, "IP" refers to both IPv4 and IPv6.



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119] [RFC8174]
   when, and only when, they appear in all capitals, as shown here.



   Acronyms:



      AQM - Active Queue Management



      CCE - Critical Congestion Experienced



      CE - Congestion Experienced



      CItE - Critical Ingress-to-Egress



      ECN - Explicit Congestion Notification



      ECT - ECN Capable Transport



      L4S - Low Latency, Low Loss, Scalable throughput



      NCHbH - Non-Critical Hop-by-Hop



      NCCE - Non-Critical Congestion Experienced



      Not-ECT - Not ECN-Capable Transport



      PCN - Pre-Congestion Notification




2. The ECN Specific Extended Header Flags

   The extension header fields for explicit congestion notification
   (ECN) in TRILL are defined as a two-bit TRILL-ECN field and a one-bit
   Critical Congestion Experienced (CCE) field in the 32-bit TRILL
   Header Extension Flags Word [RFC7780].



   These fields are show in Figure 2 as "ECN" and "CCE". The TRILL-ECN
   field consists of bits 12 and 13, which are in the range reserved for
   non-critical hop-by-hop (NCHbH) bits. The CCE field consists of bit
   26, which is in the range reserved for Critical Ingress-to-Egress
   (CItE) bits. The CRItE bit is the critical Ingress-to-Egress summary
   bit and will be one if and only if any of the bits in the CItE range
   (21-26) is one or there is a critical feature invoked in some further
   extension of the TRILL Header after the Extesnion Flags Word. The
   other bits and fields shown in Figure 2 are not relevant to ECN. See
   [RFC7780], [RFC7179], and [IANAthFlags] for the meaning of these
   other bits and fields.



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|Crit.|  CHbH   |   NCHbH   |CRSV | NCRSV |   CItE    |  NCItE  |
|.....|.........|...........|.....|.......|...........|.........|
|C|C|C|       |C|N|     |   |     |       |         | |   |     |
|R|R|R|       |R|C|     |ECN| Ext |       |         |C|Ext|     |
|H|I|R|       |C|C|     |   | Hop |       |         |C|Clr|     |
|b|t|s|       |A|A|     |   | Cnt |       |         |E|   |     |
|H|E|v|       |F|F|     |   |     |       |         | |   |     |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



     Figure 2 The ECN and CCE TRILL Header Extension Flags Word Fields



   Table 1 shows the meaning of the codepoints in the TRILL-ECN field.
   The first three have the same meaning as the corresponding ECN field
   codepoints in the IPv4 or IPv6 header as defined in [RFC3168].
   However codepoint 0b11 is called Non-Critical Congestion Experienced
   (NCCE) to distinguish it from Congestion Experienced in IP.



Binary  Name     Meaning
‑‑‑‑‑‑  ‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
  00     Not‑ECT Not ECN‑Capable Transport
  01     ECT(1)  ECN‑Capable Transport (1)
  10     ECT(0)  ECN‑Capable Transport (0)
  11     NCCE    Non‑Critical Congestion Experienced



                    Table 1. TRILL-ECN Field Codepoints




3. ECN Support

   The subsections below describe the required behavior to support ECN
   at TRILL ingress, transit, and egress. The ingress behavior occurs as
   a native frame is encapsulated with a TRILL Header to produce a TRILL
   Data packet. The transit behavior occurs in all RBridges where TRILL
   Data packets are queued, usually at the output port.  The egress
   behavior occurs where a TRILL Data packet is decapsulated and output
   as a native frame through an RBridge port.



   An RBridge that supports ECN MUST behave as described in the relevant
   subsections below, which correspond to the recommended provisions of
   [ECNencapGuide]. Nonetheless, the scheme is designed to safely
   propagate some form of congestion notification even if some RBridges
   in the path followed by a TRILL Data packet support ECN and others do
   not.






3.1 Ingress ECN Support

   The behavior at an ingress RBridge is as follows:



   o  When encapsulating an IP frame, the ingress RBridge MUST:



+  set the F flag in the main TRILL header [RFC7780];
+  create a Flags Word as part of the TRILL Header;
+  copy the two ECN bits from the IP header into the TRILL‑ECN
   field (Flags Word bits 12 and 13)
+  ensure the CCE flag is set to zero (Flags Word bit 26).



   o  When encapsulating a frame for a non-IP protocol, where that
      protocol has a means of indicating ECN that is understood by the
      ingress RBridge, it MUST follow the guidelines in [ECNencapGuide]
      to add a Flags Word to the TRILL Header. For a non-IP protocol
      with a similar ECN field to IP, this would be achieved by copying
      into the TRILL-ECN field from the encapsulated native frame.






3.2 Transit ECN Support

   The transit behavior, shown below, is required at all RBridges where
   TRILL Data packets are queued, usually at the output port.



   o  An RBridge that supports ECN MUST implement some form of active
      queue management (AQM) according to the guidelines of [RFC7567].
      The RBridge detects congestion either by monitoring its own queue
      depth or by participating in a link-specific protocol.



   o  If the TRILL Header Flags Word is present, whenever the AQM
      algorithm decides to indicate congestion on a TRILL Data packet it
      MUST set the CCE flag (Flags Word bit 26).



   o  If the TRILL header Flags Word is not present, to indicate
      congestion the RBridge will either drop the packet or it MAY do
      all of the following instead:



+  set the F flag in the main TRILL header;
+  add a Flags Word to the TRILL Header;
+  set the TRILL‑ECN field to Not‑ECT (00);
+  and set the CCE flag and the Ingress‑to‑Egress critical summary
   bit (CRIbE).



   Note that a transit RBridge that supports ECN does not refer to the
   TRILL-ECN field before signalling CCE in a packet. It signals CCE
   irrespective of whether the packet indicates that the transport is
   ECN-capable. The egress/decapsulation behavior (described next)
   ensures that a CCE indication is converted to a drop if the transport
   is not ECN-capable.






3.3 Egress ECN Support

   If the egress RBridge does not support ECN, that RBridge will ignore
   bits 12 and 13 of any Flags Word that is present, because it does not
   contain any special ECN logic. Nonetheless, if a transit RBridge has
   set the CCE flag, the egress will drop the packet. This is because
   drop is the default behavior for an RBridge decapsulating a Critical
   Ingress-to-Egress flag when it has no specific logic to understand
   it. Drop is the intended behavior for such a packet, as required by
   [ECNencapGuide].



   If an RBridge supports ECN, the egress behavior is as follows:



o  When decapsulating an inner IP packet, the RBridge sets the ECN
   field of the outgoing native IP packet using Table 2. It MUST set
   the ECN field of the outgoing IP packet to the codepoint at the
   intersection of the row for the arriving encapsulated IP packet
   and the column for 3‑bit ECN codepoint in the arriving outer TRILL
   Data packet TRILL Header. If no TRILL Header Extension Flags Word
   is present, the 3‑bit ECN codepoint is assumed to be all zero
   bits.
      The name of the TRILL 3‑bit ECN codepoint is defined using the
   combination of the TRILL‑ECN and CCE fields in Table 3.
   Specifically, the TRILL 3‑bit ECN codepoint is called CE if either
   NCCE or CCE is set in the TRILL Header Extension Flags Word.
   Otherwise it has the same name as the 2‑bit TRILL‑ECN codepoint.
      In the case where the TRILL 3‑bit ECN codepoint indicates



      congestion experienced (CE) but the encapsulated native IP frame
      indicates a not ECN-capable transport (Not-ECT), the RBridge MUST
      drop the packet.  Such packet dropping is necessary because a
      transport above the IP layer that is not ECN-capable will have no
      ECN logic, so it will only understand dropped packets as an
      indication of congestion.



   o  When decapsulating a non-IP protocol frame with a means of
      indicating ECN that is understood by the RBridge, it MUST follow
      the guideines in [ECNencapGuide] when setting the ECN information
      in the decapsulated native frame. For a non-IP protocol with a
      similar ECN field to IP, this would be achieved by combining the
      information in the TRILL Header Flags Word with the encapsulated
      non-IP native frame, as specified in Table 2.



+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Inner   |  Arriving TRILL 3‑bit ECN Codepoint Name     |
| Native  +‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
| Header  | Not‑ECT | ECT(0)     | ECT(1)     |     CE   |
+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
| Not‑ECT | Not‑ECT | Not‑ECT(*) | Not‑ECT(*) |  <drop>  |
|  ECT(0) |  ECT(0) |  ECT(0)    |  ECT(1)    |     CE   |
|  ECT(1) |  ECT(1) |  ECT(1)(*) |  ECT(1)    |     CE   |
|    CE   |      CE |      CE    |      CE(*) |     CE   |
+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+



                       Table 2: Egress ECN Behavior



   An asterisk in the above table indicates a currently unused
   combination that SHOULD be logged. In contrast to [RFC6040], in TRILL
   the drop condition is the result of a valid combination of events and
   need not be logged.



+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| TRILL‑ECN  | CCE | Arriving TRILL 3‑bit|
|            |     | ECN codepoint name  |
+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Not‑ECT 00 |  0  | Not‑ECT             |
| ECT(1)  01 |  0  | ECT(1)              |
| ECT(0)  10 |  0  | ECT(0)              |
| NCCE    11 |  0  | CE                  |
| Not‑ECT 00 |  1  | CE                  |
| ECT(1)  01 |  1  | CE                  |
| ECT(0)  10 |  1  | CE                  |
| NCCE    11 |  1  | CE                  |
+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



   Table 3: Mapping of TRILL-ECN and CCE Fields to TRILL 3-bit ECN

                              Codepoint Name




4. TRILL Support for ECN Variants

   This section is informative, not normative.



   Section 3 specifies interworking between TRILL and the original
   standardized form of ECN in IP [RFC3168].



   The ECN wire protocol for TRILL (Section 2) has been designed to
   support the other known variants of ECN, as detailed below. New
   variants of ECN will have to comply with the guidelines for defining
   alternative ECN semantics [RFC4774]. It is expected that the TRILL
   ECN wire protocol is generic enough to support such potential future
   variants.






4.1 Pre-Congestion Notification (PCN)

   The PCN wire protocol [RFC6660] is recognised by the use of a PCN-
   compatible Diffserv codepoint in the IP header and a non-zero IP-ECN
   field. For TRILL or any lower layer protocol, equivalent traffic
   classification codepoints would have to be defined, but that is
   outside the scope of the current document.



   The PCN wire protocol is similar to ECN, except it indicates
   congestion with two levels of severity. It uses:



   o  11 (CE) as the most severe, termed the Excess-traffic-marked (ETM)
      codepoint



   o  01 ECT(1) as a lesser severity level, termed the Threshold-Marked
      (ThM) codepoint. (This difference between ECT(1) and ECT(0) only
      applies to PCN, not to the classic ECN support specified for TRILL
      in this document before Section 4.)



   To implement PCN on a transit RBridge would require a detailed
   specification. But in brief:



   o  the TRILL Critical Congestion Experienced (CCE) flag would be used
      for the Excess-Traffic-Marked (ETM) codepoint;



   o  ECT(1) in the TRILL-ECN field would be used for the Threshold-
      Marked codepoint.



   Then the ingress and egress behaviors defined in Section 3 would not
   need to be altered to ensure support for PCN as well as ECN.




4.2 Low Latency, Low Loss, Scalable Throughput (L4S)

   L4S is currently on the IETF's experimental track. An outline of how
   a transit TRILL RBridge would support L4S [ECNL4S] is given in
   Appendix A.




5. IANA Considerations

   IANA is requested to update the TRILL Extended Header Flags registry
   by replacing the lines for bits 9-13 and for bits 21-26 with the
   following:



Bits   Purpose                                       Reference
‑‑‑‑‑  ‑‑‑‑‑‑‑                                       ‑‑‑‑‑‑‑‑‑
 9‑11  available non‑critical hop‑by‑hop flags
12‑13  TRILL‑ECN (Explicit Congestion Notification)  [this doc]

21‑25  available critical ingress‑to‑egress flags
   26  Critical Congestion Experienced (CCE)         [this doc]




6. Security Considerations

   TRILL support of ECN is a straight forward combination of previously
   specified ECN and TRILL with no significnat new security
   considerations.



   For ECN tunneling security considerations, see [RFC6040].



   For general TRILL protocol security considerations, see [RFC6325].
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Appendix A. TRILL Transit RBridge Behavior to Support L4S

   The specification of the Low Latency, Low Loss, Scalable throughput
   (L4S) wire protocol for IP is given in [ECNL4S]. It is similar to the
   original ECN wire protoocl for IP [RFC3168], except:



   o  An AQM that supports L4S classifies packets with ECT(1) or CE in
      the IP header into an L4S queue and a "Classic" queue otherwise.



   o  the meaning of CE markings applied by an L4S queue is not the same
      as the meaning of a drop by a "Classic" queue (contrary to the
      original requirement for ECN [RFC3168]). Instead the likelihood
      that the Classic queue drops packets is defined as the square of
      the likelihood that the L4S queue marks packets (e.g. when there
      is a drop probability of 0.0009 (0.09%) the L4S marking
      probability will be 0.03 (3%)).



   This seems to present a problem for the way that a transit TRILL
   RBridge defers the choice between marking and dropping to the egress.
   Nonetheless, the following pseudocode outlines how a transit TRILL
   RBridge can implement L4S marking in such a way that the egress
   behavior already described in Section 3.3 for Classic ECN [RFC3168]
   will produce the desired outcome.



/* p is an internal variable calculated by any L4S AQM
 *  dependent on the delay being experienced in the Classic queue.
 * bit13 is the least significant bit of the TRILL‑ECN field
 */

% On TRILL transit
if (bit13 == 0 ) {
      % Classic Queue
      if (p > max(random(), random()) )
         mark(CCE)                         % likelihood: p^2

} else {
      % L4S Queue
      if (p > random() ) {
         if (p > random() )
            mark(CCE)                      % likelihood: p^2
         else
            mark(NCCE)                     % likelihood: p ‑ p^2
      }
}



   With the above transit behavior, an egress that supports ECN (Section
   3.3) will drop packets or propagate their ECN markings depending on
   whether the arriving inner header is from a non-ECN-capable or ECN-
   capable transport.



   Even if an egress has no L4S-specific logic of its own, it will drop
   packets with the square of the probability that an egress would if it
   did support ECN, for the following reasons:



   o Egress with ECN support:



      +  L4S: propagates both the Critical and Non-Critical CE marks
         (CCE & NCCE) as a CE mark.



            Likelihood: p^2 + p - p^2 = p



      +  Classic: Propagates CCE marks as CE or drop, depending on
         inner.



            Likelihood: p^2



   o Egress without ECN support:



      +  L4S: does not propagate NCCE as a CE mark, but drops CCE marks.



            Likelihood: p^2



      +  Classic: drops CCE marks.



            Likelihood: p^2
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1. Introduction


   [RFC6325]
 describes the way RBridges agree on the campus-wide minimum
   acceptable inter-RBridge MTU (Maximum Transmission Unit) size - the
   campus-wide "Sz" to ensure that link state flooding operates properly
   and all RBridges converge to the same link state. For the proper
   operation of TRILL IS-IS, all RBridges MUST format their LSPs to fit
   in the campus-wide Sz.




   [RFC7177]
 diagrams the state transitions of an adjacency. If MTU
   testing is enabled, "Link MTU size is successfully tested" is part of
   an event (event A6) causing the transition from "2-way" state to
   "Report" state for an adjacency. This means the link MTU testing of
   size X succeeds, and X is greater than or equal to the campus-wide Sz
   [RFC6325]. In other words, if this link cannot support an MTU of the
   campus-wide Sz, it will not be reported as part of the campus
   topology. While in this document, a new RECOMMENDED link-wide minimum
   inter-RBridge MTU size, Lz, is specified. By calculating a using Lz
   as specified herein, link-scoped PDUs can be formatted greater than
   the campus-wide Sz up to the link-wide minimum acceptable inter-
   RBridge MTU size potentially improving the efficiency of link
   utilization and speeding link state convergence.



   An optional TRILL MTU size testing algorithm is specified in Section
   3 as an efficient method to update the old MTU testing method
   described in Section 4.3.2 of [RFC6325] and in [RFC7177]. The new MTU
   size testing method specified in this document is backward compatible
   to the old one. Multicasting the MTU-probes is recommended when there
   are multiple RBridges on a link responding to the probing with MTU-
   ack [RFC7177]. The testing method and rules of this document are
   devised in a way to minimize the number of MTU probes for testing,
   which therefore reduces the number of multicast packets for MTU
   testing.




1.1. Conventions used in this document

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].




2. Link-Wide TRILL MTU Size

   This document specifies a new value "Lz" for the acceptable inter-
   RBridge link MTU size on a local link. Link-wide Lz is the minimum Lz
   supported between all RBridges on a specific link. If the link is
   usable, Lz will be greater than or equal to the campus-wide Sz MTU.
   Some TRILL IS-IS PDUs are exchanged only between neighbors instead of
   the whole campus. They are confined by the link-wide Lz instead of
   the campus-wide Sz. CSNPs and PSNPs are examples of such PDUs. These
   PDUs are exchanged just on the local link. (While TRILL IS-IS Hellos
   are also link local, they are always limited to 1470 bytes for
   robustness.)




   [RFC7356]
 defines the PDUs which support flooding scopes in addition
   to area-wide scope and domain-wide scope. As specified in
   [RFC6439bis], RBridges MUST support the Extended L1 Circuit-Scoped
   (E-L1CS) flooding scope LSP (FS-LSP). They use that flooding to
   exchange their maximally supportable value of "Lz". The smallest
   value of the Lz advertised by the RBridges on a link, but not less
   than Sz, is the link-wide Lz. An RBridge on a local link will be able
   to tell which other RBridges on that link support E-L1CS FS-LSPs
   because, as required by [RFC7780], all RBridges MUST include the
   Scoped Flooding Support TLV [RFC7356] in their TRILL Hellos.



   The maximum sized level 1 link-local PDU, such as PSNP or CSNP, which
   may be generated by a system is controlled by the value of the
   management parameter originatingL1SNPBufferSize. This value
   determines Lz. The TRILL APPsub-TLV shown in Figure 2.1 SHOULD be
   included in a TRILL GENINFO TLV [RFC7357] in an E-L1CS FS-LSP
   fragment zero. If it is missing from a fragment zero E-L1CS FS-LSP or
   there is no fragment zero E-L1CS FS-LSP, it is assumed that its
   originating IS is implicitly advertising its originatingSNPBufferSize
   value as Sz octets.



   E-L1CS FS-LSPs are link-local and can also be sent up to Lz in size
   but, for robustness, E-L1CS FS-LSP fragment zero MUST NOT exceed 1470
   bytes.



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type = tbd                    |   (2 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Length = 2                    |   (2 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| originatingSNPBufferSize      |   (2 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



             Figure 2.1: The originatingSNPBufferSize TLV.



   Type: set to originatingSNPBufferSize APPsubTLV (TRILL APPsub-TLV
   type tbd). Two bytes because this APPsub-TLV appears in an Extended
   TLV [RFC7356].



   Length: set to 2.



   originatingSNPBufferSize: the local value of
   originatingL1SNPBufferSize as an unsigned integer, limited in the
   range from 1470 to 65,535 bytes. (A value less than 1470 will be
   ignored.)




2.1. Operations

   Lz is reported using a originatingSNPBufferSize TLV that MUST occur
   in fragment zero of the RBridge's E-L1CS FS-LSP. An
   originatingSNPBufferSize APPsub-TLV occurring in any other fragment
   is ignored. If more than one originatingSNPBufferSize APPsub-TLV
   occurs in fragment zero, the one advertising the smallest value for
   originatingSNPBufferSize, but not less than 1470 bytes, is used.



       Lz:1800               Lz:1800
        +‑‑‑+         |         +‑‑‑+
        |RB1|(2000)‑‑‑|‑‑‑(2000)|RB2|
        +‑‑‑+         |         +‑‑‑+
                      |
Lz:1800               |
 +‑‑‑+               +‑‑+
 |RB3|(2000)‑‑‑(1700)|B1|
 +‑‑‑+               +‑‑+
                      |



   Figure 2.2: Link-wide Lz = 1800 v.s. tested link MTU size = 1700



   Even if all RBridges on a specific link have reached consensus on the
   value of link-wide Lz based on advertised originatingSNPBufferSize,
   it does not mean that these RBridges can safely exchange PDUs between
   each other. Figure 2.2 shows such a corner case. RB1, RB2 and RB3 are
   three RBridges on the same link and their Lz is 1800, so the link-
   wide Lz of this link is 1800. There is an intermediate bridge (say
   B1) between RB2 and RB3 whose port MTU size is 1700. If RB2 sends
   PDUs formatted in chunk of size 1800, it will be discarded by B1.



   Therefore the link MTU size SHOULD be tested. After the link MTU size
   of an adjacency is successfully tested, those link-local PDUs such as
   CSNPs, PSNPs and E-L1CS FS-LSPs will be formatted no greater than the
   tested link MTU size and will be safely transmitted on this link.



   As for campus-wide Sz, RBridges continue to propagate their
   originatingL1LSPBufferSize across the campus through the
   advertisement of LSPs as defined in Section 4.3.2 of [RFC6325]. The
   smallest value of Sz advertised by any RBridge, but not less than
   1470, will be deemed as the campus-wide Sz. Each RBridge formats
   their "campus-wide" PDUs, for example LSPs, not greater than what
   they determine as the campus-wide Sz.




3. Link MTU Size Testing


   [RFC7177]
 defines the event A6 as including "MTU test is successful"
   if the MTU testing is enabled. As described in Section 4.3.2 of
   [RFC6325], this is a combination of the following event and
   condition.



   Event: The link MTU size has been tested.



   Condition: The link can support the campus-wide Sz.



   This condition can be efficiently tested by the following "Binary
   Search Algorithm" and rules. The MTU-probe and MTU-ack PDUs are
   specified in Section 3 of [RFC7176].



   linkMtuSize, lowerBound, and upperBound are local integer variables.



   Step 0: RB1 sends an MTU-probe padded to the size of link-wide Lz.



   1) If RB1 successfully receives the MTU-ack from RB2 to the probe of
      the value of link-wide Lz within k tries (where k is a
      configurable parameter whose default is 3), link MTU size is set
      to the size of link-wide Lz and stop.



   2) RB1 tries to send an MTU-probe padded to the size 1470.



      a) If RB1 fails to receive an MTU-ack from RB2 after k tries, RB1
         sets the "failed minimum MTU test" flag for RB2 in RB1's Hello
         and stop.



      b) Link MTU size is set to 1470, lowerBound is set to 1470,
         upperBound is set to the link-wide Lz, linkMtuSize is set to
         [(lowerBound + upperBound)/2] (Operation "[...]" returns the
         fraction-rounded-up integer.).



   Step 1: RB1 tries to send an MTU-probe padded to the size
   linkMtuSize.



   1) If RB1 fails to receive an MTU-ack from RB2 after k tries:



         upperBound is set to linkMtuSize and linkMtuSize is set to
         [(lowerBound + upperBound)/2]



   2) If RB1 receives an MTU-ack to a probe of size linkMtuSize from
      RB2:



         link MTU size is set to linkMtuSize, lowerBound is set to
         linkMtuSize and linkMtuSize is set to [(lowerBound +
         upperBound)/2]



   3) If lowerBound >= upperBound or Step 1 has been repeated n times
      (where n is a configurable parameter whose default value is 5),
      stop.



   4) Repeat Step 1.



   MTU testing is only done in the Designated VLAN [RFC7177]. Since the
   execution of the above algorithm can be resource consuming, it is
   RECOMMENDED that the Designated RBRidge (DRB [RFC7177]) take the
   responsibility to do the testing.  Multicast MTU-probes are used
   instead of unicast when multiple RBridges are desired to respond with
   an MTU-ack on the link. The Binary Search Algorithm given here is a
   way to minimize the probing attempts; it reduces the number of
   multicast packets for MTU-probing.



   The following rules are designed to determine whether the
   aforementioned "Condition" holds.



   RBridges have figured out the upper bound and lower bound for the
   link MTU size from the execution of the above algorithm. If the
   campus-wide Sz is smaller than the lower bound or greater than the
   upper bound, RBridges can directly judge whether the link supports
   the campus-wide Sz without MTU-probing.



   (a) If "lowerBound" >= campus-wide Sz. This link can support campus-

       wide Sz.



   (b) Else if "upperBound" <= campus-wide Sz. This link cannot support

       campus-wide Sz.



   Otherwise, RBridges SHOULD test whether the link can support campus-
   wide Sz as in item (c) below. If they do not, the only safe
   assumption will be that the link cannot support Sz. This assumption,
   without testing, might rule out the use of a link that can, in fact,
   handle packets up to Sz. In the worst case, this might result in
   unnecessary network partition.



   (c) "lowerBound" < campus-wide Sz < "upperBound". RBridges probe the

       link with MTU-probe messages padded to campus-wide Sz. If an MTU-
       ack is received within k tries, this link can support campus-wide
       Sz. Otherwise, this link cannot support campus-wide Sz. Through
       this test, the lower bound and upper bound of link MTU size can
       be updated accordingly.




4. Refreshing Campus-Wide Sz

   RBridges may join or leave the campus, which may change the campus-
   wide Sz.



   1) Joining



      a) When a new RBridge joins the campus and its
         originatingL1LSPBufferSize is smaller than current campus-wide
         Sz, reporting its originatingL1LSPBufferSize in its LSPs will
         cause other RBridges decrease their campus-wide Sz. Then any
         LSP greater than the reduced Sz MUST be split and/or the LSP
         contents in the campus MUST be otherwise redistributed so that
         no LSP is greater than the new campus-wide Sz.



      b) If the joining RBridge's originatingL1LSPBufferSize is equal to
         or bigger than current campus-wide Sz, reporting its
         originatingL1LSPBufferSize will not change the campus-wide Sz.



   2) Leaving



      a) From the specification of the Joining process, we know it's
         non-applicable that an RBridge leaves the campus while its
         origiatingL1LSPBufferSize is smaller than the campus-wide Sz.



      b) When an RBridge leaves the campus and its
         origiatingL1LSPBufferSize equals to the campus-wide Sz, its
         LSPs are purged from the remaining campus after reaching MaxAge
         [IS-IS]. The campus-wide Sz MAY be recalculated and MAY
         increase. In other words, while in most cases RB1 ignores link
         state information for IS-IS unreachable RBridge RB2 [RFC7780],
         originatingL1LSPBufferSize is meaningful. Its value, even from
         IS-IS unreachable RBridges, is used in determining Sz. This
         updates [RFC7780].



      c) When an RBrige leaves the campus and its
         originatingL1LSPBufferSize is greater than the campus-wide Sz,
         this will not update Sz since Sz is determined by another
         RBridge with smaller originatingL1LSPBufferSize.



   Frequent LSP "re-sizing" is harmful to the stability of the TRILL
   campus, so, to avoid this, upward resizing SHOULD be dampened. When
   an upward resizing event is noticed by an RBridge, it is RECOMMENDED
   that a timer be set at that RBridge. This is a configurable
   parameter, LSPresizeTime, whose default value is 300 seconds. Before
   this timer expires, all subsequent upward resizing will be dampened
   (ignored). Of course, in a well-configured campus with all RBridges
   configured to have the same originatingL1LSPBufferSize, no resizing
   will be necessary. It does not matter if different RBridges have
   different dampening timers or some RBridges re-size upward more
   quickly than others.



   If the refreshed campus-wide Sz is smaller than the lower bound or



   greater than the upper bound of the tested link MTU size, the
   resource consuming link MTU size testing can be avoided according to
   rule (a) or (b) specified in Section 3. Otherwise, RBridges test the
   link MTU size according to rule (c).




5. Relationship between Port MTU, Lz and Sz

   When the port MTU of an RBridge is smaller than the local
   originatingL1SNPBufferSize of an RBridge (an inconsistent
   configuration), that port SHOULD be disabled and, in any case, an
   adjacency cannot be formed through such a port. On the other hand,
   when an RBridge receives an LSP or E-L1CS FS-LSP with size greater
   than the link-wide Lz or the campus-wide Sz but not greater than its
   port MTU size, this LSP is processed normally. If the size of an LSP
   is greater than the MTU size of a port over which it is to be
   propagated, this LSP MUST NOT be sent over the port and an
   LSPTooLargeToPropagate alarm shall be generated [IS-IS].




6. LSP Synchronization

   An RBridge participates in LSP synchronization on a link as soon as
   it has at least one adjacency on that link that has advanced to at
   least the 2-Way state [RFC7177]. On a LAN link, CSNP and PSNP PDUs
   are used for synchronization. On a point-to-point link, only PSNP are
   used.



   The CSNPs and PSNPs MUST be formatted in chunks of size at most the
   link-wide Lz but are processed normally if received larger than that.
   Since the link MTU size may not have been tested in the 2-Way state,
   link-wide Lz may be greater than the supported link MTU size. In that
   case, a CSNP or PSNP may be discarded. After the link MTU size is
   successfully tested, RBridges will begin to format these PDUs in the
   size no greater than that MTU, therefore these PDUs will eventually
   get through.



   Note that the link MTU size is frequently greater than the campus-
   wide Sz. Link-local PDUs are limited in the size by the link MTU size
   rather than the campus-wide Sz, which, when Lz is greater than Sz,
   promises a reduction in the number of PDUs and a faster LSP
   synchronization process.




7. Recommendations for Traffic Link MTU Size Testing

   Campus-wide Sz and link-wide Lz are used to limit the size of most
   TRILL IS-IS PDUs. They are different from the MTU size restricting
   the size of TRILL Data packets. The size of a TRILL Data packet is
   restricted by the physical MTU of the ports and links the packet
   traverses. It is possible that a TRILL Data packet successfully gets
   through the campus but its size is greater than the campus-wide Sz or
   link-wide Lz values.



   The algorithm defined for link MTU size testing can also be used in
   TRILL traffic MTU size testing; in that case the link-wide Lz used in
   that algorithm is replaced by the port MTU of the RBridge sending MTU
   probes. The successfully tested size X MAY be advertised as an
   attribute of this link using MTU sub-TLV defined in [RFC7176].



   Unlike RBridges, end stations do not participate in the exchange of
   TRILL IS-IS PDUs, therefore they cannot grasp the traffic link MTU
   size from a TRILL campus automatically. An operator may collect these
   values using network management tools such as TRILL ping or
   TraceRoute. Then the path MTU can be set as the smallest tested link
   MTU on this path and end stations should not generate frames that,
   when encapsulated as TRILL Data packets, exceed this path MTU.




8. Backwards Compatibility

   There can be a mixture of Lz-ignorant and Lz-aware RBridges on a
   link. This will act properly although it may not be as efficient as
   it would be if all RBridges on the link are Lz-aware.



   For an Lz-ignorant RBridge, TRILL IS-IS PDUs are always formatted not
   greater than the campus-wide Sz. Lz-aware RBridges as receivers can
   handle these PDUs since they cannot be greater than the link-wide Lz.



   For an Lz-aware RBridge, in the case that link-wide Lz is greater
   than campus-wide Sz, larger link-local TRILL IS-IS PDUs can be sent
   out to gain efficiencies. Lz-ignorant RBridges as receivers will have
   no problem handling them since the originatingL1LSPBufferSize value
   of these RBridges had been tested and the link-wide Lz is not greater
   than that value.



   An Lz-ignorant RBridge might not support the link MTU testing
   algorithm defined in Section 3 but could be using some algorithm just
   to test for Sz MTU on the link. In any case, if an RBridge per
   [RFC6325] receives an MTU-probe, it MUST respond with an MTU-ack
   padded to the same size as the MTU-probe.




9. Security Considerations

   This document raises no new security issues for TRILL. For general
   and adjacency related TRILL security considerations, see [RFC6325]
   and [RFC7177].




10. Additions to Configuration

   Implementation of the features specified in this document adds two
   RBridge configuration parameters as follows:




10.1. Per RBridge Configuration

   Each RBridge implementing the RECOMMENDED LSP re-sizing damping
   strategy specified in Section 4 has an LSPresizeTime parameter that
   is an integer in the range of 0-65,535 which defaults to 300. It is
   the number of seconds for which an RBridge determines that Sz has
   increased before it will create any LSP or E-L1FS FS-LSP fragments.




10.2. Per RBridge Port Configuration

   Each RBridge port on which the calculation and use of Lz is
   implemented has an originatingL1SNPBufferSize parameter that is an
   integer in the range of 1,470-65,535. This parameter defaults to the
   minimum of the size that the port can accommodate and the size link-
   local IS-IS PDU that the TRILL implementation can accommodate.




11. IANA Considerations

   IANA is requested to assign a new APPsub-TLV number from the range
   less than 256 in the "TRILL APPsub-TLV Types under IS-IS TLV 251
   Application Identifier 1" registry for the TRILL
   originatingSNPBufferSize sub-TLV defined in Section 2 of this
   document. The entry is as follows:



Type  Name                      Reference
‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
tbd   originatingSNPBufferSize  [this document]
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1. Introduction

   This document specifies extensions to the IETF TRILL (Transparent
   Interconnection of Lots of Links) protocol [RFC6325] [RFC7177]
   [RFC7780] to support multi-topology routing for both unicast and
   multi-destination traffic based on IS-IS (Intermediate System to
   Intermediate System, [IS-IS]) multi-topology [RFC5120].
   Implementation and use of multi-topology are optional and use
   requires configuration. It is anticipated that not all TRILL campuses
   will need or use multi-topology.



   This document updates [RFC7177] as specified in Section 3.1. This
   document updates numerous aspects of [RFC6325] including changing
   routing (Sections 3.3 and 3.4), address learning (Section 5.1), and
   distribution tree construction (Section 3.4), to take multi-topology
   into account.



   Multi-topology creates different topologies or subsets from a single
   physical TRILL campus topology. This is different from Data Labels
   (VLANs and Fine Grained Labels [RFC7172]). Data Labels specify
   communities of end stations and can be viewed as creating virtual
   topologies of end station connectivity. However, in a single topology
   TRILL campus, TRILL Data packets can use any part of the physical
   topology of TRILL switches and links between TRILL switches,
   regardless of the Data Label of that packet's payload. In a multi-
   topology TRILL campus, TRILL data packets in a topology are
   restricted to the TRILL switches and links that are in their topology
   but may still use any of the TRILL switches and links in their
   topology regardless of the Data Label of their payload.



   The essence of multi-topology behavior is that a multi-topology
   router classifies packets as to the topology within which they should
   be routed and uses logically different routing tables for different
   topologies.  If routers in the network do not agree on the topology
   classification of packets or links, persistent routing loops can
   occur. It is the responsibility of the network manager to
   consistently configure multi-topology to avoid such routing loops.



   The multi-topology TRILL extensions can be used for a wide variety of
   purposes, such as maintaining separate routing domains for isolated
   multicast or IPv6 islands, routing a class of traffic so that it
   avoids certain TRILL switches that lack some characteristic needed by
   that traffic, or making a class of traffic avoid certain links due to
   security, reliability, or other concerns.



   It is possible for a particular topology to not be fully connected,
   either intentionally or due to node or link failures or incorrect
   configuration. This results in two or more islands of that topology
   that cannot communicate. In such a case, end station connected in
   that topology to different islands will be unable to communicate with
   each other.



   Multi-topology TRILL supports regions of topology-ignorant TRILL
   switches as part of a multi-topology campus; however, such regions
   can only ingress to, egress from, or transit TRILL Data packets in
   the special base topology zero.






1.1 Terminology

   The terminology and acronyms of [RFC6325] are used in this document.
   Some of these are listed below for convenience along with some
   additional terms.



      campus - The name for a TRILL network, like "bridged LAN" is a

            name for a bridged network. It does not have any academic
            implication.



      DRB - Designated RBridge [RFC7177].



      FGL - Fine-Grained Labeling or Fine-Grained Labeled or Fine-

            Grained Label [RFC7172]. By implication, an "FGL TRILL
            switch" does not support MT.



      IS - Intermediate System [IS-IS].



      LSP - [IS-IS] Link State PDU (Protocol Data Unit). For TRILL this

            includes L1-LSPs and E-L1FS-LSPs [RFC7780].



      MT - Multi-Topology, this document and [RFC5120].



      MT TRILL Switch - A TRILL switch supporting the multi-topology

            feature specified in this document. An MT TRILL switch MUST
            support FGL in the sense that it MUST be FGL safe [RFC7172].



      RBridge - "Routing Bridge", an alternative name for a TRILL

            switch.



      TRILL - Transparent Interconnection of Lots of Links or Tunneled

            Routing in the Link Layer [RFC6325].



      TRILL Switch - A device implementing the TRILL protocol. TRILL

            switches are [IS-IS] Intermediate Systems (routers).



      VL - VLAN Labeling or VLAN Labeled or VLAN Label [RFC7172]. By

            implication, a "VL RBridge" or "VL TRILL switch" does not
            support FGL or MT.



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].




2. Topologies

   In TRILL multi-topology, a topology is a subset of the TRILL switches
   and of the links between TRILL switches in the TRILL campus. TRILL
   Data packets are constrained to the subset of switches and links
   corresponding to the packet's topology. TRILL multi-topology is based
   on [RFC5120] IS-IS multi-topology. See Appendix A for differences
   between TRILL multi-topology and [RFC5120].



   The zero topology is special as described in Section 2.1.  Sections
   2.2, 2.3, and 2.4 discuss the topology of links, TRILL switches, and
   TRILL Data packets respectively.






2.1 Special Topology Zero

   The zero topology is special as the default base topology.  All TRILL
   switches and links are considered to be in and MUST support topology
   zero.  Thus, for example, topology zero can be used for general TRILL
   switch access within a campus for management messages, BFD messages
   [RFC7175], RBridge Channel messages [RFC7178], and the like.






2.2 Links and Multi-Topology

   Multi-topology TRILL switches advertise the topologies for which they
   are willing to send and receive TRILL Data packets on a port by
   listing those topologies in one or more MT TLVs [RFC5120] appearing
   in every TRILL Hello [RFC7177] they send out that port, except that
   they MUST handle topology zero, which it is optional to list.



A link is only usable for TRILL Data packets in non‑zero topology T
if
(1) all TRILL switch ports on the link advertise topology T support
    in their Hellos and
(2) if any TRILL switch port on the link requires explicit TRILL Data
    packet topology labeling (see Section 2.4) every other TRILL
    switch port on the link is capable of generating explicit packet
    topology labeling.






2.3 TRILL Switches and Multi-Topology

   A TRILL switch advertises the topologies that it supports by listing
   them in one or more MT TLVs [RFC5120] in its LSP except that it MUST
   support topology zero which is optional to list. For robust and rapid
   flooding, MT TLV(s) SHOULD be advertised in core LSP fragment zero.
   There is no "MT capability bit". A TRILL switch advertises that it is
   MT capable by advertising in its LSP support for any topology or
   topologies with the MT TLV, even if it just explicitly advertises
   support for topology zero.






2.4 TRILL Data Packets and Multi-Topology

   The topology of a TRILL Data packet is commonly determined from
   either (1) some field or fields present in the packet itself or (2)
   the port on which the packet was received; however optional explicit
   topology labeling of TRILL Data packets is also proved. This can be
   included in the data labeling area of TRILL Data packets as specified
   below.



   Examples of fields that might be used to determine topology are
   values or ranges of values of the payload VLAN or FGL [RFC7172],
   packet priority, IP version (IPv6 versus IPv4) or IP protocol,
   Ethertype, unicast versus multi-destination payload, IP
   Differentiated Services Code Point (DSCP) bits, or the like.



   "Multi-topology" does not apply to TRILL IS-IS packets or to link
   level control frames. Those messages are link local and can be
   thought of as being above all topologies. "Multi-topology" only
   applies to TRILL Data packets.






2.4.1 Explicit Topology Labeling Support

   Support of the topology label is optional.  Support could depend on
   port hardware and is indicated by a two-bit capability field in the
   Port TRILL Version sub-TLV [RFC7176] appearing in the Port
   Capabilities TLV in Hellos. If there is no Port TRILL Capabilities
   sub-TLV in a Hello, then it is assumed that explicit topology
   labeling is not supported on that port. See the table below for the
   meaning of values of the Explicit Topology capability field:



Value   Meaning
‑‑‑‑‑   ‑‑‑‑‑‑‑
 0   No support. Cannot send TRILL Data packets with an explicit
     topology label and will likely treat as erroneous and discard
     any TRILL Data packet received with a topology label. Such a
     port is assumed to have the ability and configuration to
     correctly classify TRILL data packets into all topologies for
     which it is advertising support in its Hellos, either by
     examining those packets or because they are arriving at that
     port.
 1   Capable of inserting an explicit topology label in TRILL Data

     packets sent and tolerant of such labels in received TRILL
     Data packets. Such a port is capable, for all of the
     topologies it supports, of determining TRILL Data packet
     topology without an explicit label. Thus it does not require
     such a label in received TRILL Data packets. On receiving a
     packet whose explicit topology label differs from the port's
     topology determination for that packet, the TRILL switch MUST
     discard the packet.
 2 and 3   Requires an explicit topology label in received TRILL
     Data packets except for topology zero. Any TRILL Data packets
     received without such a label is classified as being in
     topology zero.  Also capable of inserting an explicit
     topology label in TRILL Data packets sent.  (Values 2 and 3
     are treated the same, which is the same as saying that if the
     2 bit is on, the 1 bit is ignored.)



   A TRILL switch advertising in a Hello on Port P support for topology
   T but not advertising in those Hellos that it requires explicit
   topology labeling is assumed to have the ability and configuration to
   correctly classify TRILL Data packets into topology T by examination
   of those TRILL Data packets and/or by using the fact that they are
   arriving at port P.



   When a TRILL switch transmits a TRILL Data packet onto a link, if any
   other TRILL switch on that link requires explicit topology labeling,
   an explicit topology label MUST be included unless the TRILL data
   packet is in topology zero in which case an explicit topology label
   MAY be included. If a topology label is not so required but all other
   TRILL switches on that link support explicit topology labeling, then
   such a label MAY be included.






2.4.2 The Explicit Topology Label

   This section specifies the explicit topology label. Its use by TRILL
   is specified in Section 2.4.3. This label may be used by other
   technologies besides TRILL.  The MT label is structured as follows:



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|     MT Ethertype TBD          | V | R |         MT‑ID         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                            Figure 1. MT Label



   where the fields are as follows:



     MT Ethertype - The MT label Ethertype (see Section 6.1).



V ‑  The version number of the MT label. This document specifies
    version zero.

R ‑  A 2‑bit reserved field that MUST be sent as zero and ignored
    on receipt.



     MT-ID - The 12-bit topology using the topology number space of the

         MT TLV [RFC5120].






2.4.3 TRILL Use of the MT Label

   With the addition of the MT label, the four standardized content
   varieties for the TRILL Data packet data labeling area (the area
   after the Inner.MacSA (or Flag Word if the Flag Word is present
   [RFC7780]) and before the payload) are as show below.  {PRI, D} is a
   3-bit priority and a drop eligibility indicator bit [RFC7780].  All
   MT TRILL switches MUST support FGL, in the sense of being FGL safe
   [RFC7172], and thus MUST support all four data labeling area contents
   shown below.



   1. C-VLAN [RFC6325]



                     1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  C‑VLAN = 0x8100              | PRI |D|  VLAN ID              |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   2. FGL [RFC7172]



                     1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  FGL = 0x893B                 | PRI |D|  FGL High Part        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  FGL = 0x893B                 | PRI |D|  FGL Low Part         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   3. MT C-VLAN [this document]



                     1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  MT Ethertype = TBD           | 0 | R |  MT‑ID                |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  C‑VLAN = 0x8100              | PRI |D|  VLAN ID              |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   4. MT FGL [this document] [RFC7172]



                     1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  MT Ethertype = TBD           | 0 | R |  MT‑ID                |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  FGL = 0x893B                 | PRI |D|  FGL High Part        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  FGL = 0x893B                 | PRI |D|  FGL Low Part         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Inclusion or use of S-VLAN or further stacked tags are beyond the
   scope of this document but, as stated in [RFC6325], are obvious
   extensions.




3. TRILL Multi-Topology Adjacency and Routing

   Routing calculations in IS-IS are based on adjacency. Section 3.1
   specifies multi-topology updates to the TRILL adjacency specification
   [RFC7177].  Section 3.2 describes the handling of nicknames.
   Sections 3.3 and 3.4 specify how unicast and multi-destination TRILL
   multi-topology routing differ from the TRILL base protocol routing.






3.1 Adjacency (Updates to RFC 7177)

   There is no change in the determination or announcement of adjacency
   for topology zero which is as specified in [RFC7177].  When a
   topology zero adjacency reaches the Report state as specified in
   [RFC7177], the adjacency is announced in core LSPs using the Extended
   Intermediate System Reachability TLV (#22). This will be compatible
   with any legacy topology-ignorant RBridges that might not support E-
   L1FS FS-LSPs [RFC7780].



   Adjacency is announced for non-zero topologies in LSPs using the MT
   Reachable Intermediate Systems TLV (#222) as specified in [RFC5120].
   A TRILL switch reports adjacency for non-zero topology T if and only
   if that adjacency is in the Report state [RFC7177] and the two
   conditions listed in Section 2.2 are true, namely:



   1. All the ports on the link are announcing support of topology T.



   2. If any port announces that it requires explicit topology labeling
      (Explicit Topology capability field value 2 or 3), all other ports
      advertise that they are capable of producing such labeling
      (Explicit Topology capability field value of 1, 2, or 3).






3.2 TRILL Switch Nicknames

   TRILL switches are usually identified within the TRILL protocol (for
   example in the TRILL Header) by nicknames [RFC6325] [RFC7780].  Such
   nicknames can be viewed as simply 16-bit abbreviation for a TRILL
   switch's (or pseudo-node's) 7-byte IS-IS System ID. A TRILL switch or
   pseudo-node can have more than one nickname, each of which identifies
   it.



   Nicknames are common across all topologies, just as IS-IS System IDs
   are. Nicknames are determined as specified in [RFC6325] and [RFC7780]
   using only the Nickname sub-TLVs appearing in Router Capabilities
   TLVs (#242) advertised by TRILL switches. In particular, the nickname
   allocation algorithm ignores Nickname sub-TLVs that appear in MT
   Router Capability TLVs (#144). (However, nickname sub-TLVs that
   appear in MT Router Capability TLVs with a non-zero topology do
   affect the choice of distribution tree roots as described in Section
   3.4.1.)



   To minimize transient inconsistencies, all Nickname sub-TLVs
   advertised by a TRILL switch for a particular nickname, whether in
   Router Capability or MT Router Capability TLVs, SHOULD appear in the
   same LSP PDU. If that is not the case, then all LSP PDUs in which
   they do occur SHOULD be flooded as an atomic action.






3.3 TRILL Unicast Routing

   TRILL Data packets being TRILL unicast (those with TRILL Header M bit
   = 0) are routed based on the egress nickname using logically separate
   forwarding tables per topology T where each such table has been
   calculated based on least cost routing within T, that is, only using
   links and nodes that support T.  Thus, the next hop when forwarding
   TRILL Data packets is determined by a lookup logically based on
   {topology, egress nickname}.






3.4 TRILL Multi-Destination Routing

   TRILL sends multi-destination data packets (those packets with TRILL
   Header M bit = 1) over a distribution tree. Trees are designated by
   nicknames that appear in the "egress nickname" field of multi-
   destination TRILL Data packet TRILL Headers. To constrain multi-
   destination packets to a topology T and still distribute them
   properly requires the use of a distribution tree constrained to T.
   Handling such TRILL Data packets and distribution trees in TRILL MT
   is as described in the subsections below.






3.4.1 Distribution Trees

   General provisions for distribution trees and how those trees are
   determined are as specified in [RFC6325], [RFC7172], and [RFC7780].
   The distribution trees for topology zero are determined as specified
   in those references and are the same as they would be with topology-
   ignorant TRILL switches.



   The TRILL distribution tree construction and packet handling for some
   non-zero topology T are determine as specified in [RFC6325],
   [RFC7172], and [RFC7780] with the following changes:



      o  As specified in [RFC5120], only links usable with topology T
         TRILL Data packets are considered when building a distribution
         tree for topology T. As a result, such trees are automatically
         limited to and separately span every internally connected
         island of topology T.  In other words, if non-zero topology T
         consists of disjoint islands, each distribution tree
         construction for topology T is local to one such island.



      o  Only the Nickname sub-TLV, Trees sub-TLV, Tree Identifiers sub-
         TLV, and Trees Used sub-TLV occurring in an MT Router
         Capabilities TLV (#144) specifying topology T are used in
         determining the tree root(s), if any, for a connected area of
         non-zero topology T.



         +  There may be non-zero topologies with no multi-destination
            traffic or, as descried in [RFC5120], even topologies with
            no traffic at all. For example, if only known destination
            unicast IPv6 TRILL Data packets were in topology T and all
            multi-destination IPv6 TRILL Data packets were in some other
            topology, there would be no need for a distribution tree for
            topology T.  For this reasons, a Number of Trees to Compute
            of zero in the Trees sub-TLV for the TRILL switch holding
            the highest priority to be a tree root for a non-zero
            topology T is honored and causes no distribution trees to be
            calculated for non-zero topology T. This is different from
            the base topology zero where, as specified in [RFC6325], a
            zero Number of Trees to Compute causes one tree to be
            computed.



      o  Nicknames are allocated as described in Section 3.2.  If a
         TRILL switch advertising that it provides topology T service
         holds nickname N, the priority of N to be a tree root is given
         by the tree root priority field of the Nickname sub-TLV that
         has N in its nickname field and occurs in a topology T MT
         Router Capabilities TLV advertised by that TRILL switch. If no
         such Nickname sub-TLV can be found, the priority of N to be a
         tree root is the default for an FGL TRILL switch as specified
         in [RFC7172].



         +  There could be multiple topology T Nickname sub-TLVs for N
            being advertised for a particular RBridge or pseudo-node,
            due to transient conditions or errors. In that case, any
            advertised in a core LSP PDU are preferred to those
            advertised in an E-L1FS FS-LSP PDU. Within those categories,
            the one in the lowest numbered fragment is used and if there
            are multiple in that fragment, the one with the smallest
            offset from the beginning of the PDU is used.



      o  Tree pruning for topology T uses only the Interested VLANs sub-
         TLVs and Interested Labels sub-TLVs [RFC7176] advertised in MT



         Router Capabilities TLVs for topology T.



   An MT TRILL switch MUST have logically separate routing tables per
   topology for the forwarding of multi-destination traffic.






3.4.2 Multi-Access Links

   Multi-destination TRILL Data packets are forwarded on broadcast
   (multi-access) links in such a way as to be received by all other
   TRILL switch ports on the link. For example, on Ethernet links they
   are sent with a multicast Outer.MacDA [RFC6325]. Care must be taken
   that a TRILL Data packet in a non-zero topology is only forwarded by
   an MT TRILL switch.



   For this reason, a non-zero topology TRILL Data packet MUST NOT be
   forwarded onto a link unless the link meets the requirements
   specified in Section 2.2 for use in that topology even if there are
   one or more MT TRILL switch ports on the link.




4. Mixed Links

   There might be any combination of MT, FGL, or even VL TRILL switches
   [RFC7172] on a link. DRB (Designated RBridge) election and Forwarder
   appointment on the link work as previously specified in [rfc6439bis]
   and [RFC7177]. It is up to the network manager to configure and
   manage the TRILL switches on a link so that the desired switch is DRB
   and the desired switch is the Appointed Forwarder for the appropriate
   VLANs.



   Frames ingressed by MT TRILL switches can potentially be in any
   topology recognized by the switch and permitted on the ingress port.
   Frames ingressed by VL or FGL TRILL switches can only be in the base
   zero topology. Because FGL and VL TRILL switches do not understand
   topologies, all occurrences of the following sub-TLVs MUST occur only
   in MT Port Capability TLVs with a zero MT-ID. Any occurrence of these
   sub-TVLs in an MT Port Capability TLV with a nonzero MT-ID is
   ignored.



Special VLANs and Flags Sub‑TLV
Enabled‑VLANs Sub‑TLV
Appointed Forwarders Sub‑TLV
VLANs Appointed Sub‑TLV



   Native frames cannot be explicitly labeled (see Section 2.4) as to
   their topology.




5. Other Multi-Topology Considerations


5.1 Address Learning

   The learning of end station MAC addresses is per topology as well as
   per label (VLAN or FGL). The same MAC address can occur within a
   TRILL campus for different end stations that differ only in topology
   without confusion.






5.1.1 Data Plane Learning

   End station MAC addresses learned from ingressing native frames or
   egressing TRILL Data packets are, for MT TRILL switches, qualified by
   topology. That is, either the topology into which that TRILL switch
   classified the ingressed native frame or the topology that the
   egressed TRILL Data frame was in.






5.1.2 Multi-Topology ESADI

   In an MT TRILL switch, ESADI [RFC7357] operates per label (VLAN or
   FGL) per topology.  Since ESADI messages appear, to transit TRILL
   switches, like normal multi-destination TRILL Data packets, ESADI
   link state databases and ESADI protocol operation are per topology as
   well as per label and local to each area of multi-destination TRILL
   data connectivity for that topology.






5.2 Legacy Stubs

   Areas of topology ignorant TRILL switches can be connected to and
   become part of an MT TRILL campus but will only be able to ingress
   to, transit, or egress from topology zero TRILL Data packets.






5.3 RBridge Channel Messages

   RBridge Channel messages [RFC7178], such as BFD over TRILL [RFC7175]
   appear, to transit TRILL switches, like normal multi-destination
   TRILL Data packets. Thus, they have a topology and, if that topology
   is non-zero, are constrained by topology like other TRILL Data
   packets. Generally, when sent for network management purposes, they
   are sent in topology zero to avoid such constraint.




5.4 Implementations Considerations

   MT is an optional TRILL switch capability.



   Experience with the actual deployment of Layer 3 IS-IS MT [RFC5120]
   indicates that a single router handling more than eight topologies is
   rare.  There may be many more than eight distinct topologies in a
   routed area, such as a TRILL campus, but in that case many of these
   topologies will be handled by disjoint sets of routers and/or links.



   Based on this deployment experience, a TRILL switch capable of
   handling 8 or more topologies can be considered a full implementation
   while a TRILL switch capable of handling 4 topologies can be
   considered a minimal implementation but still useful under some
   circumstances.




6. Allocation Considerations

   IEEE Registration Authority and IANA considerations are given below.






6.1 IEEE Registration Authority Considerations

   The IEEE Registration Authority will be requested to allocate a new
   Ethertype for the MT label (see Section 2.4).






6.2 IANA Considerations

   IANA is requested to assign a field of two adjacent bits TBD from
   bits 14 through 31 of the Capabilities bits of the Port TRILL Version
   Sub-TLV for the Explicit Topology capability field and update the
   "PORT-TRILL-VER Capability Bits" registry as follows [shown with the
   suggested bits 14 and 15]:



 Bit     Description                 Reference
‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑    ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
14‑15   Topology labeling support    [this document]




7. Security Considerations

   Multiple topologies are sometimes used for the isolation or security
   of traffic. For example, if some links were more likely than others
   to be subject to adversarial observation it might be desirable to
   classify certain sensitive traffic in a topology that excluded those
   links.



   Delivery of data originating in one topology outside of that topology
   is generally a security policy violation to be avoided at all
   reasonable costs. Using IS-IS security [RFC5310] on all IS-IS PDUs
   and link security appropriate to the link technology on all links
   involved, particularly those between RBridges, supports the avoidance
   of such violations.



   For general TRILL security considerations, see [RFC6325].
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Appendix A: Differences from RFC 5120

   TRILL multi-topology, as specified in this document, differs from RFC
   5120 as follows:



   1. [RFC5120] provides for unicast multi-topology. This document
      extends that to cover multi-destination TRILL data distribution
      (see Section 3.4).



   2. [RFC5120] assumes the topology of data packets is always
      determined implicitly, that is, based on the port over which the
      packets are received and/or pre-existing fields within the packet.
      This document supports such implicit determination but extends
      this by providing for optional explicit topology labeling of data
      packets (see Section 2.4).



   3. [RFC5120] makes support of the default topology zero optional for
      MT routers and links. For simplicity and ease in network
      management, this document requires all TRILL switches and links
      between TRILL switches to support topology zero (see Section 2.1).
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1. Introduction

   TRILL multilevel techniques are designed to improve TRILL scalability
   issues. As described in [MultiL], there have been two proposed
   approaches. One approach, which is referred as the "unique nickname"
   approach, gives unique nicknames to all the TRILL switches in the
   multilevel campus, either by having the Level-1/Level-2 border TRILL
   switches advertise which nicknames are not available for assignment
   in the area, or by partitioning the 16-bit nickname into an "area"
   field and a "nickname inside the area" field.  The other approach,
   which is referred as the "aggregated nickname" approach, involves
   assigning nicknames to the areas, and allowing nicknames to be reused
   in different areas, by having the border TRILL switches rewrite the
   nickname fields when entering or leaving an area.



   The approach specified in this document is different from both
   "unique nickname" and "aggregated nickname" approach. In this
   document, the nickname of an area border RBridge is used in both
   Level 1 (L1) and Level 2 (L2). No additional nicknames are assigned
   to the L1 areas. Each L1 area is denoted by the group of all
   nicknames of those border RBridges of the area. For this approach,
   nicknames in L2 MUST be unique but nicknames inside different L1
   areas MAY be reused. The use of the approach specified in this
   document in one L1 area does not prohibit the use of other approaches
   in other L1 areas in the same TRILL campus.




2. Acronyms and Terminology

   Data Label: VLAN or FGL Fine-Grained Label (FGL)



   IS-IS: Intermediate System to Intermediate System [IS-IS]



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].



   Familiarity with [RFC6325] is assumed in this document.




3. Nickname Handling on Border RBridges

   This section provides an illustrative example and description of the
   border learning border RBridge nicknames.



        Area {2,20}             level 2             Area {3,30}
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+     +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+     +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|                   |     |                 |     |              |
| S‑‑RB27‑‑‑Rx‑‑Rz‑‑‑‑RB2‑‑‑Rb‑‑‑Rc‑‑Rd‑‑‑Re‑‑RB3‑‑‑Rk‑‑RB44‑‑‑D |
|     27            |     |                 |     |     44       |
|                 ‑‑‑‑RB20‑‑‑             ‑‑‑‑RB30‑‑‑            |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+     +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+     +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



          Figure 1: An Example Topology for TRILL Multilevel



   In Figure 1, RB2, RB20, RB3 and RB30 are area border TRILL switches
   (RBridges). Their nicknames are 2, 20, 3 and 30 respectively. Area
   border RBridges use the set of border nicknames to denote the L1 area
   that they are attached to. For example, RB2 and RB20 use nicknames
   {2,20} to denote the L1 area on the left.



   A source S is attached to RB27 and a destination D is attached to



   RB44. RB27 has a nickname, say 27, and RB44 has a nickname, say 44
   (and in fact, they could even have the same nickname, since the TRILL
   switch nickname will not be visible outside these Level 1 areas).




3.1. Actions on Unicast Packets

   Let's say that S transmits a frame to destination D and let's say
   that D's location is learned by the relevant TRILL switches already.
   These relevant switches have learned the following:



1) RB27 has learned that D is connected to nickname 3.
2) RB3 has learned that D is attached to nickname 44.



   The following sequence of events will occur:



   -  S transmits an Ethernet frame with source MAC = S and destination
      MAC = D.



   -  RB27 encapsulates with a TRILL header with ingress RBridge = 27,
      and egress RBridge = 3 producing a TRILL Data packet.



   -  RB2 and RB20 have announced in the Level 1 IS-IS instance in area
      {2,20}, that they are attached to all those area nicknames,
      including {3,30}. Therefore, IS-IS routes the packet to RB2 (or
      RB20, if RB20 on the least-cost route from RB27 to RB3).



   -  RB2, when transitioning the packet from Level 1 to Level 2,
      replaces the ingress TRILL switch nickname with its own nickname,
      so replaces 27 with 2. Within Level 2, the ingress RBridge field
      in the TRILL header will therefore be 2, and the egress RBridge
      field will be 3. (The egress nickname MAY be replaced with an area
      nickname selected from {3,30}. See Section 4 for the detail of the
      selection method. Here, suppose nickname 3 is used.) Also RB2
      learns that S is attached to nickname 27 in area {2,20} to
      accommodate return traffic. RB2 SHOULD synchronize with RB20 using
      ESADI protocol [RFC7357] that MAC = S is attached to nickname 27.



   -  The packet is forwarded through Level 2, to RB3, which has
      advertised, in Level 2, its L2 nickname as 3.



   -  RB3, when forwarding into area {3,30}, replaces the egress
      nickname in the TRILL header with RB44's nickname (44). (The
      ingress nickname MAY be replaced with an area nickname selected
      from {2,20}. See Section 4 for the detail of the selection method.
      Here, suppose nickname 2 is selected.) So, within the destination
      area, the ingress nickname will be 2 and the egress nickname will
      be 44.



   -  RB44, when decapsulating, learns that S is attached to nickname 2,
      which is one of the area nicknames of the ingress.




3.2. Actions on Multi-Destination Packets

   Distribution trees for flooding of multi-destination packets are
   calculated separately within each L1 area and L2. When a multi-
   destination packet arrives at the border, it needs to be transitioned
   either from L1 to L2, or from L2 to L1. All border RBridges are
   eligible for Level transition. However, for each multi-destination
   packet, only one of them acts as the Designated Border RBridge (DBRB)
   to do the transition while other non-DBRBs MUST drop the received
   copies. All border RBridges of an area SHOULD agree on a pseudorandom
   algorithm and locally determine the DBRB as they do in the "Per-flow
   Load Balancing" section. It's also possible to implement a certain
   election protocol to elect the DBRB. However, such kind of
   implementations are out the scope of this document.



   As per [RFC6325], multi-destination packets can be classified into
   three types: unicast packet with unknown destination MAC address
   (unknown-unicast packet), multicast packet and broadcast packet. Now
   suppose that D's location has not been learned by RB27 or the frame
   received by RB27 is recognized as broadcast or multicast. What will
   happen, as it would in TRILL today, is that RB27 will forward the
   packet as multi-destination, setting its M bit to 1 and choosing an
   L1 tree, flooding the packet on the distribution tree, subject to
   possible pruning.



   When the copies of the multi-destination packet arrive at area border
   RBridges, non-DBRBs MUST drop the packet while the DBRB, say RB2,
   needs to do the Level transition for the multi-destination packet.
   For a unknown-unicast packet, if the DBRB has learnt the destination
   MAC address, it SHOULD convert the packet to unicast and set its M
   bit to 0. Otherwise, the multi-destination packet will continue to be
   flooded as multicast packet on the distribution tree. The DBRB
   chooses the new distribution tree by replacing the egress nickname
   with the new root RBridge nickname. The following sequence of events
   will occur:



   -  RB2, when transitioning the packet from Level 1 to Level 2,
      replaces the ingress TRILL switch nickname with its own nickname,
      so replaces 27 with 2. RB2 also needs to replace the egress
      RBridge nickname with the L2 tree root RBridge nickname, say 2. In
      order to accommodate return traffic, RB2 records that S is
      attached to nickname 27 and SHOULD use ESADI protocol to
      synchronize this attachment information with other border RBridges
      (say RB20) in the area.



   -  RB20, will receive the packet flooded on the L2 tree by RB2. It is
      important that RB20 does not transition this packet back to L1 as
      it does for a multicast packet normally received from another
      remote L1 area. RB20 should examine the ingress nickname of this
      packet. If this nickname is found to be a border RBridge nickname
      of the area {2,20}, RB2 must not forwarded the packet into this
      area.



   -  The packet is flooded on the Level 2 tree to reach both RB3 and
      RB30. Suppose RB3 is the selected DBRB. The non-DBRB RB30 will
      drop the packet.



   -  RB3, when forwarding into area {3,30}, replaces the egress
      nickname in the TRILL header with the root RBridge nickname, say
      3, of the distribution tree of L1 area {3,30}. (Here, the ingress
      nickname MAY be replaced with an area nickname selected from
      {2,20} as specified in Section 4.) Now suppose that RB27 has
      learned the location of D (attached to nickname 3), but RB3 does
      not know where D is. In that case, RB3 must turn the packet into a
      multi-destination packet and floods it on the distribution tree of
      L1 area {3,30}.



   -  RB30, will receive the packet flooded on the L1 tree by RB3. It is
      important that RB30 does not transition this packet back to L2.
      RB30 should also examine the ingress nickname of this packet. If
      this nickname is found to be an L2 border RBridge nickname, RB30
      must not transition the packet back to L2.



   -  The multicast listener RB44, when decapsulating the received
      packet, learns that S is attached to nickname 2, which is one of
      the area nicknames of the ingress.




4. Per-flow Load Balancing

   Area border RBridges perform ingress/egress nickname replacement when
   they transition TRILL data packets between Level 1 and Level 2. This
   nickname replacement enables the per-flow load balance which is
   specified as follows.




4.1. Ingress Nickname Replacement

   When a TRILL data packet from other areas arrives at an area border
   RBridge, this RBridge MAY select one area nickname of the ingress to
   replace the ingress nickname of the packet. The selection is simply
   based on a pseudorandom algorithm as defined in Section 5.3 of
   [RFC7357]. With the random ingress nickname replacement, the border
   RBridge actually achieves a per-flow load balance for returning
   traffic.



   All area border RBridges in an L1 area MUST agree on the same
   pseudorandom algorithm. The source MAC address, ingress area
   nicknames, egress area nicknames and the Data Label of the received
   TRILL data packet are candidate factors of the input of this
   pseudorandom algorithm. Note that the value of the destination MAC
   address SHOULD be excluded from the input of this pseudorandom
   algorithm, otherwise the egress RBridge will see one source MAC
   address flip flopping among multiple ingress RBridges.




4.2. Egress Nickname Replacement

   When a TRILL data packet originated from the area arrives at an area
   border RBridge, this RBridge MAY select one area nickname of the
   egress to replace the egress nickname of the packet. By default, it
   SHOULD choose the egress area border RBridge with the least cost
   route to reach. The pseudorandom algorithm as defined in Section 5.3
   of [RFC7357] may be used as well. In that case, however, the ingress
   area border RBridge may take the non-least-cost Level 2 route to
   forward the TRILL data packet to the egress area border RBridge.




5. Protocol Extensions for Discovery


5.1. Discovery of Border RBridges in L1

   The following Level 1 Border RBridge APPsub-TLV will be included in
   an E-L1FS FS-LSP fragment zero [RFC7180bis] as an APPsub-TLV of the
   TRILL GENINFO-TLV. Through listening to this Appsub-TLV, an area
   border RBridge discovers all other area border RBridges in this area.



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type = L1‑BORDER‑RBRIDGE      | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Length                        | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Sender Nickname               | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   o  Type: Level 1 Border RBridge (TRILL APPsub-TLV type tbd1)



   o  Length: 2



   o  Sender Nickname: The nickname the originating IS will use as the
      L1 Border RBridge nickname. This field is useful because the
      originating IS might own multiple nicknames.




5.2. Discovery of Border RBridge Sets in L2

   The following APPsub-TLV will be included in an E-L2FS FS-LSP



   fragment zero [RFC7180bis] as an APPsub-TLV of the TRILL GENINFO-TLV.
   Through listening to this APPsub-TLV in L2, an area border RBridge
   discovers all groups of L1 border RBridges and each such group
   identifies an area.



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type = L1‑BORDER‑RB‑GROUP     | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Length                        | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| L1 Border RBridge Nickname 1  | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| ...                           |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| L1 Border RBridge Nickname k  | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   o  Type: Level 1 Border RBridge Group (TRILL APPsub-TLV type tbd2)



   o  Length: 2 * k. If length is not a multiple of 2, the APPsub-TLV is
      corrupt and MUST be ignored.



   o  L1 Border RBridge Nickname: The nickname that an area border
      RBridge uses as the L1 Border RBridge nickname. The L1-BORDER-RB-
      GROUP TLV generated by an area border RBridge MUST include all L1
      Border RBridge nicknames of the area. It's RECOMMENDED that these
      k nicknames are ordered in ascending order according to the 2-
      octet nickname considered as an unsigned integer.



   When an L1 area is partitioned [MultiL], border RBridges will re-
   discover each other in both L1 and L2 through exchanging LSPs. In L2,
   the set of border RBridge nicknames for this splitting area will
   change. Border RBridges that detect such a change MUST flush the
   reach-ability information associated to any RBridge nickname from
   this changing set.




6. One Border RBridge Connects Multiple Areas

   It's possible that one border RBridge (say RB1) connects multiple L1
   areas. RB1 SHOULD use a single area nickname for all these areas.



   Nicknames used within one of these areas can be reused within other
   areas. It's important that packets destined to those duplicated
   nicknames are sent to the right area. Since these areas are connected
   to form a layer 2 network, duplicated {MAC, Data Label} across these
   areas ought not occur. Now suppose a TRILL data packet arrives at the
   area border nickname of RB1. For a unicast packet, RB1 can lookup the
   {MAC, Data Label} entry in its MAC table to identify the right
   destination area (i.e., the outgoing interface) and the egress
   RBridge's nickname. For a multicast packet: suppose RB1 is not the
   DBRB, RB1 will not transition the packet; otherwise, RB1 is the DBRB,



   -  if this packet is originated from an area out of the connected
      areas, RB1 should replicate this packet and flood it on the proper
      Level 1 trees of all the areas in which it acts as the DBRB.



   -  if the packet is originated from one of the connected areas, RB1
      should replicate the packet it receives from the Level 1 tree and
      flood it on other proper Level 1 trees of all the areas in which
      it acts as the DBRB except the originating area (i.e., the area
      connected to the incoming interface). RB1 may also receive the
      replication of the packet from the Level 2 tree. This replication
      must be dropped by RB1.




7. E-L1FS/E-L2FS Backwards Compatibility

   All Level 2 RBridges MUST support E-L2FS [RFC7356] [rfc7180bis]. The
   Extended TLVs defined in Section 5 are to be used in Extended Level
   1/2 Flooding Scope (E-L1FS/E-L2FS) PDUs. Area border RBridges MUST
   support both E-L1FS and E-L2FS. RBridges that do not support either
   E-L1FS or E-L2FS cannot serve as area border RBridges but they can
   well appear in an L1 area acting as non-area-border RBridges.




8. Security Considerations

   For general TRILL Security Considerations, see [RFC6325].



   The newly defined TRILL APPsub-TLVs in Section 5 are transported in
   IS-IS PDUs whose authenticity can be enforced using regular IS-IS
   security mechanism [IS-IS] [RFC5310]. This document raises no new
   security issues for IS-IS.



   Using aggregated nicknames, and the resulting possible duplication of
   nicknames between areas, increases the possibility of a TRILL Data
   packet being delivered to the wrong egress RBridge if areas are
   suddenly merged. However, in many cases the data would be discarded
   at that egress because it would not match a known end station data
   label/MAC address.




9. IANA Considerations


9.1. TRILL APPsub-TLVs

   IANA is requested to allocate two new types under the TRILL GENINFO
   TLV [RFC7357] for the TRILL APPsub-TLVs defined in Section 5. The
   following entries are added to the "TRILL APPsub-TLV Types under IS-
   IS TLV 251 Application Identifier 1" Registry on the TRILL Parameters
   IANA web page.



Type       Name                     Reference
‑‑‑‑‑‑‑‑‑  ‑‑‑‑                     ‑‑‑‑‑‑‑‑‑
tbd1[256]  L1‑BORDER‑RBRIDGE        [This document]
tbd2[257]  L1‑BORDER‑RB‑GROUP       [This document]




10. References


10.1. Normative References


   [RFC2119]
 Bradner, S., "Key words for use in RFCs to Indicate
             Requirement Levels", BCP 14, RFC 2119, DOI
             10.17487/RFC2119, March 1997, <http://www.rfc-
             editor.org/info/rfc2119>.




   [RFC6325]
 Perlman, R., Eastlake 3rd, D., Dutt, D., Gai, S., and A.
             Ghanwani, "Routing Bridges (RBridges): Base Protocol
             Specification", RFC 6325, DOI 10.17487/RFC6325, July 2011,
             <http://www.rfc-editor.org/info/rfc6325>.




   [RFC7356]
 Ginsberg, L., Previdi, S., and Y. Yang, "IS-IS Flooding
             Scope Link State PDUs (LSPs)", RFC 7356, DOI
             10.17487/RFC7356, September 2014, <http://www.rfc-
             editor.org/info/rfc7356>.




   [RFC7357]
 Zhai, H., Hu, F., Perlman, R., Eastlake 3rd, D., and O.
             Stokes, "Transparent Interconnection of Lots of Links
             (TRILL): End Station Address Distribution Information
             (ESADI) Protocol", RFC 7357, DOI 10.17487/RFC7357,
             September 2014, <http://www.rfc-editor.org/info/rfc7357>.




10.2. Informative References


   [IS-IS]
   International Organization for Standardization, ISO/IEC
             10589:2002, "Information technology -- Telecommunications
             and information exchange between systems -- Intermediate
             System to Intermediate System intra-domain routeing
             information exchange protocol for use in conjunction with
             the protocol for providing the connectionless-mode network
             service", ISO 8473, Second Edition, November 2002.




   [RFC5310]
 Bhatia, M., Manral, V., Li, T., Atkinson, R., White, R.,
             and M. Fanto, "IS-IS Generic Cryptographic Authentication",
             RFC 5310, DOI 10.17487/RFC5310, February 2009,
             <http://www.rfc-editor.org/info/rfc5310>.




   [RFC7780]
 Eastlake 3rd, D., Zhang, M., Perlman, R., Banerjee, A.,
             Ghanwani, A., and S. Gupta, "Transparent Interconnection of
             Lots of Links (TRILL): Clarifications, Corrections, and
             Updates", RFC 7780, DOI 10.17487/RFC7780, February 2016,
             <http://www.rfc-editor.org/info/rfc7780>.




   [MultiL]
  Perlman, R., Eastlake, D., et al, "Alternatives for
             Multilevel TRILL (Transparent Interconnection of Lots of
             Links)", draft-ietf-trill-rbridge-multilevel, work in
             progress.




Appendix A. Clarifications


A.1. Level Transition

   It's possible that an L1 RBridge is only reachable from a non-DBRB
   RBridge. If this non-DBRB RBridge refrains from Level transition, the
   question is, how can a multicast packet reach this L1 RBridge? The
   answer is, it will be reached after the DBRB performs the Level
   transition and floods the packet using an L1 distribution tree.



   Take the following figure as an example. RB77 is reachable from the
   border RBridge RB30 while RB3 is the DBRB. RB3 transitions the
   multicast packet into L1 and floods the packet on the distribution
   tree rooted from RB3. This packet will finally flooded to RB77 via
   RB30.



       Area{3,30}
     +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+          (root) RB3 o
     |              |                      \
‑RB3 |              |                       o RB30
  |  |              |                      /
‑RB30‑RB77          |                RB77 o
     +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+

     Example Topology               L1 Tree



   In the above example, the multicast packet is forwarded along a non-
   optimal path. A possible improvement is to have RB3 configured not to
   belong to this area. In this way, RB30 will surely act as the DBRB to
   do the Level transition.
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Abstract

   TRILL routing can be extended to support multiple levels by building
   on the multilevel feature of IS-IS routing. Depending on how
   nicknames are managed, there are two primary alternatives to realize
   TRILL multilevel: the unique nickname approach and the aggregated
   nickname approach as discussed in [MultiL]. This document specifies a
   unique nickname approach. This approach gives unique nicknames to all
   TRILL switches across the multilevel TRILL campus.




Status of this Memo

   This Internet-Draft is submitted to IETF in full conformance with the
   provisions of BCP 78 and BCP 79.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF), its areas, and its working groups.  Note that
   other groups may also distribute working documents as
   Internet-Drafts.



   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."



   The list of current Internet-Drafts can be accessed at
   http://www.ietf.org/1id-abstracts.html
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1. Introduction

   The multiple level feature of [IS-IS] can increase the scalability of
   TRILL as discussed in [MultiL]. However, multilevel IS-IS needs some
   extensions to support the TRILL multilevel feature. The two most
   significant extensions are how TRILL switch nicknames are managed and
   how distribution trees are handled [MultiL].



   There are two primary alternatives to realize TRILL multilevel




   [MultiL]
. One approach, which is referred to as the "aggregated
   nickname" approach, involves assigning nicknames to the areas, and
   allowing nicknames to be reused in different areas, by having the
   border TRILL switches rewrite nickname fields when entering or
   leaving an area. For more description about the aggregated nickname
   approach, one can refer to [MultiL] and [SingleN]. The other
   approach, which is referred to as the "unique nickname" approach, is
   specified in this document. Unique nickname approach gives unique
   nicknames to all the TRILL switches in the multilevel campus, by
   having the Level-1/Level-2 border TRILL switches advertise into the
   Level 1 area which nicknames are not available for assignment in the
   area, and insert into Level 2 area which nicknames are used by this
   area so that other areas cannot use them anymore, as well as
   informing the rest of the campus how to reach the nicknames residing
   in this area. In the document, protocol extensions that support such
   advertisement are specified.



   Each RBridge in a unique nickname area calculates two types of trees:
   local distribution trees and global distributions trees. For multi-
   destination traffic that is limited to an area, the packets will be
   flooded on the local distribution tree. Otherwise, the multi-
   destination packets will be flooded along the global distribution
   tree.



   In the unique nickname approach, nicknames are globally valid so that
   border RBridges do not rewrite the nickname field of TRILL data
   packets that transition between Level 1 and Level 2, as border
   RBridges do in the aggregated nickname approach. If a border RBridge
   is a transit node on a forwarding path, it does not learn MAC
   addresses of the TRILL data packets forwarded along this path.
   Testing and maintenance operations that originate in one area and
   terminate in a different area are also simplified [MultiL]. For these
   reasons, unique nickname approach might realize simpler border
   RBridges than the aggregated nickname approach. However, the unique
   nickname approach is less scalable and may be less well suited for
   very large campuses.




2. Acronyms and Terminology

   Data Label: VLAN or FGL [RFC7172]



   IS-IS: Intermediate System to Intermediate System [IS-IS]



   RBridge: A device implementing the TRILL protocol.



   TRILL: TRansparent Interconnection of Lots of Links or Tunneled
   Routing in the Link Layer [RFC6325].



   TRILL switch: An alternative name for an RBridge.



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].




3. Data Routing

        Area X                level 2             Area Y
  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑+
  |                 | |                     | |            |
S‑‑‑RB27‑‑‑Rx‑‑Rz‑‑‑RB2‑‑‑Rb‑‑‑Rc‑‑Rd‑‑‑Re‑‑RB3‑‑‑Rk‑‑RB44‑‑‑D
  |  27             | |                     | |        44  |
  |                 | |                     | |            |
  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑+



          Figure 3.1: An example topology for TRILL multilevel



   Figure 3.1 is adapted from the example topology of [MultiL].



   The routing processes are described in the following two subsections.




3.1. Unicast Routing

   The plain RBridge RB27 has a different view of the topology of the
   TRILL campus than its border RBridge RB2. For an outward path that
   reaches an RBridge not in the same area (say RB44), RB27 calculates
   the segment of the path in Area X, the border RBridge RB2 calculates
   the segment in Level 2, while the border RBridge to the destination
   area, RBridge RB3, calculates the segment from itself to RB44.



   Let us say that S transmits a frame to destination D and let us say
   that D's location is learned by the relevant TRILL switches already.
   These relevant switches have learned the following:



1) RB27 and RB3 have learned that D is connected to nickname 44.
2) RB27 has learned that nickname 44 is accessible through RB3.



   The following sequence of events will occur:



   -  S transmits an Ethernet frame with source MAC = S and destination
      MAC = D.



   -  RB27 encapsulates with a TRILL header with ingress RBridge = 27,
      and egress RBridge = 44 producing a TRILL Data packet.



   -  RB2 has announced in the Level 1 IS-IS instance in Area X, that it
      owns all nicknames of other areas, including 44. Therefore, IS-IS



      routes the packet to RB2.



   -  The packet is forwarded through Level 2, from RB2 to RB3, which
      has advertised, in Level 2, it owns the nickname 44.



   -  RB3, when forwarding into Area Y, does not change the ingress
      nickname 27 or the egress nickname 44.



   -  RB44, when decapsulating, learns that S is attached to nickname
      27.




3.2. Multicast Routing

   The scope of multicast routing is defined by the tree root nickname.
   A tree with a Level 2 tree root nickname is global and a tree with
   Level 1 tree root nickname is local. See Section 4.2 for the Level 1
   and Level 2 nickname allocation.



   Border RBridges announce the global trees to be calculated only for
   those Data Labels that span across areas. APPsub-TLVs as specified in
   Section 3.2 of [RFC7968] will be advertised for this purpose. Based
   on the Data Label, an ingress RBridge can determine whether a global
   tree or a local tree is to be used for a TRILL multi-destination Data
   packet.



   If there are legacy TRILL switches that do not understand the APPsub-
   TLVs for tree selection, configuration MUST guarantee that Data
   Labels [RFC7172] being used globally in Level 2 are disabled on these
   legacy TRILL switches (Otherwise, the legacy TRILL switches might use
   local trees for multi-destination traffic with a global scope.).
   These legacy TRILL switches may use global trees to flood multi-
   destination packets with a scope of the local area. Those global
   trees MUST be pruned at the border TRILL switches based on Data
   Labels.




3.2.1. Local Distribution Trees

   The root RBridge RB1 of a local distribution tree resides in the
   area. RBridges in this area calculate this local tree based on the
   link state information of this area, using RB1's nickname as the
   root. Protocol behaviors for local distribution trees have been
   specified in 4.5 of [RFC6325]. The only difference is that the local
   distribution tree spans this area only. A multi-destination packet
   with an egress nickname of the root RBridge of a local tree MUST NOT
   be leaked into Level 2 at the border RBridge.




3.2.2. Global Distribution Trees

   Within Level 2, the RBridge with the highest tree root priority
   advertises the set of global trees by providing a list of Level 2
   RBridge nicknames just as defined in Section 4.5 of [RFC6325].



   According to [RFC6325], the RBridge with the highest root priority
   advertises the tree roots for a Level 1 area. There has to be a
   border RBridge with the highest root tree priority in each area so
   that it can advertises the global tree root nicknames into the area.
   Also, this border RBridge needs to advertise the set of local
   distribution trees by providing another set of nicknames. Since
   nicknames of global tree roots and local tree roots indicate
   different flooding scopes, these two set MUST NOT overlap. If a
   border RBridge has been assigned both as a global tree root and a
   local tree root, it has to acquire both a global tree root
   nickname(s) and local tree root nickname(s). However, non-border
   RBridges in an area do not differentiate between a global tree root
   nickname and a local tree root nickname.



   Suppose RB3 is the RBridge with the highest tree root priority within
   Level 2, and RB2 is the highest tree root priority in Area X. RB2
   advertises in Area X that nickname RB3 is the root of a distribution
   tree. Figure 3.2 through Figure 3.5 illustrate how different RBridges
   view the global distribution tree.
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    Rx o
      /
RB27 o



        Figure 3.2: RB27's view of the global distribution tree
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         Figure 3.3: RB2's view of the global distribution tree
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         Figure 3.4: RB3's view of the global distribution tree
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        Figure 3.5: RB44's view of the global distribution tree



   The following sequence of events will occur when a multi-destination
   TRILL Data packet is forwarded using the global distribution tree:



   -  RB27 produces a multi-destination (M bit is one) TRILL Data packet
      with ingress RBridge = 27 and egress RBridge = 3. RB27 floods this
      packet using the segment of the global distribution tree that
      resides in Area X.



   -  RB2, when flooding the packet in Level 2, uses the segment of the
      global distribution tree that resides in Level 2.



   -  RB3, when flooding the packet into Area Y, uses the segment of the
      global distribution tree that resides in Area Y.



   -  The multicast listener RB44, when decapsulating the received
      packet, learns that S is attached to nickname 27.




4. Protocol Basics and Extensions


4.1. Multilevel TRILL Basics

   Multilevel TRILL builds on the multilevel feature of [IS-IS]. Border
   RBridges are in both a Level 1 area and in Level 2. They establish
   adjacency with Level 1 RBridges as specified in [RFC7177] and
   [RFC6325]. They establish adjacency with Level 2 RBridges in exactly
   the same way except that (1) for a LAN link the IS-IS Hellos used are
   Level 2 Hello PDUs [IS-IS] and (2) for a point-to-point link the
   Level is configured and indicated in flags in the point-to-point
   Hello. The state machines for Level 1 and Level 2 adjacency are
   independent and two RBridges on the same LAN link can have any
   adjacency state for Level 1 and, separately, any adjacency state for
   Level 2. Level 1 and Level 2 link state flooding are independent
   using Level 1 and Level 2 versions of the relevant IS-IS PDUs (LSP,
   CSNP, PSNP, FS-LSP, FS-CSNP and FS-PSNP). Thus Level 1 link state
   information stays within a Level 1 area and Level 2 link state
   information stays in Level 2 unless there are specific provisions for
   leaking (copying) information between levels. This is why multilevel
   can address the TRILL scalability issues as specified in Section 2 of
   [MultiL].



   The former "campus wide" minimum acceptable link size Sz is
   calculated as before by Level 1 RBridges (including border RBridges)
   using the originatingLSPBufferSize advertised in Level 1 LSP so it is
   area local in multilevel TRILL. A minimum acceptable link size in
   Level 2, called Sz2, is calculated by the RBridges participating in
   Level 2 in the same way as Sz is calculated but using the
   originatingLSPBufferSize distributed in Level 2 LSPs.




4.2. Nickname Allocation

   Level 2 RBridges contend for nicknames in the range from 0xF000
   through 0xFBFF the same way as specified in [RFC6325], using Level 2
   LSPs. The highest priority border router for a Level 1 area should
   contend with others in Level 2 for smallish blocks of nicknames for
   the range from 0x0001 to 0xEFFF. Blocks of 64 aligned on multiple of
   64 boundaries are RECOMMENDED in this document.



   The nickname contention in Level 2 will figure out which blocks of
   nicknames are available for an area and which blocks of nicknames are
   used else where. The NickBlockFlags APPsub-TLV as specified in
   Section 4.3 will be used by the border RBridge(s) to announce the
   nickname availability.




4.3. Nickname Announcements

   Border RBridges need to exchange nickname information between Level 1
   and Level 2, otherwise forwarding paths inward/outward will not be
   calculated. For this purpose, border RBridges need to fabricate
   nickname announcements. Sub-TLVs used for such announcements are
   specified as follows.



   Besides its own nickname(s), a border RBridge needs to announce, in
   its area, the ownership of all external nicknames that are reachable
   from this border RBridge. These external nicknames include nicknames
   used in other unique nickname areas and nicknames in Level 2. Non-
   border RBridge nicknames within aggregated nickname areas are
   excluded. Also, a border RBridge needs to announce, in Level 2, the
   ownership of all nicknames within its area. From listening to these
   Level 2 announcements, border RBridges can figure out the nicknames
   used by other areas.



   RBridges in the TRILL base protocol use the Nickname Sub-TLV as
   specified in Section 2.3.2 of [RFC7176] to announce the ownership of
   nicknames. However, it becomes uneconomic to use this Sub-TLV to
   announce a mass of internal/external nicknames. To address this
   issue, border RBridges should make use of the NickBlockFlags APPsub-
   TLV to advertise into the Level 1 area the inclusive range of
   nicknames that are available or not for self allocation by the Level
   1 RBridges in that area. Its structure is as follows:



  0  1  2  3  4  5  6  7  8  9 10 11 12 13 14 15
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|     type = tbd2                               |
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|     length                                    |
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|OK|                RESV                        |
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|     Nickname Block 1                          |
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|  ...
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|     Nickname Block K                          |
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+



      o  Type: tbd2 (TRILL NickBlockFlags)



      o  Length: 2 + 4*K where K is the number of nickname blocks.



      o  OK:



         - When this bit is set to 1, the blocks of nicknames in this
           APPsub-TLV are associated to the border RBridge's attached
           Level 1 area. The APPsub-TLV will be advertised in both Level
           1 and Level 2. For nicknames that fall in the ranges or the
           nickname blocks, RBridges of Level 2 always route to the
           originating border RBridge, just as if this border RBridge
           owns these nicknames.



         - When this bit is set to 0, it indicates that the nicknames
           covered by the nickname blocks are being used in Level 2 or
           other areas so that they are not available for use in the
           border RBridge's attached Level 1 area. The APPsub-TLV will
           be advertised into Level 1 only. For nicknames that fall in
           the ranges of the nickname blocks, RBridges of the area
           always route to the originating border RBridge, just as if
           this border RBridge owns these nicknames.



      o  RESV: reserved for future flag allocation. MUST be sent as zero
         and ignored on receipt.



      o  Nickname Block: a starting and ending nickname as follows:



+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|     starting nickname                         |
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|     ending nickname                           |
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+



   For nicknames in these ranges, other RBridges will deem that they are
   owned by the originating border RBridge. The paths to nicknames that
   fall in these ranges will be calculated to reach the originating
   border RBridge. TRILL Data packets with egress nicknames that are
   neither in these ranges nor announced by any RBridge in the area MUST
   be discarded.



   Nickname Sub-TLV as specified in Section 2.3.2 of [RFC7176] is still
   allowed to be used given the above NickBlockFlags APPsub-TLV is being
   used.



   There might be multiple border RBridges connected to the same area.
   Each border RBridges may advertise a subset of the entire
   internal/external nickname space in order to realize load balance.
   However, optimization of such load balance is an implementation issue
   and is out the scope of this document.



   As specified in Section 4.2.6 of [RFC6325], multiple border RBridges
   may claim the same nicknames outward and/or inward. Other RBridges
   add those nicknames as if they are attached to all of those border
   RBridges.




4.4. Capability Indication

   All border RBridge MUST understand the NickBlockFlags APPsub-TLV. Non
   border RBridges in an area SHOULD understand the NickBlockFlags
   APPsub-TLV. If an RBridge within an area understands the
   NickBlockFlags APPsub-TLV, it MUST indicate this capability by
   announcing it in its TRILL-VER Sub-TLV. (See Section 7).



   If there are RBridges that do not understand the NickBlockFlags
   APPsub-TLV, border RBridges of the area will also use the traditional
   Nickname Sub-TLV [RFC7176] to announce into the area those nicknames
   covered by the nickname blocks of the NickBlockFlags APPsub-TLV whose
   OK is 0. The available range of nicknames for this area should be
   configure on these traditional RBridges.




5. Mix with Aggregated nickname Areas

   The design of TRILL multilevel allows a mixture of unique nickname
   areas and aggregated nickname areas (see Section 1.2 of [MultiL]).
   Usage of nickname space must be planed so that nicknames used in any
   one unique nickname area and Level 2 are never used in any other
   areas which includes unique nickname areas as well as aggregated
   nickname areas. In other words, nickname re-usage is merely allowed
   among aggregated nickname areas.



   Border RBridges of an aggregated area need to announce nicknames



   heard from Level 2 into their area like just like an unique nickname
   border RBridge. But these RBridges do not announce nicknames of their
   area into Level 2.



   Each border RBridge of the aggregated areas will appear on the global
   tree, as specified in Section 4.1, as a single node. The global trees
   for unique nickname areas span unique nickname areas and Level 2 but
   never reach the inside of aggregated areas.




6. Security Considerations

   With TRILL multilevel, flooding of control traffic for link state
   information of Level 1 and Level 2 is separated. This addresses the
   TRILL scalability issues as specified in Section 2 of [MultiL] and
   also confines the effective scope of possible malicious events.
   However, due to the nature that unique nickname areas share a unique
   nickname space, border RBridges still have to leak nickname
   information between levels. For this purpose, border RBridges need to
   fabricate the nickname announcements as specified in Section 4.3.
   Malicious devices may also fake the NickBlockFlags APPsub-TLV to
   announce a range of nicknames. By doing this, the attacker can
   attract TRILL data packets that are originally to reach a bunch of
   other RBridges. For this reason, RBridges SHOULD be configured to
   include the IS-IS Authentication TLV (10) in the IS-IS PDUs that
   contains the NickBlockFlags APPsub-TLV, so that IS-IS security
   ([RFC5304] [RFC5310]) can be used to secure the network.



   If border RBridges do not prune multi-destination distribution tree
   traffic in Data Labels that are configured to be area local, then
   traffic that should have been contained within an area might be
   wrongly delivered to end stations in that Data Label in other areas.
   This would generally violate security constraints.



   For general TRILL Security Considerations, see [RFC6325].




7. IANA Considerations

   IANA is requested to register a new flag bit with mnemonic "B" (Block
   of Nicknames) under the TRILL-VER Sub-TLV Capabilities registry.



Bit       Mnemonic  Description             Reference
‑‑‑       ‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑             ‑‑‑‑‑‑‑‑‑
tbd1      B         Able to handle the      [This document]
                    NickBlockFlags
                    APPsub‑TLV



   IANA is requested to assign a new type for the NickBlockFlags APPsub-
   TLV from the range available below 256 and add the following entry to
   the "TRILL APPsub-TLV Types under IS-IS TLV 251 Application
   Identifier 1" registry as follows:



Type    Name            Reference
‑‑‑‑    ‑‑‑‑‑‑          ‑‑‑‑‑‑‑‑‑
tbd2    NickBlockFlags  [This document]
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Abstract
   The TRILL (Transparent Interconnection of Lots of Links) protocol
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1. Introduction

   TRILL switches (also know as RBridges) are devices that implement the
   IETF TRILL protocol [RFC6325] [RFC7177] [RFC7780].  TRILL provides
   transparent forwarding of frames within an arbitrary network
   topology, using least cost paths for unicast traffic. It supports
   VLANs and Fine Grained Labels [RFC7172] as well as multipathing of
   unicast and multi-destination traffic. It uses IS-IS [IS-IS]
   [RFC7176] link state routing with a TRILL header having a hop count.



   RBridge ports can communicate with each other over various protocols,
   such as Ethernet [RFC6325], pseudowires [RFC7173], or PPP [RFC6361].



   This document specifies transmission of encapsulated TRILL data and
   TRILL IS-IS over IP (v4 or v6 [rfc2460bis]). so as to use an IP
   network as a TRILL link in a unified TRILL campus. Three
   encapsulations specified herein, two based on UDP and one based on
   TCP but provision is made to negotiate other encapsulations. TRILL
   over IP allows RBridges with IP connectivity to form a single TRILL
   campus, or multiple TRILL networks to be connected as a single TRILL
   campus via a TRILL over IP backbone.



   The protocol specified in this document connects RBridge ports using
   transport over IP in such a way that the ports with IP connectivity
   appear to TRILL to be connected by a single multi-access link. If a
   set of more than two RBridge ports are connected via a single TRILL
   over IP link, each RBridge port in the set can communicate with every
   other RBridge port in the set.



   To support the scenarios where RBridges are connected via IP paths
   (including those over the public Internet) that are not under the
   same administrative control as the TRILL campus and/or not physically
   secure, this document specifies the use of IPsec [RFC4301]
   Encapsulating Security Protocol (ESP) [RFC4303] for security.



   To dynamically select a mutually supported TRILL over IP
   encapsulation, normally one with good fast path hardware support, a
   method is provided for agreement between adjacent TRILL switch ports
   as to what encapsulation to use. Alternatively, where a common
   encapsulation is known to be supported by the TRILL switch ports on a
   link, they can simply be configured to always use that encapsulation.



   This document updates [RFC7177] and [RFC7178] as described in
   Sections 5 and 11.3 by making adjacency between TRILL over IP ports
   dependent on having a method of encapsulation in common and by
   redefining an interval of RBridge Channel protocol numbers to
   indicate link technology specific capabilities, in this case
   encapsulation methods supported for TRILL over IP.




2. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].



   The following terms and acronyms have the meaning indicated:



   DRB - Designated RBridge. The RBridge (TRILL switch) elected to be in

         charge of certain aspects of a TRILL link that is not
         configured as a point-to-point link [RFC6325] [RFC7177].



   ENCAP Hdr - See "encapsulation header".



   encapsulation header - Protocol header or headers appearing between

         the IP Header and the TRILL Header. See Sections 4 and 5.



   ESP - IPsec Encapsulating Security Protocol [RFC4303].



   FGL - Fine Grained Label [RFC7172].



   Hdr - Used herein as an abbreviation for "Header".



   link - In TRILL, a link connects TRILL ports and may, for example, be

         a bridged LAN.



   HKDF - Hash based Key Derivation Function [RFC5869].



   MTU - Maximum Transmission Unit.



   RBridge - Routing Bridge. An alternative term for a TRILL switch.

         [RFC6325] [RFC7780]



   SNPA - Sub-Network Point of Attachment.



   Sz - The campus wide MTU [RFC6325] [RFC7780].



   TMCE - Traffic-Managed Controlled Environment, see Section 8.1.1.



   TRILL - Transparent Interconnection of Lots of Links or Tunneled

         Routing in the Link Layer. The protocol specified in [RFC6325],
         [RFC7177], [RFC7780], and related RFCs.



   TRILL switch - A device implementing the TRILL protocol.



   VNI - Virtual Network Identifier. In Virtual eXtensible Local Area

         Network (VXLAN) [RFC7348], the VXLAN Network Identifier.




3. Use Cases for TRILL over IP

   This section introduces two application scenarios (a remote office
   scenario and an IP backbone scenario) which cover typical situations
   where network administrators may choose to use TRILL over an IP
   network to connect TRILL switches.






3.1 Remote Office Scenario

   In the Remote Office Scenario, as shown in the example below, a
   remote TRILL network is connected to a TRILL campus across a multihop
   IP network, such as the public Internet. The TRILL network in the
   remote office becomes a part of TRILL campus, and nodes in the remote
   office can be attached to the same VLANs or Fine Grained Labels
   [RFC7172] as local campus nodes. In many cases, a remote office may
   be attached to the TRILL campus by a single pair of RBridges, one on
   the campus end, and the other in the remote office. In this use case,
   the TRILL over IP link will often cross logical and physical IP
   networks that do not support TRILL, and are not under the same
   administrative control as the TRILL campus.



/‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑\               /‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑\
|    Remote     |               |    Remote     |
|    Office     |               |    Office     |
|               |               |               |
|   +‑‑‑‑‑‑‑+   |               |   +‑‑‑‑‑‑‑+   |
\‑‑‑|RBridge|‑‑‑/               \‑‑‑|RBridge|‑‑‑/
    +‑‑‑‑‑+‑+                       +‑+‑‑‑‑‑+
          |                           |
 /‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑\
 |        |       The Internet        |        |
 \‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑/
          |                           |
        +‑+‑‑‑‑‑+               +‑‑‑‑‑+‑+
   /‑‑‑‑|RBridge|‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|RBridge|‑‑‑‑\
   |    +‑‑‑‑‑‑‑+               +‑‑‑‑‑‑‑+    |
   |                                         |
   |           Main TRILL Campus             |
   \‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑/






3.2 IP Backbone Scenario

   In the IP Backbone Scenario, as shown in the example below, TRILL
   over IP is used to connect a number of TRILL networks to form a
   single TRILL campus. For example, a TRILL over IP backbone could be
   used to connect multiple TRILL networks on different floors of a
   large building, or to connect TRILL networks in separate buildings of
   a multi-building site. In this use case, there may often be several
   TRILL switches on a single TRILL over IP link, and the IP link(s)
   used by TRILL over IP are typically under the same administrative
   control as the rest of the TRILL campus.



/‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑\
| Unified TRILL Campus                        |
|                                             |
|                 TRILL Over IP Backbone      |
|    ‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑    |
|         |            |            |         |
|     +‑‑‑+‑‑‑+    +‑‑‑+‑‑‑+    +‑‑‑+‑‑‑+     |
|     |RBridge|    |RBridge|    |RBridge|     |
|     +‑‑‑+‑‑‑+    +‑‑‑+‑‑‑+    +‑‑‑+‑‑‑+     |
|         |            |            |         |
|      ‑‑‑+‑‑‑      ‑‑‑+‑‑‑      ‑‑‑+‑‑‑      |
|       TRILL Local Links or Networks         |
|                                             |
\‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑/






3.3 Important Properties of the Scenarios

   There are a number of differences between the above two application
   scenarios, some of which drive features of this specification. These
   differences are especially pertinent to the security requirements of
   the solution, how multicast data frames are handled, and how the
   TRILL switch ports discover each other.






3.3.1 Security Requirements

   In the IP Backbone Scenario, TRILL over IP is used between a number
   of RBridge ports, on a network link that is in the same
   administrative control as the remainder of the TRILL campus. While it
   is desirable in this scenario to prevent the association of
   unauthorized RBridges, this can be accomplished using existing IS-IS
   security mechanisms. There may be no need to protect the data
   traffic, beyond any protections that are already in place on the
   local network.



   In the Remote Office Scenario, TRILL over IP may run over a network
   that is not under the same administrative control as the TRILL
   network. Nodes on the network may think that they are sending traffic
   locally, while that traffic is actually being sent, in an IP tunnel,
   over the public Internet. It is necessary in this scenario to protect
   the integrity and confidentiality of user traffic, as well as
   ensuring that no unauthorized RBridges can gain access to the RBridge
   campus.  The issues of protecting integrity and confidentiality of
   user traffic are addressed by using IPsec for both TRILL IS-IS and
   TRILL Data packets between RBridges in this scenario.






3.3.2 Multicast Handling

   In the IP Backbone scenario, native IP multicast may be supported on
   the TRILL over IP link. If so, it can be used to send TRILL IS-IS and
   multicast data packets, as discussed later in this document.
   Alternatively, multi-destination packets can be transmitted serially
   by IP unicast to the intended recipients.



   In the Remote Office Scenario there will often be only one pair of
   RBridges connecting a given site and, even when multiple RBridges are
   used to connect a Remote Office to the TRILL campus, the intervening
   network may not provide reliable (or any) multicast connectivity.
   Issues such as complex key management also make it difficult to
   provide strong data integrity and confidentiality protections for
   multicast traffic. For all of these reasons, the connections between
   local and remote RBridges will commonly be treated like point-to-
   point links, and all TRILL IS-IS control messages and multicast data
   packets that are transmitted between the Remote Office and the TRILL
   campus will be serially transmitted by IP unicast, as discussed later
   in this document.






3.3.3 Neighbor Discovery

   In the IP Backbone Scenario, TRILL switches that use TRILL over IP
   can use the normal TRILL IS-IS Hello mechanisms to discover the
   existence of other TRILL switches on the link [RFC7177], and to
   establish authenticated communication with them.



   In the Remote Office Scenario, an IPsec session will need to be
   established before TRILL IS-IS traffic can be exchanged, as discussed
   below. In this case, one end will need to be configured to establish
   a IPSEC session with the other. This will typically be accomplished
   by configuring the TRILL switch or a border device at a Remote Office
   to initiate an IPsec session and subsequent TRILL exchanges with a
   TRILL over IP-enabled RBridge attached to the TRILL campus.




4. TRILL Packet Formats

   To support TRILL two types of TRILL packets are transmitted between
   TRILL switches: TRILL Data packets and TRILL IS-IS packets.



   Section 4.1 describes general TRILL packet formats for data and IS-IS
   independent of link technology. Section 4.2 specifies general TRILL
   over IP packet formats including IPsec ESP encapsulation. Section 4.3
   provides QoS Considerations.  Section 4.4 discusses broadcast links
   and multicast packets. And Section 4.5 provides TRILL IS-IS Hello
   SubNetwork Point of Attachment (SNPA) considerations for TRILL over
   IP.






4.1 General Packet Formats

   The on-the-wire form of a TRILL Data packet in transit between two
   neighboring TRILL switch ports is as shown below:



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
|  Link Header   |  TRILL   |  Native Frame  |   Link    |
| for TRILL Data |  Header  |     Payload    |  Trailer  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+



   The encapsulated Native Frame Payload is similar to an Ethernet frame
   with a VLAN tag or Fine Grained Label [RFC7172] but with no trailing
   Frame Check Sequence (FCS).



   TRILL IS-IS packets are formatted on-the-wire as follows:



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
|   Link Header   |  TRILL IS‑IS  |   Link    |
| for TRILL IS‑IS |    Payload    |  Trailer  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+



   The Link Header and Link Trailer in these formats depend on the
   specific link technology. The Link Header contains one or more fields
   that distinguish TRILL Data from TRILL IS-IS. For example, over
   Ethernet, the Link Header for TRILL Data ends with the TRILL
   Ethertype while the Link Header for TRILL IS-IS ends with the L2-IS-
   IS Ethertype; on the other hand, over PPP, there are no Ethertypes in
   the Link Header but PPP protocol code points are included that
   distinguish TRILL Data from TRILL IS-IS.




4.2 General TRILL Over IP Packet Formats

   In TRILL over IP, we use an IP (v4 or v6) header followed by an
   encapsulation header, such as UDP, as the link header. (On the wire,
   the IP header will normally be preceded by the lower layer header of
   a protocol that is carrying IP; however, this does not concern us at
   the level of this document.)



   There are multiple IP based encapsulations usable for TRILL over IP
   that differ in exactly what appears after the IP header and before
   the TRILL Header or the TRILL IS-IS Payload. Those encapsulations
   specified in this document are further detailed in Section 5. In the
   general specification below, those encapsulation fields will be
   represented as "ENCAP Hdr".






4.2.1 Without Security

   When TRILL over IP link security is not being used, a TRILL over IP
   packet on the wire looks like one of the following:



TRILL Data Packet
  +‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
  |   IP    | ENCAP Hdr | TRILL   |   Native frame   |
  | Header  | for Data  | Header  |     Payload      |
  +‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
  <‑‑‑ link header ‑‑‑‑>

TRILL IS‑IS Packet
  +‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
  |   IP    | ENCAP Hdr |   TRILL IS‑IS   |
  | Header  | for IS‑IS |     Payload     |
  +‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
  <‑‑‑ link header ‑‑‑‑>



   As discussed above and further specified in Section 5, the ENCAP Hdr
   indicates whether the packet is TRILL Data or IS-IS.






4.2.2 With Security

   TRILL over IP link security uses IPsec Encapsulating Security
   Protocol (ESP) in tunnel mode [RFC4303]. Since TRILL over IP always
   starts with an IP Header (on the wire this appears after any lower
   layer header that might be required), the modifications for IPsec are
   independent of the TRILL over IP ENCAP Hdr that occurs after that IP
   Header. The resulting packet formats are as follows for IPv4 and
   IPv6:



 With IPv4:
+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
| new IP Hdr  | ESP | TRILL IP Hdr | ENCAP Hdr | ESP   |ESP|
|(any options)| Hdr | (any options)| + payload |Trailer|ICV|
+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
                    |<‑‑‑‑‑‑‑‑‑‑ encryption ‑‑‑‑‑‑‑‑‑‑>|
              |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑ integrity ‑‑‑‑‑‑‑‑‑‑‑‑‑>|

 With IPv6:
+‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑+
| new  |new ext| ESP | orig |orig ext| ENCAP Hdr | ESP   |ESP|
|IP Hdr| Hdrs  | Hdr |IP Hdr| Hdrs   | + payload |Trailer|ICV|
+‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑+
                     |<‑‑‑‑‑‑‑‑‑‑‑ encryption ‑‑‑‑‑‑‑‑‑‑>|
               |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ integrity ‑‑‑‑‑‑‑‑‑‑‑‑‑>|



   As shown above, IP Header options are considered part of the IPv4
   Header but are extensions ("ext") of the IPv6 Header. For further
   information on the IPsec ESP Hdr, Trailer, and ICV, see [RFC4303] and
   Section 7 below. "ENCAP Hdr + payload" is the encapsulation header
   (Section 5) and TRILL data or the encapsulation header and IS-IS
   payload, that is, the material after the IP Header in the diagram in
   Section 4.2.1.



   This architecture permits the ESP tunnel end point to be separated
   from the TRILL over IP RBridge port (see, for example, Section 1.1.3
   of [RFC7296]).






4.3 QoS Considerations

   In IP, QoS handling is indicated by the Differentiated Services Code
   Point (DSCP [RFC2474] [RFC3168]) in the IP Header.  The former Type
   of Service (TOS) octet in the IPv4 Header and the Traffic Class octet
   in the IPv6 Header has been divided as shown in the following diagram
   adapted from [RFC3168]. (TRILL support of ECN is beyond the scope of
   this document. See [TRILLECN].)



   0     1     2     3     4     5     6     7
+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+
|          DSCP FIELD               | ECN FIELD |
+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+

  DSCP: Differentiated Services Codepoint
  ECN:  Explicit Congestion Notification



   Within a TRILL switch, priority is indicated by configuration for
   TRILL IS-IS packets and for TRILL Data packets by a three bit (0
   through 7) priority field and a Drop Eligibility Indicator bit (see
   Sections 8.2 and 7 of [RFC7780]). (Typically TRILL IS-IS is
   configured to use the highest two priorities depending on the IS-IS
   PDU.) The priority affects queuing behavior at TRILL switch ports and
   may be encoded into the link header, particularly if there could be
   priority sensitive devices within the link. For example, if the link
   is a bridged LAN, it is commonly encoded into an Outer.VLAN tag's
   priority and DEI fields.



   TRILL over IP implementations MUST support setting the DSCP value in
   the outer IP Header of TRILL packets they send by mapping the TRILL
   priority and DEI to the DSCP. They MAY support, for a TRILL Data
   packet where the native frame payload is an IP packet, mapping the
   DSCP in this inner IP packet to the outer IP Header with the default
   for that mapping being to copy the DSCP without change.



   The default TRILL priority and DEI to DSCP mapping, which may be
   configured per TRILL over IP port, is an follows. Note that the DEI
   value does not affect the default mapping and, to provide a
   potentially lower priority service than the default priority 0,
   priority 1 is considered lower priority than 0. So the priority
   sequence from lower to higher priority is 1, 0, 2, 3, 4, 5, 6, 7.



TRILL Priority  DEI  DSCP Field (Binary/decimal)
‑‑‑‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
            0   0/1  001000 / 8
            1   0/1  000000 / 0
            2   0/1  010000 / 16
            3   0/1  011000 / 24
            4   0/1  100000 / 32
            5   0/1  101000 / 40
            6   0/1  110000 / 48
            7   0/1  111000 / 56






4.4 Broadcast Links and Multicast Packets

   TRILL supports broadcast links. These are links to which more than
   two TRILL switch ports can be attached and where a packet can be
   broadcast or multicast from a port to all or a subset of the other
   ports on the link as well as unicast to a specific other port on the
   link.



   As specified in [RFC6325], TRILL Data packets being forwarded between
   TRILL switches can be unicast on a link to a specific TRILL switch
   port or multicast on a link to all TRILL switch ports. TRILL IS-IS
   packets are always multicast to all other TRILL switches on the link
   except for IS-IS MTU PDUs, which may be unicast [RFC7177]. This
   distinction is not significant if the link is inherently point-to-
   point, such as a PPP link; however, on a broadcast link there will be
   a packet outer link address that will be unicast or multicast as
   appropriate. For example, over Ethernet links, the Ethernet multicast
   addresses All-RBridges and All-IS-IS-RBridges are used for
   multicasting TRILL Data and TRILL IS-IS respectively. For details on
   TRILL over IP handling of multicast, see Section 6.






4.5 TRILL Over IP IS-IS SubNetwork Point of Attachment

   IS-IS routers, including TRILL switches, establish adjacency through
   the exchange of Hello PDUs on a link [RFC7176] [RFC7177]. The Hellos
   transmitted out a port indicate what neighbor ports that port can see
   on the link by listing what IS-IS refers to as the neighbor port's
   SubNetwork Point of Attachment (SNPA). (For an Ethernet link, which
   may be a bridged network, the SNPA is the port MAC address.)



   In TRILL Hello PDUs on a TRILL over IP link, the IP addresses of the
   IP ports connected to that link are their actual SNPA (SubNetwork
   Point of Attachment [IS-IS]) addresses and, for IPv6, the 16-byte
   IPv6 address is used as the SNPA; however, for easy in re-using code
   designed for the common case of 48-bit SNPAs, in TRILL over IPv4 a
   48-bit synthetic SNPA that looks like a unicast MAC address is
   constructed for use in the SNPA field of TRILL Neighbor TLVs
   [RFC7176] [RFC7177] in such Hellos. This synthetic SNPA is derived
   from the port IPv4 address is as follows:



  0  1  2  3  4  5  6  7  8  9 10 11 12 13 14 15
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|   0xFE                |   0x00                |
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|   IPv4 upper half                             |
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|   IPv4 lower half                             |
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+



   This synthetic SNPA (MAC) address has the local (0x02) bit on in the
   first byte and so cannot conflict with any globally unique 48-bit
   Ethernet MAC. However, when TRILL operates on an IP link, TRILL sees
   only IP addresses on that link, not MAC stations, even if the TRILL
   over IP Link is being carried over Ethernet. Therefore conflict on
   the link between a real MAC address and a TRILL over IP synthetic
   SNPA (MAC) address would be impossible in any case.




5. TRILL over IP Encapsulation Formats

   There are a variety of TRILL over IP encapsulation formats possible.
   By default TRILL over IP adopts a hybrid encapsulation approach.



   There is one format, called "native encapsulation" that MUST be
   implemented. Although native encapsulation does not typically have
   good fast path support, as a lowest common denominator it can be used
   by low bandwidth control traffic to determine a preferred
   encapsulation with better performance. In particular, by default, all
   TRILL IS-IS Hellos are sent using native encapsulation and those
   Hellos are used to determine the encapsulation used for all TRILL
   Data packets and all other TRILL IS-IS PDUs (with the exception of
   IS-IS MTU-probe and MTU-ack PDUs used to establish adjacency).



   Alternatively, the network operator can pre-configure a TRILL over IP
   port to use a particular encapsulation chosen for their particular
   network's needs and port capabilities. That encapsulation is then
   used for all TRILL Data and IS-IS packets on ports so configured.
   This is expected to frequently be the case for a managed campus of
   TRILL switches.



   Section 5.1 discusses general consideration for the TRILL over IP
   encapsulation format.  Section 5.2 discusses encapsulation agreement.
   Section 5.3 discusses broadcast link encapsulation considerations.
   The subsequent subsections discuss particular encapsulations.






5.1 Encapsulation Considerations

   An encapsulation must provide a method to distinguish TRILL Data
   packets and TRILL IS-IS packets or it is not useful for TRILL. In
   addition, the following criteria can be helpful is choosing between
   different encapsulations:



   a) Fast path support - For most applications, it is highly desirable
      to be able to encapsulate/decapsulate TRILL over IP at line speed
      so a format where existing or anticipated fast path hardware can
      do that is best. This is commonly the dominant consideration.



   b) Ease of multi-pathing - The IP path between TRILL over IP ports
      may include equal cost multipath routes internal to the IP link so
      a method of encapsulation that provides variable fields available
      for existing or anticipated fast path hardware multi-pathing is
      preferred.



   c) Robust fragmentation and re-assembly - The MTU of the IP link may
      require fragmentation in which case an encapsulation with robust
      fragmentation and re-assembly is important. There are known
      problems with IPv4 fragmentation and re-assembly [RFC6864] which
      generally do not apply to IPv6. Some encapsulations can fix these
      problems but the encapsulations specified in this document do not.
      Therefore, if fragmentation is anticipated with the encapsulations
      specified in this document, the use of IPv6 is RECOMMENDED.



   d) Checksum strength - Depending on the particular circumstances of
      the TRILL over IP link, a checksum provided by the encapsulation
      may be a significant factor. Use of IPsec can also provide a
      strong integrity check.






5.2 Encapsulation Agreement

   TRILL Hellos sent out a TRILL over IP port indicate the
   encapsulations that port is willing to support through a mechanism
   initially specified in [RFC7178] and [RFC7176] that is hereby
   extended.  Specifically, RBridge Channel Protocol numbers 0xFD0
   through 0xFF7 are redefined to be link technology dependent flags
   that, for TRILL over IP, indicate support for different
   encapsulations, allowing support for up to 40 encapsulations to be
   specified.  Support for an encapsulation is indicated in the Hello
   PDU in the same way that support for an RBridge Channel was
   indicated. (See also section 11.3.)  "Support" indicates willingness
   to use that encapsulation for TRILL Data and TRILL IS-IS packets
   (although TRILL IS-IS Hellos are still sent in native encapsulation
   by default unless the port is configured to always use some other
   encapsulation).



   If, in a TRILL Hello on a TRILL over IP link, support is not
   indicated for any encapsulation, then the port from which it was sent
   is assumed to support only native encapsulation (see Section 5.4).



   An adjacency can be formed between two TRILL over IP ports if the
   intersection of the sets of encapsulation methods they support is not
   null. If that intersection is null, then no adjacency is formed. In
   particular, for a TRILL over IP link, the adjacency state machine
   MUST NOT advance to the Report state unless the ports share an
   encapsulation [RFC7177]. If no encapsulation is shared, the adjacency
   state machine remains in the state from which it would otherwise have
   transitioned to the Report state.



   If a TRILL over IP port is using an encapsulation different from that
   in which Hellos are being exchanged, it is RECOMMENDED that BFD
   [RFC7175] or some other protocol that confirms adjacency using TRILL
   Data packets be used. As provided in [RFC7177] adjacency is not
   actually obtain until such confirmatory protocol succeeds.



   If any TRILL over IP packet, other than an IS-IS Hello or MTU PDU in



   native encapsulation, is received in an encapsulation for which
   support is not being indicated by the receiver, that packet MUST be
   discarded (see Section 5.3).



   If there are two or more encapsulations in common between two
   adjacent ports for unicast or the set of adjacent ports for
   multicast, a transmitter is free to choose whichever of the
   encapsulations it wishes to use. Thus transmissions between adjacent
   ports P1 and P2 could use different encapsulations depending on which
   port is transmitting and which is receiving.



   It is expected to be the normal case in a well-configured network
   that all the TRILL over IP ports connected to an IP link (i.e., an IP
   network) that are intended to communicate with each other will
   support the same encapsulation(s).






5.3 Broadcast Link Encapsulation Considerations

   To properly handle TRILL protocol packets on a TRILL over IP link in
   the general case, either native IP multicast mode is used on that
   link or multicast must be simulated using serial IP unicast, as
   discussed in Section 6. (Of course, if the IP link happens to
   actually be point-to-point no special provision is needed for
   handling IP multicast addressed packets.)



   It is possible for the Hellos from a TRILL over IP port P1 to
   establish adjacency with multiple other TRILL over IP ports (P2, P3,
   ...) on a broadcast link. In a well-configured network one would
   expect all of the IP ports involved to support the same
   encapsulation(s); but, for example, if P1 supports multiple
   encapsulations, it is possible that P2 and P3, do not have an
   encapsulation in common that is supported by P1. [IS-IS] can handle
   such non-transitive adjacencies that are reported as specified in
   [RFC7177]. This is generally done, albeit with reduced efficiency, by
   forwarding through the designated RBridge (router) on the link. Thus
   it is RECOMENDED that all TRILL over IP ports on an IP link be
   configured to support one encapsulation in common that has good fast
   path support.



   If serial IP unicast is being used by P1, it can use different
   encapsulations for different transmissions.



   If native IP multicast is available for use by P1, it can send one
   transmission per encapsulation method by which it has a disjoint set
   of adjacencies on the link. If the transmitting port has adjacencies
   with overlapping sets of ports that are adjacent using different
   encapsulations, use of native multicast with different encapsulations
   may result in packet duplication. It would always be possible to use
   native IP multicast for one encapsulation for which the transmitting
   port has adjacencies, perhaps the encapsulation for which it has the
   largest number of adjacencies, and serially unicast to other
   receivers. These considerations are the reason that a TRILL over IP
   port MUST discard any packet received with an encapsulation for which
   it has not established an adjacency with the transmitter. Otherwise,
   packets would be further duplicated.






5.4 Native Encapsulation

   The mandatory to implement "native encapsulation" format of a TRILL
   over IP packet, when used without security, is TRILL over UDP as
   shown below. This provides simple and direct access by TRILL to the
   native datagram service of IP.



+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| IP       | UDP    |  TRILL                |
| Header   | Header |  Payload              |
+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



   Where the UDP Header is as follows:



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    Source Port = Entropy      |      Destination Port         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|           UDP Length          |        UDP Checksum           |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  TRILL Payload ...



      Source Port - see Section 8.3



      Destination Port - indicates TRILL Data or IS-IS, see Section
      11.1.



      UDP Length - as specified in [RFC0768]



      UDP Checksum - as specified in [RFC0768]



   The TRILL Payload starts with the TRILL Header (not including the
   TRILL Ethertype) for TRILL Data packets and starts with the 0x83
   Intradomain Routeing Protocol Discriminator byte (thus not including
   the L2-IS-IS Ethertype) for TRILL IS-IS packets.




5.5 VXLAN Encapsulation

   VXLAN [RFC7348] IP encapsulation of TRILL looks, on the wire, like
   TRILL over Ethernet over VXLAN over UDP over IP.



+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
| IP     | UDP    | VXLAN  | Ethernet | TRILL     |
| Header | Header | Header | Header   | Payload   |
+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+



   The outer UDP uses a destination port number indicating VXLAN and the
   outer UDP source port MAY be used for entropy as with native
   encapsulation (see Section 8.3). The VXLAN header after the outer UDP
   header adds a 24 bit Virtual Network Identifier (VNI). The Ethernet
   header after the VXLAN header and before the TRILL header consists of
   source MAC address, destination MAC address, and Ethertype. The
   Ethertype distinguishes TRILL Data from TRILL IS-IS. The destination
   and source MAC addresses in this Ethernet header are not used.



   A TRILL over IP port using VXLAN encapsulation by default uses a VNI
   of 1 for TRILL IS-IS traffic and a VNI of 2 for TRILL data traffic
   but can be configured as described in Section 9.2.3.1 to use some
   other fixed VNIs or to map from VLAN/FGL to VNI.






5.6 TCP Enacpulstion

   TCP may be used for TRILL over IP as specified below. Use of TCP is
   convenient to provide congestion control (see Section 8.1) and
   reduced packet loss but is likely to cause substantial additional
   jitter and delay compared with a UDP based encapsulation.



+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| IP       | TCP    |  TRILL                |
| Header   | Header |  Payload              |
+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



   Where the TCP Header is as follows:



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    Source Port = Entripy      |       Destination Port        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                        Sequence Number                        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                    Acknowledgment Number                      |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  Data |           |U|A|P|R|S|F|                               |
| Offset| Reserved  |R|C|S|S|Y|I|            Window             |
|       |           |G|K|H|T|N|N|                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|         TCP Checksum          |         Urgent Pointer        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                    Options                    |    Padding    |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  TRILL Payload ...



      Source Port - see Section 8.3



      Destination Port - indicates TRILL Data or IS-IS, see Section
      11.1.



      Other TCP Header Fields - as specified in [RFC0793]



   The TRILL Payload starts with the TRILL Header (not including the
   TRILL Ethertype) for TRILL Data packets and starts with the 0x83
   Intradomain Routeing Protocol Discriminator byte (thus not including
   the L2-IS-IS Ethertype) for TRILL IS-IS packets.






5.7 Other Encapsulations

   It is anticipated that additional TRILL over IP encapsulations will
   be specified in future documents and allocated a link technology
   specific flag bit as per Section 11.3. A primary consideration for
   whether it is worth the effort to specify use of an encapsulation by
   TRILL over IP is whether it has good existing or anticipated fast
   path support.




6. Handling Multicast

   By default, both TRILL IS-IS packets and multi-destination TRILL Data
   packets are sent to an All-RBridges IPv4 or IPv6 IP multicast Address
   as appropriate (see Section 11.2); however, a TRILL over IP port may
   be configured (see Section 9) to use a different multicast address or
   to use serial IP unicast with a list of one or more unicast IP
   addresses of other TRILL over IP ports to which multi-destination
   packets are sent. In the serial unicast case the outer IP header of
   each copy of the packet sent shows an IP unicast destination address
   even through the TRILL header has the M bit set to one to indicate
   multi-destination. Serial unicast configuration is necessary if the
   TRILL over IP port is connected to an IP network that does not
   support IP multicast. In any case, unicast TRILL packets (those with
   the M bit in the TRILL Header set to zero) are sent by unicast IP.



   Even if a TRILL over IP port is configured to send multi-destination
   packets with serial unicast, it MUST be prepared to receive IP
   multicast TRILL packets.  All TRILL over IP ports default to
   periodically transmitting appropriate IGMP (IPv4 [RFC3376]) or MLD
   (IPv6 [RFC2710]) packets, so that the TRILL multicast IP traffic can
   be sent to them, but may be configured not to do so.



   Although TRILL fully supports broadcast links with more than 2
   RBridges connected to the link there may be good reasons for
   configuring TRILL over IP ports to use serial unicast even where
   native IP multicast is available. Use of serial unicast provides the
   network manager with more precise control over adjacencies and how
   TRILL over IP links will be formed in an IP network. In some
   networks, unicast is more reliable than multicast. If multiple point-
   to-point TRILL over IP connections between two parts of a TRILL
   campus are configured, TRILL will in any case spread traffic across
   them, treating them as parallel links, and appropriately fail over
   traffic if a link fails or incorporate a new link that comes up.




7. Use of IPsec and IKEv2

   All TRILL switches (RBridges) that support TRILL over IP MUST
   implement IPsec [RFC4301] and support the use of IPsec Encapsulating
   Security Protocol (ESP [RFC4303]) in tunnel mode to secure both TRILL
   IS-IS and TRILL Data packets. When IPsec is used to secure a TRILL
   over IP link and no IS-IS security is enabled, the IPsec session MUST
   be fully established before any TRILL IS-IS or data packets are
   exchanged. When there is IS-IS security [RFC5310] provided,
   implementers SHOULD use IS-IS security to protect TRILL IS-IS
   packets. However, in this case, the IPsec session still MUST be fully
   established before any TRILL Data packets transmission, since IS-IS
   security does not provide any protection to data packets, and SHOULD
   be fully established before any TRILL IS-IS packet transmission other
   than IS-IS Hello or MTU PDUs.



   All RBridges that support TRILL over IP MUST implement the Internet
   Key Exchange Protocol version 2 (IKEv2) for automated key management.






7.1 Keying

   The following subsections discuss pairwise and group keying for TRILL
   over IP IPsec.






7.1.1 Pairwise Keying

   When IS-IS security is in use, IKEv2 SHOULD use a pre-shared key that
   incorporates the IS-IS shared key in order to bind the TRILL data
   session to the IS-IS session.  The pre-shared key that will be used
   for IKEv2 exchanges for TRILL over IP is determined as follows:



      HKDF-Expand-SHA256 ( IS-IS-key,

         "TRILL IP" | P1-System-ID | P1-Port | P2-System-ID | P2-Port )



   In the above "|" indicates concatenation, HKDF is as in [RFC5869],
   SHA256 is as in [RFC6234], and "TRILL IP" is the eight byte US ASCII
   [RFC0020] string indicated. "IS-IS-key" is an IS-IS key usable for
   IS-IS security of link local IS-IS PDUs such as Hello, CSNP, and
   PSNP. This SHOULD be a link scope IS-IS key. P1-System-ID and
   P2-System ID are the six byte System IDs of the two TRILL RBridges,
   and P1-Port and P2-Port are the TRILL Port IDs [RFC6325] of the ports
   in use on each end. System IDs are guaranteed to be unique within the
   TRILL campus.  Both of the RBridges involved treat the larger
   magnitude System ID, comparing System IDs as unsigned integers, as P1
   and the smaller as P2 so both will derive the same key.



   With [RFC5310] there could be multiple keys identified with 16-bit
   key IDs. The key ID when an IS-IS key is in use is transmitted in an
   IKEv2 ID_KEY_ID identity field [RFC7296] with Identification Data
   length of 2 bytes (Payload Length 6 bytes). The Key ID of the IS-IS-
   key is used to identify the IKEv2 shared secret derived as above that
   is actually used. ID_KEY_ID identity field(s) of other lengths MAY
   occur but their use is beyond the scope of this document.



   The IS-IS-shared key from which the IKEv2 shared secret is derived
   might expire and be updated as described in [RFC5310].  The IKEv2
   pre-shared keys derived from an IS-IS shared key MUST expire within a
   lifetime no longer than the IS-IS-shared key from which they were
   derived.  When the IKEv2 shared secret key expires, or earlier, the
   IKEv2 Security Association must be rekeyed using a new shared secret
   derived from a new IS-IS shared key.



   IKEv2 with certificate based security MAY be used but details of
   certificate contents and use policy for this application of IKEv2 are
   beyond the scope of this document.






7.1.2 Group Keying

   In the case of a TRILL over IP port configured as point-to-point (see
   Section 4.2.4.1 of [RFC6325]), there is no group keying and the
   pairwise keying determined as in Section 7.1.1 is used for multi-
   destination TRILL traffic, which is unicast.



   In the case of a TRILL over IP port configured as broadcast but where
   the port is configured to use serial unicast (see Section 8), there
   is no group keying and the pairwise keying determined as in Section
   7.1.1 is used for multi-destination TRILL traffic, which is unicast.



   The case of a TRILL over IP port configured as broadcast and using
   native multicast is beyond the scope of this document. For security
   as provided in this document, multicast is handled via serial
   unicast.






7.2 Mandatory-to-Implement Algorithms

   All RBridges that support TRILL over IP MUST implement IPsec ESP
   [RFC4303] in tunnel mode. The implementation requirements for ESP
   cryptographic algorithms are as specified for IPsec. That
   specification is currently [RFC7321].




8. Transport Considerations

   This section discusses a variety of important transport
   considerations.






8.1 Congestion Considerations

   This subsection discusses TRILL over UDP congestion considerations.
   These are applicable to the UDP based TRILL over IP encapsulation
   headers specified in detail in this document. Other encapsulations
   would likely have different congestion considerations and, in
   particlar, the TCP encapsulation specified in Section 5.6 does not
   need congestion control beyond that provided by TCP. Congestion
   considerations for additional TRILL encapsulations will be provided
   in the document specifying the encapsulation.



   One motivation for including UDP or TCP as the outermost part of a
   TRILL over IP encapsulation header is to improve the use of multipath
   such as Equal Cost Multi-Path (ECMP) in cases where traffic is to
   traverse routers that are able to hash on Port and IP address through
   addition of entropy in the source port (see Section 8.3). In many
   cases this may reduce the occurrence of congestion and improve usage
   of available network capacity. However, it is also necessary to
   ensure that the network, including applications that use the network,
   responds appropriately in more difficult cases, such as when link or
   equipment failures have reduced the available capacity.



   Section 3.1.11 of [RFC8085] discusses the congestion considerations
   for design and use of UDP tunnels; this is important because other
   flows could share the path with one or more UDP tunnels,
   necessitating congestion control [RFC2914] to avoid destructive
   interference.



   The default initial determination of the TRILL over IP encapsulation
   to be used is through the exchange of TRILL IS-IS Hellos. This is a
   low bandwidth process. Hellos are not permitted to be sent any more
   often than once per second, and so are very unlikely to cause
   congestion.  Thus no additional controls are needed for Hellos even
   if sent, as is the default, over UDP.



   Congestion has potential impacts both on the rest of the network
   containing a UDP flow and on the traffic flows using the UDP
   encapsulation.  These impacts depend upon what sort of traffic is
   carried in UDP, as well as the path it follows.  The UDP based TRILL
   over IP encapsulations specified in this document do not provide any
   congestion control and are transmitted as regular UDP packets.



   The two subsections below discuss congestion for TRILL over IP



   traffic with UDP based encapsulation headers in traffic-managed
   controlled environments (TMCE, see [RFC8086]) and other environments.






8.1.1 Within a TMCE

   Within a TMCE, that is, an IP network that is traffic-engineered
   and/or otherwise managed, for example via use of traffic rate
   limiters, to avoid congestion, UDP based TRILL over IP encapsulation
   headers are appropriate for carrying traffic that is not known to be
   congestion controlled. in such cases, operators of TMCE networks
   avoid congestion by careful provisioning of their networks, rate-
   limiting of user data traffic, and traffic engineering according to
   path capacity.



   When TRILL over IP using a UDP based encapsulation header carries
   traffic that is not known to be congestion controlled in a TMCE
   network, the traffic path MUST be entirely within that network, and
   measures SHOULD be taken to prevent the traffic from "escaping" the
   network to the general Internet.  Examples of such measures are:



      o  physical or logical isolation of the links carrying the traffic
         from the general Internet and



      o  deployment of packet filters that block the UDP ports assigned
         for TRILL over IP.






8.1.2 In Other Environments

   Where UDP based encapsulation headers are used in TRILL over IP in
   environments other than those discussed in Section 8.1.1, specific
   congestion control mechanisms are commonly needed.  However, if the
   traffic being carried by the TRILL over IP link is already congestion
   controlled and the size and volatility of the TRILL IS-IS link state
   database is limited, then specific congestion control may not be
   needed. See [RFC8085] Section 3.1.11 for further guidance.






8.2 Recursive Ingress

   TRILL is specified to transport data to and from end stations over
   Ethernet and IP is frequently transported over Ethernet. Thus, an end
   station native data Ethernet frame "EF" might get TRILL ingressed to
   TRILL(EF) that was subsequently sent to a next hop RBridge out a
   TRILL over IP over Ethernet port resulting in a packet on the wire of
   the form Ethernet(IP(TRILL(EF))).  There is a risk of such a packet
   being re-ingressed by the same TRILL campus, due to physical or
   logical misconfiguration, looping round, being further re-ingressed,
   and so on. (Or this might occur through a cycle of TRILL campuses.)
   The packet would get discarded if it got too large but if
   fragmentation is enabled, it would just keep getting split into
   fragments that would continue to loop and grow and re-fragment until
   the path was saturated with junk and packets were being discarded due
   to queue overflow. The TRILL Header TTL would provide no protection
   because each TRILL ingress adds a new TRILL header with a new TTL.



   To protect against this scenario, a TRILL over IP port MUST, by
   default, test whether a TRILL packet it is about to transmit appears
   to be a TRILL ingress of a TRILL over IP over Ethernet packet. That
   is, is it of the form TRILL(Ethernet(IP(TRILL(...)))? If so, the
   default action of the TRILL over IP output port is to discard the
   packet rather than transmit it. However, there are cases where some
   level of nested ingress is desired so it MUST be possible to
   configure the port to allow such packets.






8.3 Fat Flows

   For the purpose of load balancing, it is worthwhile to consider how
   to transport TRILL packets over any Equal Cost Multiple Paths (ECMPs)
   existing internal to the IP path between TRILL over IP ports.



   The ECMP election for the IP traffic could be based, for example with
   IPv4, on the quintuple of the outer IP header { Source IP,
   Destination IP, Source Port, Destination Port, and IP protocol }.
   Such tuples, however, could be exactly the same for all TRILL Data
   packets between two RBridge ports, even if there is a huge amount of
   data being sent between a variety of ingress and egress RBridges. One
   solution to this is to use the UDP Source Port as an entropy field.
   (This idea is also introduced in [RFC8086].) For example, for TRILL
   Data, this entropy field could be based on some hash of the
   Inner.MacDA, Inner.MacSA, and Inner.VLAN or Inner.FGL. Unfortunately,
   this can conflict with middleboxes inside the TRILL over IP link (see
   8.5).  Therefore, in order to better support ECMP, a RBridge SHOULD
   set the Source Port to a range of values as an entropy field for ECMP
   decisions; this range SHOULD be the ephemeral port range
   (49152-65535) except that, if there are middleboxes in the path (see
   Section 8.5), it MUST be possible to configure the range of different
   Source Port values to a sufficiently small range to avoid disrupting
   connectivity.




8.4 MTU Considerations

   In TRILL each RBridge advertises in its LSP number zero the largest
   LSP frame it can accept (but not less than 1,470 bytes) on any of its
   interfaces (at least those interfaces with adjacencies to other TRILL
   switches in the campus) through the originatingLSPBufferSize TLV
   [RFC6325] [RFC7177]. The campus minimum MTU (Maximum Transmission
   Unit), denoted Sz, is then established by taking the minimum of this
   advertised MTU for all RBridges in the campus. Links that do not meet
   the Sz MTU are not included in the routing topology. This protects
   the operation of IS-IS from links that would be unable to accommodate
   the largest LSPs.



   A method of determining originatingLSPBufferSize for an RBridge with
   one or more TRILL over IP ports is described in [RFC7780]. However,
   if an IP link either can accommodate jumbo frames or is a link on
   which IP fragmentation is enabled and acceptable, then it is unlikely
   that the IP link will be a constraint on the originatingLSPBufferSize
   of an RBridge using the link. On the other hand, if the IP link can
   only handle smaller frames and fragmentation is to be avoided when
   possible, a TRILL over IP port might constrain the RBridge's
   originatingLSPBufferSize.



   Because TRILL sets the minimum values of Sz at 1,470 bytes, RBridges
   will not constrain LSPs or other TRILL IS-IS PDUs to a size smaller
   than that. Therefore there may be TRILL over IP links that require
   fragmentation to be enabled to accommodate such PDUs. When
   fragmentation is enabled, the effective link MTU from the TRILL point
   of view is larger than the RBridge port to RBridge port path MTU from
   the IP point of view. Path MTU discovery [RFC4821] should be useful
   in determining the IP MTU between a pair of RBridge ports with IP
   connectivity.



   TRILL IS-IS MTU PDUs, as specified in Section 5 of [RFC6325] and in
   [RFC7177], can be used to obtain added assurance of the MTU of a
   link.  An appropriate time to confirm MTU, or re-discover it if it
   has changed, is when an RBridge notices topology changes in a path
   that is in use for TRILL over IP due to LSP updates it receives;
   however, MTU can change at other times.  For example, two RBridge
   ports are connected by a bridged LAN, topology or configuration
   changes within that bridged LAN could change the MTU between those
   RBridge ports.



   For further discussion of these issues, see [IntareaTunnels].




8.5 Middlebox Considerations

   This section gives some middlebox considerations for the IP
   encapsulations covered by this document, namely native and VXLAN
   encapsulation.



   The requirements for the usage of the zero UDP Checksum in a UDP
   tunnel protocol are detailed in [RFC6936]. These requirements apply
   to the UDP based TRILL over IP encapsulations specified herein
   (native and VXLAN), which are applications of UDP tunnel.



   Besides the Checksum, the Source Port number of a UDP or TCP based
   ENCAP Hdr is also pertinent to the middlebox behavior. Network
   Address/Port Translator (NAPT) is the most commonly deployed Network
   Address Translation (NAT) device [RFC4787]. For a UDP or TCP tunnel
   protocol, the NAPT device establishes a NAT session to translate the
   {private IP address, private source port number} tuple to a {public
   IP address, public source port number} tuple, and vice versa, for the
   duration of the session. This provides the tunnel protocol
   application with the "NAT-pass-through" function. NAPT allows
   multiple internal hosts to share a single public IP address. The
   Source Port number, is used as the demultiplexer of the multiple
   internal hosts.



   However, the above NAPT behavior conflicts with the behavior that the
   Source Port number is used as an entropy (See Section 8.3). Hence,
   the network operator MUST ensure the TRILL switch ports sending
   through local or remote NAPT middleboxes limit the entropy usage of
   the Source Port number, possibly to a single value.




9. TRILL over IP Port Configuration

   This section specifies the configuration information needed at a
   TRILL over IP port beyond that needed for a general RBridge port.






9.1 Per IP Port Configuration

   Each RBridge port used for a TRILL over IP link should have at least
   one IP (v4 or v6) address. If no IP address is associated with the
   port, perhaps as a transient condition during re-configuration, the
   port is disabled. Implementations MAY allow a single port to operate
   as multiple IPv4 and/or IPv6 logical ports. Each IP address
   constitutes a different logical port and the RBridge with those ports
   MUST associate a different Port ID (see Section 4.4.2 of [RFC6325])
   with each logical port.



   By default a TRILL over IP port discards output packets that fail the
   possible recursive ingress test (see Section 10.1) unless configured
   to disable that test.






9.2 Additional per IP Address Configuration

   The configuration information specified below is per TRILL over IP
   port IP address.



   The mapping from TRILL packet priority to TRILL over IP
   Differentiated Services Code Point (DSCP [RFC2474]) can be
   configured. If supported, mapping from an inner DSCP code point, when
   the TRILL payload is IP, to the outer TRILL over IP DSCP can be
   configured. (See Section 4.3.)



   Each TRILL over IP port has a list of acceptable encapsulations it
   will use as the basis of adjacency. By default this list consists of
   one entry for native encapsulation (see Section 7). Additional
   encapsulations MAY be configured and native encapsulation MAY be
   removed from this list by configuration. Additional configuration can
   be required or possible for specific encapsulations as described in
   Section 9.2.3.



   Each IP address at a TRILL over IP port uses native IP multicast by
   default but may be configured whether to use serial IP unicast
   (Section 9.2.2) or native IP multicast (Section 9.2.1). Each IP
   address at a TRILL over IP is configured whether or not to use IPsec
   (Section 9.2.4).



   Regardless of whether they will send IP multicast, TRILL over IP



   ports emit appropriate IGMP (IPv4 [RFC3376]) or MLD (IPv6 [RFC2710])
   packets unless configured not to do so. These are sent for the IP
   multicast group the port would use if it sent IP multicast.






9.2.1 Native Multicast Configuration

   If a TRILL over IP port address is using native IP multicast for
   multi-destination TRILL packets (IS-IS and data), by default
   transmissions from that IP address use the IP multicast address (IPv4
   or IPv6) specified in Section 11.2. The TRILL over IP port may be
   configured to use a different IP multicast address for multicasting
   packets.






9.2.2 Serial Unicast Configuration

   If a TRILL over IP port address has been configured to use serial
   unicast for multi-destination packets (IS-IS and data), it should
   have associated with it a non-empty list of unicast IP destination
   addresses with the same IP version as the version of the port's IP
   address (IPv4 or IPv6). Multi-destination TRILL packets are serially
   unicast to the addresses in this list. Such a TRILL over IP port will
   only be able to form adjacencies [RFC7177] with the RBridges at the
   addresses in this list as those are the only RBridges to which it
   will send TRILL Hellos. IP packets received from a source IP address
   not on the list are discarded.



   If this list of destination IP addresses is empty, the port is
   disabled.






9.2.3 Encapsulation Specific Configuration

   Specific TRILL over IP encapsulation methods may provide for further
   configuration as specified below.






9.2.3.1 UDP and TCP Source Port

   As discussed above, the UDP based encapsulation (Sections 5.4 and
   5.5) and the TCP encapuslation (Section 5.6) start with a header
   containing a source port number that can be used for entropy (Section
   8.3). The range of source port values used defaults to the ephemeral
   port range (49152-65535) but can be configured to any other range
   including to a single value.




9.2.3.2 VXLAN Configuration

   A TRILL over IP port using VXLAN encapsulation can be configured with
   non-default VXLAN Network Identifiers (VNIs) that are used in that
   field of the VXLAN header for all TRILL IS-IS and TRILL Data packets
   sent using the encapsulation and required in those received using the
   encapsulation. The default VNI is 1 for TRILL IS-IS and 2 for TRILL
   Data. A TRILL packet received with the an unknown VNI is discarded.



   A TRILL over IP port using VXLAN encapsulation can also be configured
   to map the Inner.VLAN of a TRILL Data packet being transported to the
   value it places in the VNI field and/or to copy the Inner.FGL
   [RFC7172] of a TRILL Data packet to the VNI field.






9.2.3.3 Other Encapsulation Configuration

   Additional encapsulation methods, beyond those specified in this
   document, are expected to be specified in future documents and may
   require further configuration.






9.2.4 Security Configuration

   A TRILL over IP port can be configured, for the case where IS-IS
   security [RFC5310] is in use, as to whether or not IPsec must be
   fully established and used for any TRILL IS-IS transmissions other
   than IS-IS Hello or MTU PDUs (see Section 7). There may also be
   configuration whose details are outside the scope of this document
   concerning certificate based IPsec or use of shared keys other than
   IS-IS based shared key or how to select what IS-IS based shared key
   to use.




10. Security Considerations

   TRILL over IP is subject to all of the security considerations for
   the base TRILL protocol [RFC6325]. In addition, there are specific
   security requirements for different TRILL deployment scenarios, as
   discussed in the "Use Cases for TRILL over IP", Section 3 above.



   For communication between end stations in a TRILL campus, security
   may be possible at three levels: end-to-end security between those
   end stations, edge-to-edge security between ingress and egress
   RBridges [LinkSec], and link security to protect a TRILL hop. Any
   combination of these can be used, including all three.



   TRILL over IP link security protects the contents of TRILL Data and

      IS-IS packets, including the identities of the end stations for
      data and the identities of the edge RBridges, from observers of
      the link and transit devices within the link such as bridges or IP
      routers, but does not encrypt the link local IP addresses used in
      a packet and does not protect against observation by the sending
      and receiving RBridges on the link.



   Edge-to-edge TRILL security would protect the contents of TRILL data

      packets including the identities of the end stations for data from
      transit RBridges but does not encrypt the identities of the edge
      RBridges involved and does not protect against observation by
      those edge RBridges. It is anticipated that edge-to-edge TRILL
      security will be covered in future documents.



   End-to-end security does not protect the identities of the end

      stations or edge RBridge involved but does protect the content of
      TRILL data packets from observation by all RBridges or other
      intervening devices between the end stations involved.  End-to-end
      security should always be considered as an added layer of security
      to protect any particularly sensitive information from unintended
      disclosure. Such end station to end station security is generally
      beyond the scope of TRILL



   If VXLAN encapsulation is used, the unused Ethernet source and
   destination MAC addresses mentioned in Section 5.5, provide a 96 bit
   per packet side channel.






10.1 IPsec

   This document specifies that all RBridges that support TRILL over IP
   links MUST implement IPsec for the security of such links, and makes
   it clear that it is both wise and good to use IPsec in all cases
   where a TRILL over IP link will traverse a network that is not under
   the same administrative control as the rest of the TRILL campus or is
   not secure. IPsec is important, in these cases, to protect the
   privacy and integrity of data traffic. However, in cases where IPsec
   is impractical due to lack of fast path support, use of TRILL edge-
   to-edge security or use by the end stations of end-to-end security
   can provide significant security.



   Further Security Considerations for IPsec ESP and for the
   cryptographic algorithms used with IPsec can be found in the RFCs
   referenced by this document.






10.2 IS-IS Security

   TRILL over IP is compatible with the use of IS-IS Security [RFC5310],
   which can be used to authenticate TRILL switches before allowing them
   to join a TRILL campus. This is sufficient to protect against rogue
   devices impersonating TRILL switches, but is not sufficient to
   protect data packets that may be sent in TRILL over IP outside of the
   local network or across the public Internet. To protect the privacy
   and integrity of that traffic, use IPsec.



   In cases were IPsec is used, the use of IS-IS security may not be
   necessary, but there is nothing about this specification that would
   prevent using both IPsec and IS-IS security together.




11. IANA Considerations

   IANA considerations are given below.






11.1 Port Assignments

   IANA is requested to assign destination Ports in the Service Name and
   Transport Protocol Port Number Registry [PortRegistry] for TRILL IS-
   IS and TRILL Data as shown below.



Service Name: TRILL‑IS‑IS
Transport Protocol: udp, tcp
Assignee: iesg@ietf.org
Contact: chair@ietf.org
Description: Transport of TRILL IS‑IS control PDUs.
Reference: [this document]
Port Number: (TBD1)

Service Name: TRILL‑data
Transport Protocol: udp, tcp
Assignee: iesg@ietf.org
Contact: chair@ietf.org
Description: Transport of TRILL Data packets.
Reference: [this document]
Port Number: (TBD2)






11.2 Multicast Address Assignments

   IANA is requested to assign one IPv4 and one IPv6 multicast address,
   as shown below, which correspond to both the All-RBridges and All-IS-
   IS-RBridges multicast MAC addresses that have been assigned for
   TRILL. Because the low level hardware MAC address dispatch
   considerations for TRILL over Ethernet do not apply to TRILL over IP,
   one IP multicast address for each version of IP is sufficient.



   (Values recommended to IANA in square brackets)



   Name             IPv4                  IPv6
‑‑‑‑‑‑‑‑‑‑‑‑     ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
All‑RBridges     TBD3[233.252.1.32]   TBD4[FF0X:0:0:0:0:0:0:BAC1]



   The hex digit "X" in the IPv6 variable scope address indicates the
   scope and defaults to 8. The IPv6 All-RBridges IP address may be used
   with other values of X.




11.3 Encapsulation Method Support Indication

   The existing "RBridge Channel Protocols" registry is re-named and a
   new sub-registry under that registry added as follows:



   The TRILL Parameters registry for "RBridge Channel Protocols" is
   renamed the "RBridge Channel Protocols and Link Technology Specific
   Flags" registry. [this document] is added as a second reference for
   this registry. The first part of the table is changed to the
   following:



   Range      Registration        Note
‑‑‑‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
0x002‑0x0FF   Standards Action
0x100‑0xFCF   RFC Required       allocation of a single value
0x100‑0xFCF   IESG Approval      allocation of multiple values
0xFD0 0xFF7   see Note           link technology dependent,
                                    see subregistry



   In the existing table of RBridge Channel Protocols, the following
   line is changed to two lines as shown:



OLD
  0x004‑0xFF7   Unassigned
NEW
  0x004‑0xFCF   Unassigned
  0xFD0‑0xFF7   (link technology dependent, see subregistry)



   A new indented subregistry under the re-named "RBridge Channel
   Protocols and Link Technology Specific Flags" registry is added as
   follows:



Name: TRILL over IP Link Flags
Registration Procedure: Expert Review
Reference: [this document]

    Flag      Meaning                        Reference
‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑
      0xFD0  Native encapsulation supported  [this document]
      0xFD1  VXLAN encapsulation supported   [this document]
      oxFD2  TCP encapsulation supported     [this document]
0xFD3‑0xFF7  Unassigned
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Abstract

   Point to multipoint (P2MP) BFD is designed to verify multipoint
   connectivity.  This document specifies the support of P2MP BFD in
   TRILL.  Similar to TRILL point-to-point BFD, BFD Control packets in
   TRILL P2MP BFD are transmitted using RBridge Channel message. This
   document updates RFC 7175 and RFC 7177.
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   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at http://datatracker.ietf.org/drafts/current/.



   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."



   This Internet-Draft will expire on December 11, 2015.
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   This document is subject to BCP 78 and the IETF Trust's Legal
   Provisions Relating to IETF Documents
   (http://trustee.ietf.org/license-info) in effect on the date of
   publication of this document.  Please review these documents
   carefully, as they describe your rights and restrictions with respect
   to this document.  Code Components extracted from this document must
   include Simplified BSD License text as described in Section 4.e of
   the Trust Legal Provisions and are provided without warranty as
   described in the Simplified BSD License.
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1. Introduction

   TRILL supports multicast forwarding.  Applications based on TRILL
   multicast may need quick detection of multicast failures using P2MP
   BFD.  This document specifies TRILL support of P2MP BFD.



   To use P2MP BFD, the head end needs to periodically transmit BFD
   Control packets to all tails using TRILL multicast.  A new RBridge
   Channel message is allocated for this purpose.



   In order to execute the global protection of distribution used for
   multicast forwarding [I-D.ietf-trill-resilient-trees], the head needs
   to track the active status of tails
   [I-D.ietf-bfd-multipoint-active-tail].  If the tail loses
   connectivity as detected by not receiving the new RBridge Channel
   message from the head, the tail should notify the head of the lack of
   multipoint connectivity with unicast BFD Control packets.  These
   unicast BFD Control packets are transmitted using the existing
   RBridge Channel message assigned to BFD Control [RFC7175].



   This document updates [RFC7177] as specified in Section 3 and updates
   [RFC7175] as specified in Section 4.




2. Acronyms and Terminology


2.1. Acronyms

   Data Label: VLAN or Fine Grained Label [RFC7172].



   BFD: Bidirectional Forwarding Detection



   P2MP: Point to Multi-Point



   TRILL: Transparent Interconnection of Lots of Links or Tunneled
   Routing in the Link Layer




2.2. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].



   Familiarity with [RFC6325], [RFC7175], and [RFC7178] is assumed in
   this document.




3. Bootstrapping

   The TRILL adjacency mechanism bootstraps the establishment of one-hop
   TRILL BFD sessions [RFC7177]. Multi-hop sessions are expected to be
   configured by the network manager. A slight wording update to the
   second sentence in Section 6 of [RFC7177] is required.



   It currently read:



      If an RBridge supports BFD [RFC7175], it will have learned whether
      the other RBridge has BFD enabled by whether or not a BFD-Enabled
      TLV [RFC6213] was included in its Hellos.



   Now it should read:



      If an RBridge supports BFD [RFC7175] [this document], it will have
      learned whether the other RBridge has BFD enabled by whether or
      not a BFD-Enabled TLV [RFC6213] was included in its Hellos.




4. A New RBridge Channel Message for P2MP BFD

   RBridge Channel message protocol 0x002 is defined for TRILL point-to-
   point BFD Control packets in [RFC7175].  If the M bit of the TRILL
   Header of the RBridge channel packet containing a BFD Control packet
   is non-zero, the packet MUST be dropped [RFC7175].  In P2MP BFD, the
   head is required to probe tails using multicast.  This means the M
   bit will be set to 1.  For this reason, a new RBridge Channel
   message, whose protocol code point is TBD, is specified in this
   document.  An RBridge that supports P2MP BFD MUST support the new
   RBridge Channel message for P2MP BFD. The capability to support the
   RBridge Channel message for P2MP BFD, and therefore support
   performing P2MP BFD, is announced within the "RBridge Channel
   Protocols Sub-TLV" in LSPs [RFC7176].



   As specified in [RFC7178], when the tail receives TRILL Data packets
   sent as BFD RBridge channel messages, it will absorb the packets
   itself rather than deliver these packets to its attached end-
   stations.




5. Discriminators and Packet Demultiplexing

   The processing in Section 3.2 of [RFC7175] applies except that the
   test on the M bit in the TRILL Header is reversed.  If the M bit is
   zero, the packet is discarded.  If the M bit is one, it is processed.



   After the Section 3.2 of [RFC7175] processing, the tail demultiplexes
   incoming BFD packets based on a combination of the source address and
   My Discriminator as specified in [I-D.ietf-bfd-multipoint].  In
   addition to this combination, TRILL P2MP BFD requires that the tail
   use the Data Label, which is either the inner VLAN or the Fine
   Grained Label [RFC7172], for demultiplexing.  If the tail needs to
   notify the head about the failure of a multipath, the tail is
   required to send unicast BFD Control packets using the same Data
   Label as used by the head.




6. Tracking Active Tails

   According to[I-D.ietf-bfd-multipoint], the head has a session of type
   MultipointHead that is bound to a multipoint path.  Multipoint BFD
   Control packets are sent by this session over the multipoint path,
   and no BFD Control packets are received by it.  Each tail dynamically
   creates a MultipointTail per a multipoint path.  MultipointTail
   sessions receive BFD Control packets from the head over multipoint
   paths.



   If the head is keeping track of some or all of the tails
   [I-D.ietf-trill-resilient-trees], it has a session of type
   MultipointClient per tail that it cares about
   [I-D.ietf-bfd-multipoint-active-tail].  See
   [I-D.ietf-bfd-multipoint-active-tail] for detail operations of
   tacking active tails.




7. Security Considerations

   Multipoint BFD provides its own authentication but does not provide
   encryption (see Security Considerations in [I-D.ietf-bfd-
   multipoint]). As specified in this document, the point-to-multipoint
   BFD payloads are encapsulated in RBridge Channel messages which have
   been extended by [RFC7978] to provide security. However, [RFC7978],
   while it provides both authentication and encryption for point-to-
   point extended RBridge Channel messages, provides only authentication
   for multipoint RBridge Channel messages. Thus, there is little reason
   to use the [RFC7978] security mechanisms at this time. However, it is
   expected that a future document will provide for group keying; when
   that occurs, the use of RBridge Channel security will also be able to
   provide encryption and may be desirable.



   For general multipoint BFD security considerations, see
   [I-D.ietf-bfd-multipoint].



   For general RBridge Channel security considerations, see [RFC7178].




8. IANA Considerations

   IANA is required to allocate one RBridge Channel protocol number from
   the Standards Action range, as follows:



Protocol          Number
‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑
P2MP BFD Control  TBD
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Abstract

   Although TRILL is based on IS-IS, which supports multilevel unicast
   routing, extending TRILL to multiple levels has challenges that are
   not addressed by the already-existing capabilities of IS-IS.  One
   issue is with the handling of multi-destination packet distribution
   trees. Other issues are with TRILL switch nicknames. How are such
   nicknames allocated across a multilevel TRILL network? Do nicknames
   need to be unique across an entire multilevel TRILL network or can
   they merely be unique within each multilevel area?



   This informational document enumerates and examines alternatives
   based on a number of factors including backward compatibility,
   simplicity, and scalability and makes recommendations in some cases.







Status of This Memo

   This Internet-Draft is submitted to IETF in full conformance with the
   provisions of BCP 78 and BCP 79.  Distribution of this document is
   unlimited.  Comments should be sent to the TRILL working group
   mailing list <trill@ietf.org>.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF), its areas, and its working groups.  Note that
   other groups may also distribute working documents as Internet-
   Drafts.



   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."



   The list of current Internet-Drafts can be accessed at
   http://www.ietf.org/1id-abstracts.html. The list of Internet-Draft
   Shadow Directories can be accessed at
   http://www.ietf.org/shadow.html.
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1. Introduction

   The IETF TRILL (Transparent Interconnection of Lot of Links) protocol
   [RFC6325] [RFC7177] [RFC7780] provides optimal pair-wise data routing
   without configuration, safe forwarding even during periods of
   temporary loops, and support for multipathing of both unicast and
   multicast traffic in networks with arbitrary topology and link
   technology, including multi-access links.  TRILL accomplishes this by
   using IS-IS (Intermediate System to Intermediate System [IS-IS]
   [RFC7176]) link state routing in conjunction with a header that
   includes a hop count. The design supports data labels (VLANs and Fine
   Grained Labels [RFC7172]) and optimization of the distribution of
   multi-destination data based on data label and multicast group.
   Devices that implement TRILL are called TRILL Switches or RBridges.



   Familiarity with [IS-IS], [RFC6325], and [RFC7780] is assumed in this
   document.






1.1 The Motivation for Multilevel

   The primary motivation for multilevel TRILL is to improve
   scalability.  The following issues might limit the scalability of a
   TRILL-based network:



1. The routing computation load
2. The volatility of the link state database (LSDB) creating too much
   control traffic
3. The volatility of the LSDB causing the TRILL network to be in an
   unconverged state too much of the time
4. The size of the LSDB
5. The limit of the number of TRILL switches, due to the 16‑bit
   nickname space (for further information on why this might be a
   problem, see Section 1.2.5)
6. The traffic due to upper layer protocols use of broadcast and
   multicast
7. The size of the end node learning table (the table that remembers
   (egress TRILL switch, label/MAC) pairs)



   As discussed below, extending TRILL IS-IS to be multilevel
   (hierarchical) can help with all of these issues except issue 7.



   IS-IS was designed to be multilevel [IS-IS].  A network can be
   partitioned into "areas".  Routing within an area is known as "Level
   1 routing".  Routing between areas is known as "Level 2 routing".
   The Level 2 IS-IS network consists of Level 2 routers and links
   between the Level 2 routers.  Level 2 routers may participate in one
   or more Level 1 areas, in addition to their role as Level 2 routers.
   Each area is connected to Level 2 through one or more "border
   routers", which participate both as a router inside the area, and as
   a router inside the Level 2 "area".  Care must be taken that it is
   clear, when transitioning multi-destination packets between Level 2
   and a Level 1 area in either direction, that exactly one border TRILL
   switch will transition a particular data packet between the levels or
   else duplication or loss of traffic can occur.






1.2 Improvements Due to Multilevel

   Partitioning the network into areas directly solves the first four
   scalability issues listed above as described in Sections 1.2.1
   through 1.2.4. Multilevel also contributes to solving issues 5 and 6
   as discussed in Section 1.2.5 and 1.2.6 respectively. In the
   subsections below, N indicates the number of TRILL switches in a
   TRILL campus.






1.2.1. The Routing Computation Load

   The optimized computational effort to calculate least cost routes at
   a TRILL switch in a single level campus is on the order of N*log(N).
   In an optimized multi-level campus, it is on the order of
   sqrt(N)*log(N). So, for example, assuming N is 3,000, the level of
   computational effort would be reduced by about a factor of 50.






1.2.2. LSDB Volatility Creating Too Much Control Traffic

   The rate of LSDB changes would be approximately proportional to the
   number of routers/links in the TRILL campus for a single level
   campus. With an optimized multi-level campus, each area would have
   about sqrt(N) routers reducing volatility by about a factor of
   sqrt(N).






1.2.3. LSDB Volatility Causing To Much Time Unconverged

   With the simplifying assumption that routing converges after each
   change before the next change, the fraction of time that routing is
   unconverged is proportional to the product of the volatility and the
   convergence time. The convergence time is approximately proportional
   to the computation involved at each router. Thus, based on these
   simplifying assumptions, the fraction of time routing at a router is
   not converged with the network would improve, in going from single to
   multi-level, by about a factor of N.






1.2.4. The Size Of The LSDB

   The size of the LSDB is also approximately proportional to the number
   of routers/links and so, as with item 2 above, should improve by
   about a factor of sqrt(N) in going from single to multi-level.






1.2.5 Nickname Limit

   For many TRILL protocol purposes, RBridges are designated by 16-bit
   nicknames. While some values are reserved, this appears to provide
   enough nicknames to designated over 65,000 RBridges. However, this
   number is effectively reduced by the following two factors:



    - Nicknames are consumed when pseudo-nicknames are used for the
      active-active connection of end stations. Using the techniques in
      [RFC7781], for example, could double the nickname consumption if
      there are extensive active-active edge groups connected to
      different sets of edge TRILL switch ports.



    - There might be problems in multi-level campus wide contention for
      single nickname allocation of nicknames were allocated
      individually from a single pool for the entire campus. Thus it
      seems likely that a hierarchical method would be chosen where
      blocks of nicknames are allocated at Level 2 to Level 1 areas and
      contention for a nickname by an RBridge in such a Level 1 area
      would be only within that area. Such hierarchical allocation leads
      to further effective loss of nicknames similar to the situation
      with IP addresses discussed in [RFC3194].



   Even without the above effective reductions in nickname space, a very
   large multi-level TRILL campus, say one with 200 areas each
   containing 500 TRILL switches, could require 100,000 or more
   nicknames if all nicknames in the campus must be unique, which is
   clearly impossible with 16-bit nicknames.



   This scaling limit, namely, 16-bit nickname space, will only be
   addressed with the aggregated nickname approach. Since the aggregated
   nickname approach requires some complexity in the border TRILL
   switches (for rewriting the nicknames in the TRILL header), the
   suggested design in this document allows a campus with a mixture of
   unique-nickname areas, and aggregated-nickname areas. Thus a TRILL
   network could start using multilevel with the simpler unique nickname
   method and later add aggregated areas as a later stage of network
   growth.



   With this design, nicknames must be unique across all Level 2 and
   unique-nickname area TRILL switches taken together, whereas nicknames
   inside an aggregated-nickname area are visible only inside that area.
   Nicknames inside an aggregated-nickname area must still not conflict
   with nicknames visible in Level 2 (which includes all nicknames
   inside unique nickname areas), but the nicknames inside an
   aggregated-nickname area may be the same as nicknames used within one
   or more other aggregated-nickname areas.



   With the design suggested in this document, TRILL switches within an
   area need not be aware of whether they are in an aggregated nickname
   area or a unique nickname area.  The border TRILL switches in area A1
   will indicate, in their LSP inside area A1, which nicknames (or
   nickname ranges) are available, or alternatively which nicknames are
   not available, for choosing as nicknames by area A1 TRILL switches.






1.2.6 Multi-Destination Traffic

   Scaling limits due to protocol use of broadcast and multicast, can be
   addressed in many cases in a mulitlevel campus by introducing
   locally-scoped multi-destination delivery, limited to an area or a
   single link. See further discussion of this issue in Section 4.2.






1.3 Unique and Aggregated Nicknames

   We describe two alternatives for hierarchical or multilevel TRILL.
   One we call the "unique nickname" alternative.  The other we call the
   "aggregated nickname" alternative. In the aggregated nickname
   alternative, border TRILL switches replace either the ingress or
   egress nickname field in the TRILL header of unicast packets with an
   aggregated nickname representing an entire area.



   The unique nickname alternative has the advantage that border TRILL
   switches are simpler and do not need to do TRILL Header nickname
   modification.  It also simplifies testing and maintenance operations
   that originate in one area and terminate in a different area.



   The aggregated nickname alternative has the following advantages:



o  it solves scaling problem #5 above, the 16‑bit nickname limit,
   in a simple way,
o  it lessens the amount of inter‑area routing information that
   must be passed in IS‑IS, and
o  it logically reduces the RPF (Reverse Path Forwarding) Check
   information (since only the area nickname needs to appear,
   rather than all the ingress TRILL switches in that area).



   In both cases, it is possible and advantageous to compute multi-
   destination data packet distribution trees such that the portion
   computed within a given area is rooted within that area.



   For further discussion of the unique and aggregated nickname
   alternatives, see Section 2.2.






1.4 More on Areas

   Each area is configured with an "area address", which is advertised
   in IS-IS messages, so as to avoid accidentally interconnecting areas.
   For TRILL the only purpose of the area address would be to avoid
   accidentally interconnecting areas although the area address had
   other purposes in CLNP (Connectionless Network Layer Protocol), IS-IS
   was originally designed for CLNP/DECnet.



   Currently, the TRILL specification says that the area address must be
   zero. If we change the specification so that the area address value
   of zero is just a default, then most of IS-IS multilevel machinery
   works as originally designed.  However, there are TRILL-specific
   issues, which we address below in Section 2.1.






1.5 Terminology and Acronyms

   This document generally uses the acronyms defined in [RFC6325] plus
   the additional acronym DBRB. However, for ease of reference, most
   acronyms used are listed here:



      CLNP - ConnectionLess Network Protocol



      DECnet - a proprietary routing protocol that was used by Digital
      Equipment Corporation. "DECnet Phase 5" was the origin of IS-IS.



      Data Label - VLAN or Fine Grained Label [RFC7172]



      DBRB - Designated Border RBridge



      ESADI - End Station Address Distribution Information



      IS-IS - Intermediate System to Intermediate System [IS-IS]



      LSDB - Link State Data Base



      LSP - Link State PDU



      PDU - Protocol Data Unit



      RBridge - Routing Bridge, an alternative name for a TRILL switch



      RPF - Reverse Path Forwarding



      TLV - Type Length Value



      TRILL - Transparent Interconnection of Lots of Links or Tunneled
      Routing in the Link Layer [RFC6325] [RFC7780]



      TRILL switch - a device that implements the TRILL protocol
      [RFC6325] [RFC7780], sometimes called an RBridge



      VLAN - Virtual Local Area Network




2. Multilevel TRILL Issues

   The TRILL-specific issues introduced by multilevel include the
   following:



   a. Configuration of non-zero area addresses, encoding them in IS-IS
      PDUs, and possibly interworking with old TRILL switches that do
      not understand non-zero area addresses.



         See Section 2.1.



   b. Nickname management.



         See Sections 2.5 and 2.2.



   c. Advertisement of pruning information (Data Label reachability, IP
      multicast addresses) across areas.



         Distribution tree pruning information is only an optimization,
         as long as multi-destination packets are not prematurely
         pruned.  For instance, border TRILL switches could advertise
         they can reach all possible Data Labels, and have an IP
         multicast router attached.  This would cause all multi-
         destination traffic to be transmitted to border TRILL switches,
         and possibly pruned there, when the traffic could have been
         pruned earlier based on Data Label or multicast group if border
         TRILL switches advertised more detailed Data Label and/or
         multicast listener and multicast router attachment information.



   d. Computation of distribution trees across areas for multi-
      destination data.



         See Section 2.3.



   e. Computation of RPF information for those distribution trees.



         See Section 2.4.



   f. Computation of pruning information across areas.



         See Sections 2.3 and 2.6.



   g. Compatibility, as much as practical, with existing, unmodified
      TRILL switches.



         The most important form of compatibility is with existing TRILL
         fast path hardware. Changes that require upgrade to the slow
         path firmware/software are more tolerable. Compatibility for
         the relatively small number of border TRILL switches is less
         important than compatibility for non-border TRILL switches.
         See Section 5.






2.1 Non-zero Area Addresses

   The current TRILL base protocol specification [RFC6325] [RFC7177]
   [RFC7780] says that the area address in IS-IS must be zero.  The
   purpose of the area address is to ensure that different areas are not
   accidentally merged.  Furthermore, zero is an invalid area address
   for layer 3 IS-IS, so it was chosen as an additional safety mechanism
   to ensure that layer 3 IS-IS packets would not be confused with TRILL
   IS-IS packets.  However, TRILL uses other techniques to avoid
   confusion on a link, such as different multicast addresses and
   Ethertypes on Ethernet [RFC6325], different PPP (Point-to-Point
   Protocol) code points on PPP [RFC6361], and the like. Thus, using an
   area address in TRILL that might be used in layer 3 IS-IS is not a
   problem.



   Since current TRILL switches will reject any IS-IS messages with non-
   zero area addresses, the choices are as follows:



a.1 upgrade all TRILL switches that are to interoperate in a
    potentially multilevel environment to understand non‑zero area
    addresses,
a.2 neighbors of old TRILL switches must remove the area address from
    IS‑IS messages when talking to an old TRILL switch (which might
    break IS‑IS security and/or cause inadvertent merging of areas),
a.3 ignore the problem of accidentally merging areas entirely, or
a.4 keep the fixed "area address" field as 0 in TRILL, and add a new,
    optional TLV for "area name" to Hellos that, if present, could be
    compared, by new TRILL switches, to prevent accidental area
    merging.



   In principal, different solutions could be used in different areas
   but it would be much simpler to adopt one of these choices uniformly.
   A simple solution would be a.1 above with each TRILL switch using a
   dominant area nickname as its area address. For the unique nickname
   alternative, the dominant nickname could be the lowest value nickname
   held by any border RBridge of the area. For the aggregated nickname
   alternative, it could be the lowest nickname held by a border RBridge
   of the area or a nickname representing the area.






2.2 Aggregated versus Unique Nicknames

   In the unique nickname alternative, all nicknames across the campus
   must be unique.  In the aggregated nickname alternative, TRILL switch
   nicknames within an aggregated area are only of local significance,
   and the only nickname externally (outside that area) visible is the
   "area nickname" (or nicknames), which aggregates all the internal
   nicknames.



   The unique nickname approach simplifies border TRILL switches.



   The aggregated nickname approach eliminates the potential problem of
   nickname exhaustion, minimizes the amount of nickname information
   that would need to be forwarded between areas, minimizes the size of
   the forwarding table, and simplifies RPF calculation and RPF
   information.






2.2.1 More Details on Unique Nicknames

   With unique cross-area nicknames, it would be intractable to have a
   flat nickname space with TRILL switches in different areas contending
   for the same nicknames.  Instead, each area would need to be
   configured with or allocate one or more block of nicknames.  Either
   some TRILL switches would need to announce that all the nicknames
   other than that in blocks available to the area are taken (to prevent
   the TRILL switches inside the area from choosing nicknames outside
   the area's nickname block), or a new TLV would be needed to announce
   the allowable or the prohibited nicknames, and all TRILL switches in
   the area would need to understand that new TLV.



   Currently the encoding of nickname information in TLVs is by listing
   of individual nicknames; this would make it painful for a border
   TRILL switch to announce into an area that it is holding all other
   nicknames to limit the nicknames available within that area. Painful
   means tens of thousands of individual nickname entries in the Level 1
   LSDB. The information could be encoded as ranges of nicknames to make
   this manageable by specifying a new TLV similar to the Nickname Flags
   APPsubTLV specified in [RFC7780] but providing flags for blocks of
   nicknames rather than single nicknames. Although this would require
   updating software, such a new TLV is the preferred method.



   There is also an issue with the unique nicknames approach in building
   distribution trees, as follows:



      With unique nicknames in the TRILL campus and TRILL header
      nicknames not rewritten by the border TRILL switches, there would
      have to be globally known nicknames for the trees.  Suppose there
      are k trees.  For all of the trees with nicknames located outside
      an area, the local trees would be rooted at a border TRILL switch
      or switches.  Therefore, there would be either no splitting of
      multi-destination traffic within the area or restricted splitting
      of multi-destination traffic between trees rooted at a highly
      restricted set of TRILL switches.



      As an alternative, just the "egress nickname" field of multi-
      destination TRILL Data packets could be mapped at the border,
      leaving known unicast packets un-mapped. However, this surrenders
      much of the unique nickname advantage of simpler border TRILL
      switches.



   Scaling to a very large campus with unique nicknames might exhaust
   the 16-bit TRILL nicknames space particularly if (1) additional
   nicknames are consumed to support active-active end station groups at
   the TRILL edge using the techniques standardized in [RFC7781] and (2)
   use of the nickname space is less efficient due to the allocation of,
   for example, power-of-two size blocks of nicknames to areas in the
   same way that use of the IP address space is made less efficient by
   hierarchical allocation (see [RFC3194]). One method to avoid nickname
   exhaustion might be to expand nicknames to 24 bits; however, that
   technique would require TRILL message format and fast path processing
   changes and that all TRILL switches in the campus understand larger
   nicknames.






2.2.2 More Details on Aggregated Nicknames

   The aggregated nickname approach enables passing far less nickname
   information. It works as follows, assuming both the source and
   destination areas are using aggregated nicknames:



   There are at least two ways areas could be identified.



      One method would be to assign each area a 16-bit nickname. This
      would not be the nickname of any actual TRILL switch. Instead, it
      would be the nickname of the area itself.  Border TRILL switches
      would know the area nickname for their own area(s).  For an
      example of a more specific multilevel proposal using unique
      nicknames, see [DraftUnique].



      Alternatively, areas could be identified by the set of nicknames
      that identify the border routers for that area. (See [SingleName]
      for a multilevel proposal using such a set of nicknames.)



   The TRILL Header nickname fields in TRILL Data packets being
   transported through a multilevel TRILL campus with aggregated
   nicknames are as follows:



     -  When both the ingress and egress TRILL switches are in the same
        area, there need be no change from the existing base TRILL
        protocol standard in the TRILL Header nickname fields.



     - When being transported between different Level 1 areas in Level
        2, the ingress nickname is a nickname of the ingress TRILL
        switch's area while the egress nickname is either a nickname of
        the egress TRILL switch's area or a tree nickname.



     -  When being transported from Level 1 to Level 2, the ingress
        nickname is the nickname of the ingress TRILL switch itself
        while the egress nickname is either a nickname for the area of
        the egress TRILL switch or a tree nickname.



     -  When being transported from Level 2 to Level 1, the ingress
        nickname is a nickname for the ingress TRILL switch's area while
        the egress nickname is either the nickname of the egress TRILL
        switch itself or a tree nickname.



   There are two variations of the aggregated nickname approach. The
   first is the Border Learning approach, which is described in Section
   2.2.2.1. The second is the Swap Nickname Field approach, which is
   described in Section 2.2.2.2. Section 2.2.2.3 compares the advantages
   and disadvantages of these two variations of the aggregated nickname
   approach.






2.2.2.1 Border Learning Aggregated Nicknames

   This section provides an illustrative example and description of the
   border learning variation of aggregated nicknames where a single
   nickname is used to identify an area.



   In the following picture, RB2 and RB3 are area border TRILL switches
   (RBridges).  A source S is attached to RB1.  The two areas have
   nicknames 15961 and 15918, respectively.  RB1 has a nickname, say 27,
   and RB4 has a nickname, say 44 (and in fact, they could even have the
   same nickname, since the TRILL switch nickname will not be visible
   outside these aggregated areas).



        Area 15961              level 2             Area 15918
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+     +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+     +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|                   |     |                 |     |              |
|  S‑‑RB1‑‑‑Rx‑‑Rz‑‑‑‑RB2‑‑‑Rb‑‑‑Rc‑‑Rd‑‑‑Re‑‑RB3‑‑‑Rk‑‑RB4‑‑‑D  |
|     27            |     |                 |     |     44       |
|                   |     |                 |     |              |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+     +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+     +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



   Let's say that S transmits a frame to destination D, which is
   connected to RB4, and let's say that D's location has already been
   learned by the relevant TRILL switches.  These relevant switches have
   learned the following:



1) RB1 has learned that D is connected to nickname 15918
2) RB3 has learned that D is attached to nickname 44.



   The following sequence of events will occur:



   -  S transmits an Ethernet frame with source MAC = S and destination
      MAC = D.



   -  RB1 encapsulates with a TRILL header with ingress RBridge = 27,
      and egress = 15918 producing a TRILL Data packet.



   -  RB2 has announced in the Level 1 IS-IS instance in area 15961,
      that it is attached to all the area nicknames, including 15918.
      Therefore, IS-IS routes the packet to RB2. Alternatively, if a
      distinguished range of nicknames is used for Level 2, Level 1
      TRILL switches seeing such an egress nickname will know to route
      to the nearest border router, which can be indicated by the IS-IS
      attached bit.



   -  RB2, when transitioning the packet from Level 1 to Level 2,
      replaces the ingress TRILL switch nickname with the area nickname,
      so replaces 27 with 15961. Within Level 2, the ingress RBridge
      field in the TRILL header will therefore be 15961, and the egress
      RBridge field will be 15918. Also RB2 learns that S is attached to
      nickname 27 in area 15961 to accommodate return traffic.



   -  The packet is forwarded through Level 2, to RB3, which has
      advertised, in Level 2, reachability to the nickname 15918.



   -  RB3, when forwarding into area 15918, replaces the egress nickname
      in the TRILL header with RB4's nickname (44).  So, within the
      destination area, the ingress nickname will be 15961 and the
      egress nickname will be 44.



   -  RB4, when decapsulating, learns that S is attached to nickname
      15961, which is the area nickname of the ingress.



   Now suppose that D's location has not been learned by RB1 and/or RB3.
   What will happen, as it would in TRILL today, is that RB1 will
   forward the packet as multi-destination, choosing a tree.  As the
   multi-destination packet transitions into Level 2, RB2 replaces the
   ingress nickname with the area nickname. If RB1 does not know the
   location of D, the packet must be flooded, subject to possible
   pruning, in Level 2 and, subject to possible pruning, from Level 2
   into every Level 1 area that it reaches on the Level 2 distribution
   tree.



   Now suppose that RB1 has learned the location of D (attached to
   nickname 15918), but RB3 does not know where D is.  In that case, RB3
   must turn the packet into a multi-destination packet within area
   15918.  In this case, care must be taken so that in the case in which
   RB3 is not the Designated transitioner between Level 2 and its area
   for that multi-destination packet, but was on the unicast path, that
   border TRILL switch in that area does not forward the now multi-
   destination packet back into Level 2.  Therefore, it would be
   desirable to have a marking, somehow, that indicates the scope of
   this packet's distribution to be "only this area" (see also Section
   4).



   In cases where there are multiple transitioners for unicast packets,
   the border learning mode of operation requires that the address
   learning between them be shared by some protocol such as running
   ESADI [RFC7357] for all Data Labels of interest to avoid excessive
   unknown unicast flooding.



   The potential issue described at the end of Section 2.2.1 with trees
   in the unique nickname alternative is eliminated with aggregated
   nicknames.  With aggregated nicknames, each border TRILL switch that
   will transition multi-destination packets can have a mapping between
   Level 2 tree nicknames and Level 1 tree nicknames.  There need not
   even be agreement about the total number of trees; just that the
   border TRILL switch have some mapping, and replace the egress TRILL
   switch nickname (the tree name) when transitioning levels.






2.2.2.2 Swap Nickname Field Aggregated Nicknames

   There is a variant possibility where two additional fields could
   exist in TRILL Data packets that could be called the "ingress swap
   nickname field" and the "egress swap nickname field". This variant is
   described below for completeness but would require fast path hardware
   changes from the existing TRILL protocol. The changes in the example
   above would be as follows:



   -  RB1 will have learned the area nickname of D and the TRILL switch
      nickname of RB4 to which D is attached. In encapsulating a frame
      to D, it puts an area nickname of D (15918) in the egress nickname
      field of the TRILL Header and puts a nickname of RB3 (44) in a
      egress swap nickname field.



   -  RB2 moves the ingress nickname to the ingress swap nickname field
      and inserts 15961, an area nickname for S, into the ingress
      nickname field.



   -  RB3 swaps the egress nickname and the egress swap nickname fields,
      which sets the egress nickname to 44.



   -  RB4 learns the correspondence between the source MAC/VLAN of S and
      the { ingress nickname, ingress swap nickname field } pair as it
      decapsulates and egresses the frame.



   See [DraftAggregated] for a multilevel proposal using aggregated swap



   nicknames with a single nickname representing an area.






2.2.2.3 Comparison

   The Border Learning variant described in Section 2.2.2.1 above
   minimizes the change in non-border TRILL switches but imposes the
   burden on border TRILL switches of learning and doing lookups in all
   the end station MAC addresses within their area(s) that are used for
   communication outside the area. This burden could be reduced by
   decreasing the area size and increasing the number of areas.



   The Swap Nickname Field variant described in Section 2.2.2.2
   eliminates the extra address learning burden on border TRILL switches
   but requires changes to the TRILL data packet header and more
   extensive changes to non-border TRILL switches. In particular, with
   this alternative, non-border TRILL switches must learn to associate
   both a TRILL switch nickname and an area nickname with end station
   MAC/label pairs (except for addresses that are local to their area).



   The Swap Nickname Field alternative is more scalable but less
   backward compatible for non-border TRILL switches. It would be
   possible for border and other level 2 TRILL switches to support both
   Border Learning, for support of legacy Level 1 TRILL switches, and
   Swap Nickname, to support Level 1 TRILL switches that understood the
   Swap Nickname method based on variations in the TRILL header but this
   would be even more complex.



   The requirement to change the TRILL header and fast path processing
   to support the Swap Nickname Field variant make it impractical for
   the foreseeable future.






2.3 Building Multi-Area Trees

   It is easy to build a multi-area tree by building a tree in each area
   separately, (including the Level 2 "area"), and then having only a
   single border TRILL switch, say RBx, in each area, attach to the
   Level 2 area.  RBx would forward all multi-destination packets
   between that area and Level 2.



   People might find this unacceptable, however, because of the desire
   to path split (not always sending all multi-destination traffic
   through the same border TRILL switch).



   This is the same issue as with multiple ingress TRILL switches
   injecting traffic from a pseudonode, and can be solved with the
   mechanism that was adopted for that purpose: the affinity TLV
   [RFC7783].  For each tree in the area, at most one border RB
   announces itself in an affinity TLV with that tree name.






2.4 The RPF Check for Trees

   For multi-destination data originating locally in RBx's area,
   computation of the RPF check is done as today.  For multi-destination
   packets originating outside RBx's area, computation of the RPF check
   must be done based on which one of the border TRILL switches (say
   RB1, RB2, or RB3) injected the packet into the area.



   A TRILL switch, say RB4, located inside an area, must be able to know
   which of RB1, RB2, or RB3 transitioned the packet into the area from
   Level 2 (or into Level 2 from an area).



   This could be done based on having the DBRB announce the transitioner
   assignments to all the TRILL switches in the area, or the Affinity
   TLV mechanism given in [RFC7783], or a New Tree Encoding mechanism
   discussed in Section 4.1.1.






2.5 Area Nickname Acquisition

   In the aggregated nickname alternative, each area must acquire a
   unique area nickname or can be identified by the set of border TRILL
   switches.  It is probably simpler to allocate a block of nicknames
   (say, the top 4000) to either (1) represent areas and not specific
   TRILL switches or (2) used by border TRILL switches if the set of
   such border TRILL switches represent the area.



   The nicknames used for area identification need to be advertised and
   acquired through Level 2.



   Within an area, all the border TRILL switches can discover each other
   through the Level 1 link state database, by using the IS-IS attach
   bit or by explicitly advertising in their LSP "I am a border
   RBridge".



   Of the border TRILL switches, one will have highest priority (say
   RB7). RB7 can dynamically participate, in Level 2, to acquire a
   nickname for identifying the area.  Alternatively, RB7 could give the
   area a pseudonode IS-IS ID, such as RB7.5, within Level 2.  So an
   area would appear, in Level 2, as a pseudonode and the pseudonode
   could participate, in Level 2, to acquire a nickname for the area.



   Within Level 2, all the border TRILL switches for an area can
   advertise reachability to the area, which would mean connectivity to
   a nickname identifying the area.






2.6 Link State Representation of Areas

   Within an area, say area A1, there is an election for the DBRB,
   (Designated Border RBridge), say RB1.  This can be done through LSPs
   within area A1.  The border TRILL switches announce themselves,
   together with their DBRB priority. (Note that the election of the
   DBRB cannot be done based on Hello messages, because the border TRILL
   switches are not necessarily physical neighbors of each other.  They
   can, however, reach each other through connectivity within the area,
   which is why it will work to find each other through Level 1 LSPs.)



   RB1 can acquire an area nickname (in the aggregated nickname
   approach) and may give the area a pseudonode IS-IS ID (just like the
   DRB would give a pseudonode IS-IS ID to a link) depending on how the
   area nickname is handled.  RB1 advertises, in area A1, an area
   nickname that RB1 has acquired (and what the pseudonode IS-IS ID for
   the area is if needed).



   Level 1 LSPs (possibly pseudonode) initiated by RB1 for the area
   include any information external to area A1 that should be input into
   area A1 (such as nicknames of external areas, or perhaps (in the
   unique nickname variant) all the nicknames of external TRILL switches
   in the TRILL campus and pruning information such as multicast
   listeners and labels).  All the other border TRILL switches for the
   area announce (in their LSP) attachment to that area.



   Within Level 2, RB1 generates a Level 2 LSP on behalf of the area.
   The same pseudonode ID could be used within Level 1 and Level 2, for
   the area.  (There does not seem any reason why it would be useful for
   it to be different, but there's also no reason why it would need to
   be the same).  Likewise, all the area A1 border TRILL switches would
   announce, in their Level 2 LSPs, connection to the area.




3. Area Partition

   It is possible for an area to become partitioned, so that there is
   still a path from one section of the area to the other, but that path
   is via the Level 2 area.



   With multilevel TRILL, an area will naturally break into two areas in
   this case.



   Area addresses might be configured to ensure two areas are not
   inadvertently connected.  Area addresses appear in Hellos and LSPs
   within the area.  If two chunks, connected only via Level 2, were
   configured with the same area address, this would not cause any
   problems. (They would just operate as separate Level 1 areas.)



   A more serious problem occurs if the Level 2 area is partitioned in
   such a way that it could be healed by using a path through a Level 1
   area. TRILL will not attempt to solve this problem. Within the Level
   1 area, a single border RBridge will be the DBRB, and will be in
   charge of deciding which (single) RBridge will transition any
   particular multi-destination packets between that area and Level 2.
   If the Level 2 area is partitioned, this will result in multi-
   destination data only reaching the portion of the TRILL campus
   reachable through the partition attached to the TRILL switch that
   transitions that packet.  It will not cause a loop.




4. Multi-Destination Scope

   There are at least two reasons it would be desirable to be able to
   mark a multi-destination packet with a scope that indicates the
   packet should not exit the area, as follows:



   1. To address an issue in the border learning variant of the
      aggregated nickname alternative, when a unicast packet turns into
      a multi-destination packet when transitioning from Level 2 to
      Level 1, as discussed in Section 4.1.



   2. To constrain the broadcast domain for certain discovery,
      directory, or service protocols as discussed in Section 4.2.



   Multi-destination packet distribution scope restriction could be done
   in a number of ways. For example, there could be a flag in the packet
   that means "for this area only". However, the technique that might
   require the least change to TRILL switch fast path logic would be to
   indicate this in the egress nickname that designates the distribution
   tree being used. There could be two general tree nicknames for each
   tree, one being for distribution restricted to the area and the other
   being for multi-area trees. Or there would be a set of N (perhaps 16)
   special currently reserved nicknames used to specify the N highest
   priority trees but with the variation that if the special nickname is
   used for the tree, the packet is not transitioned between areas. Or
   one or more special trees could be built that were restricted to the
   local area.






4.1 Unicast to Multi-destination Conversions

In the border learning variant of the aggregated nickname
alternative, the following situation may occur:
‑  a unicast packet might be known at the Level 1 to Level 2
   transition and be forwarded as a unicast packet to the least cost
   border TRILL switch advertising connectivity to the destination
   area, but
‑  upon arriving at the border TRILL switch, it turns out to have an
   unknown destination { MAC, Data Label } pair.



   In this case, the packet must be converted into a multi-destination
   packet and flooded in the destination area.  However, if the border
   TRILL switch doing the conversion is not the border TRILL switch
   designated to transition the resulting multi-destination packet,
   there is the danger that the designated transitioner may pick up the
   packet and flood it back into Level 2 from which it may be flooded
   into multiple areas.  This danger can be avoided by restricting any
   multi-destination packet that results from such a conversion to the
   destination area as described above.



   Alternatively, a multi-destination packet intended only for the area
   could be tunneled (within the area) to the RBridge RBx, that is the
   appointed transitioner for that form of packet (say, based on VLAN or
   FGL), with instructions that RBx only transmit the packet within the
   area, and RBx could initiate the multi-destination packet within the
   area.  Since RBx introduced the packet, and is the only one allowed
   to transition that packet to Level 2, this would accomplish scoping
   of the packet to within the area.  Since this case only occurs in the
   unusual case when unicast packets need to be turned into multi-
   destination as described above, the suboptimality of tunneling
   between the border TRILL switch that receives the unicast packet and
   the appointed level transitioner for that packet, might not be an
   issue.






4.1.1 New Tree Encoding

   The current encoding, in a TRILL header, of a tree, is of the
   nickname of the tree root. This requires all 16 bits of the egress
   nickname field. TRILL could instead, for example, use the bottom 6
   bits to encode the tree number (allowing 64 trees), leaving 10 bits
   to encode information such as:



o  scope: a flag indicating whether it should be single area only, or
   entire campus
o  border injector: an indicator of which of the k border TRILL
   switches injected this packet



   If TRILL were to adopt this new encoding, any of the TRILL switches
   in an edge group could inject a multi-destination packet. This would
   require all TRILL switches to be changed to understand the new
   encoding for a tree, and it would require a TLV in the LSP to
   indicate which number each of the TRILL switches in an edge group
   would be.



   While there are a number of advantages to this technique, it requires
   fast path logic changes and thus its deployment is not practical at
   this time. It is included here for completeness.






4.2 Selective Broadcast Domain Reduction

   There are a number of service, discovery, and directory protocols
   that, for convenience, are accessed via multicast or broadcast
   frames. Examples are DHCP, (Dynamic Host Configuration Protocol) the
   NetBIOS Service Location Protocol, and multicast DNS (Domain Name
   Service).



   Some such protocols provide means to restrict distribution to an IP
   subnet or equivalent to reduce size of the broadcast domain they are
   using and then provide a proxy that can be placed in that subnet to
   use unicast to access a service elsewhere. In cases where a proxy
   mechanism is not currently defined, it may be possible to create one
   that references a central server or cache. With multilevel TRILL, it
   is possible to construct very large IP subnets that could become
   saturated with multi-destination traffic of this type unless packets
   can be further restricted in their distribution. Such restricted
   distribution can be accomplished for some protocols, say protocol P,
   in a variety of ways including the following:



   -  Either (1) at all ingress TRILL switches in an area place all
      protocol P multi-destination packets on a distribution tree in
      such a way that the packets are restricted to the area or (2) at
      all border TRILL switches between that area and Level 2, detect
      protocol P multi-destination packets and do not transition them.



   -  Then place one, or a few for redundancy, protocol P proxies inside
      each area where protocol P may be in use. These proxies unicast
      protocol P requests or other messages to the actual campus
      server(s) for P. They also receive unicast responses or other
      messages from those servers and deliver them within the area via
      unicast, multicast, or broadcast as appropriate. (Such proxies
      would not be needed if it was acceptable for all protocol P
      traffic to be restricted to an area.)



   While it might seem logical to connect the campus servers to TRILL
   switches in Level 2, they could be placed within one or more areas so
   that, in some cases, those areas might not require a local proxy
   server.




5. Co-Existence with Old TRILL switches

   TRILL switches that are not multilevel aware may have a problem with
   calculating RPF Check and filtering information, since they would not
   be aware of the assignment of border TRILL switch transitioning.



   A possible solution, as long as any old TRILL switches exist within
   an area, is to have the border TRILL switches elect a single DBRB
   (Designated Border RBridge), and have all inter-area traffic go
   through the DBRB (unicast as well as multi-destination).  If that
   DBRB goes down, a new one will be elected, but at any one time, all
   inter-area traffic (unicast as well as multi-destination) would go
   through that one DRBR. However this eliminates load splitting at
   level transition.




6. Multi-Access Links with End Stations

   Care must be taken in the case where there are multiple TRILL
   switches on a link with one or more end stations, keeping in mind
   that end stations are TRILL ignorant. In particular, it is essential
   that only one TRILL switch ingress/egress any given data packet
   from/to an end station so that connectivity is provided to that end
   station without duplicating end station data and that loops are not
   formed due to one TRILL switch egressing data in native form (i.e.,
   with no TRILL header) and having that data re-ingressed by another
   TRILL switch on the link.



With existing, single level TRILL, this is done by electing a single
Designated RBridge per link, which appoints a single Appointed
Forwarder per VLAN [RFC7177] [RFC8139]. This mechanism depends on the
RBridges establishing adjacency.  But suppose there are two (or more)
TRILL switches on a link in different areas, say RB1 in area A1 and
RB2 in area A2, as shown below, and that the link also has one or
more end stations attached.  If RB1 and RB2 ignore each other's
Hellos because they are in different areas, as they are required to
do under normal IS‑IS PDU processing rules,  then they will not form
an adjacency.  If they are not adjacent, they will ignore each other
for the Appointed Forwarder mechanism and will both ingress/egress
end station traffic on the link causing loops and duplication.



   The problem is not avoiding adjacency or avoiding TRILL Data packet
   transfer between RB1 and RB2. The area address mechanism of IS-IS or
   possibly the use of topology constraints or the like does that quite
   well. The problem stems from end stations being TRILL ignorant so
   care must be taken that multiple RBridges on a link do not ingress
   the same frame originated by an end station and so that an RBridge
   does not ingress a native frame egressed by a different RBridge
   because the RBridge mistakes the frame for a frame originated by an
   end station.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|                   Level 2                  |
+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
|  Area A1 |                     |  Area A2  |
|   +‑‑‑+  |                     |   +‑‑‑+   |
|   |RB1|  |                     |   |RB2|   |
|   +‑+‑+  |                     |   +‑+‑+   |
|     |    |                     |     |     |
+‑‑‑‑‑|‑‑‑‑+                     +‑‑‑‑‑|‑‑‑‑‑+
      |                                |
    ‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑ Link
                |             |
         +‑‑‑‑‑‑+‑‑‑‑‑‑+   +‑‑+‑‑‑‑‑‑‑‑‑‑+
         | End Station |   | End Station |
         +‑‑‑‑‑‑‑‑‑‑‑‑‑+   +‑‑‑‑‑‑‑‑‑‑‑‑‑+



   A simple rule, which is preferred, is to use the TRILL switch or
   switches having the lowest numbered area, comparing area numbers as
   unsigned integers, to handle all native traffic to/from end stations
   on the link. This would automatically give multilevel-ignorant legacy
   TRILL switches, that would be using area number zero, highest
   priority for handling end station traffic, which they would try to do
   anyway.



   Other methods are possible. For example doing the selection of
   Appointed Forwarders and of the TRILL switch in charge of that
   selection across all TRILL switches on the link regardless of area.
   However, a special case would then have to be made for legacy TRILL
   switches using area number zero.



   These techniques require multilevel aware TRILL switches to take
   actions based on Hellos from RBridges in other areas even though they
   will not form an adjacency with such RBridges. However, the action is
   quite simple in the preferred case: if a TRILL switch sees Hellos
   from lower numbered areas, then they would not act as an Appointed
   Forwarder on the link until the Hello timer for such Hellos had
   expired.




7. Summary

   This draft describes potential scaling issues in TRILL and discusses
   possible approaches to multilevel TRILL as a solution or element of a
   solution to most of them.



   The alternative using aggregated areas in multilevel TRILL has
   significant advantages in terms of scalability over using campus wide
   unique nicknames, not just in avoiding nickname exhaustion, but by
   allowing RPF Checks to be aggregated based on an entire area.
   However, the alternative of using unique nicknames is simpler and
   avoids the changes in border TRILL switches required to support
   aggregated nicknames.  It is possible to support both. For example, a
   TRILL campus could use simpler unique nicknames until scaling begins
   to cause problems and then start to introduce areas with aggregated
   nicknames.



   Some multilevel TRILL issues are not difficult, such as dealing with
   partitioned areas.  Other issues are more difficult, especially
   dealing with old TRILL switches that are multilevel ignorant.




8. Security Considerations

   This informational document explores alternatives for the design of
   multilevel IS-IS in TRILL and generally does not consider security
   issues.



   If aggregated nicknames are used in two areas that have the same area
   address and those areas merge, there is a possibility of a transient
   nickname collision that would not occur with unique nicknames. Such a
   collision could cause a data packet to be delivered to the wrong
   egress TRILL switch but it would still not be delivered to any end
   station in the wrong Data Label; thus such delivery would still
   conform to security policies.



   For general TRILL Security Considerations, see [RFC6325].






9. IANA Considerations

   This document requires no IANA actions. RFC Editor: Please remove
   this section before publication.
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Abstract

   The TRILL (Transparent Interconnection of Lots of Links) protocol
   provides multicast data forwarding based on IS-IS link state routing.
   Distribution trees are computed based on the link state information
   through Shortest Path First calculation. When a link on the
   distribution tree fails, a campus-wide re-convergence of this
   distribution tree will take place, which can be time consuming and
   may cause considerable disruption to the ongoing multicast service.



   This document specifies how to build backup distribution trees to
   protect links on the primary distribution tree. Since the backup
   distribution tree is built up ahead of the link failure, when a link
   on the primary distribution tree fails, the pre-installed backup
   forwarding table will be utilized to deliver multicast packets
   without waiting for the campus-wide re-convergence. This minimizes
   the service disruption. This document updates RFC 6325.
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1. Introduction

   Lots of multicast traffic is generated by interrupt latency sensitive
   applications, e.g., video distribution including IPTV, video
   conference and so on. Normally, a network fault will be recovered
   through a network wide re-convergence of the forwarding states, but
   this process is too slow to meet tight Service Level Agreement (SLA)
   requirements on the duration of service disruption.



   Protection mechanisms are commonly used to reduce the service
   disruption caused by network faults. With backup forwarding states
   installed in advance, a protection mechanism can restore an
   interrupted multicast stream in a much shorter time than the normal
   network wide re-convergence, which can meet stringent SLAs on service
   disruption. A protection mechanism for multicast traffic has been
   developed for IP/MPLS networks [RFC7431]. However, the way that TRILL
   constructs distribution trees (DT) is different from the way that
   multicast trees are computed under IP/MPLS, therefore a multicast
   protection mechanism suitable for TRILL is developed in this
   document.



   This document specifies "Resilient Distribution Trees" in which
   backup trees are installed in advance for the purpose of fast failure
   repair. Three types of protection mechanisms are proposed.



   o  Global 1:1 protection is used to refer to the mechanism where the
      multicast source RBridge normally injects one multicast stream
      onto the primary DT. When an interruption of this stream is
      detected, the source RBridge switches to the backup DT to inject
      subsequent multicast streams until the primary DT is recovered.



   o  Global 1+1 protection is used to refer to the mechanism where the
      multicast source RBridge always injects two copies of multicast
      streams, one onto the primary DT and one onto the backup DT
      respectively. In the normal case, multicast receivers pick the
      stream sent along the primary DT and egress it to its local link.
      When a link failure interrupts the primary stream, the backup
      stream will be picked until the primary DT is recovered.



   o  Local protection refers to the mechanism where the RBridge
      attached to the failed link locally repairs the failure.



   Resilient Distribution Trees can greatly reduce the service
   disruption caused by link failures. In the global 1:1 protection, the
   time cost by DT recalculation and installation can be saved. The
   global 1+1 protection and local protection further saves the time
   spent on the propagation of failure indication. Routing can be
   repaired for a failed link in tens of milliseconds. Protection
   mechanisms to handle node failures are out the scope of this
   document. Although it's possible to use Resilient Distribution Trees
   to achieve load balancing of multicast traffic, this document leaves
   that for future study.




   [RFC7176]
 specifies the Affinity Sub-TLV. An "Affinity Link" can be
   explicitly assigned to a distribution tree or trees as discussed in
   Section 2.1. This offers a way to manipulate the calculation of
   distribution trees. With intentional assignment of Affinity Links, a
   backup distribution tree can be set up to protect links on a primary
   distribution tree.



   This document updates [RFC6325] as specified in Section 5.3.1.




1.1. Conventions used in this document

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].




1.2. Terminology

   BFD: Bidirectional Forwarding Detection [RFC7175] [RBmBFD]



   CMT: Coordinated Multicast Trees [RFC7783]



   Child: A directly connected node further from the Root.



   DT: Distribution Tree [RFC6325]



   IS-IS: Intermediate System to Intermediate System [RFC7176]



   LSP: IS-IS Link State PDU



   mLDP: Multipoint Label Distribution Protocol [RFC6388]



   MPLS: Multi-Protocol Label Switching



   Parent: A directly connected node closer to the Root.



   PDU: Protocol Data Unit



   Root: The top node in a tree.



   PIM: Protocol Independent Multicast [RFC7761]



   PLR: Point of Local Repair. In this document, PLR is the multicast

     upstream RBridge connecting to the failed link. It's valid only for
     local protection (Section 5.3).



   RBridge: A device implementing the TRILL protocol [RFC6325] [RFC7780]



   RPF: Reverse Path Forwarding



   SLA: Service Level Agreement



   Td: failure detection timer



   TRILL: TRansparent Interconnection of Lots of Links or Tunneled

     Routing in the Link Layer [RFC6325] [RFC7780]




2. Usage of the Affinity Sub-TLV

   This document uses the Affinity Sub-TLV [RFC7176] to assign a parent
   to an RBridge in a tree as discussed below. Support of the Affinity
   Sub-TLV by an RBridge is indicated by a capability bit in the TRILL-
   VER Sub-TLV [RFC7783].




2.1. Allocating Affinity Links

   The Affinity Sub-TLV explicitly assigns parents for RBridges on
   distribution trees. It is distributed in an LSP and can be recognized
   by each RBridge in the campus. The originating RBridge becomes the
   parent and the nickname contained in the Affinity Record identifies
   the child. This explicitly provides an "Affinity Link" on a
   distribution tree or trees. The "Tree-num of roots" in the Affinity
   Record(s) in the Affinity Sub-TLV identify the distribution trees
   that adopt this Affinity Link [RFC7176].



   Suppose the link between RBridge RB2 and RBridge RB3 is chosen as an
   Affinity Link on the distribution tree rooted at RB1. RB2 should send
   out the Affinity Sub-TLV with an Affinity Record that says
   {Nickname=RB3, Num of Trees=1, Tree-num of roots=RB1}. Different from
   [RFC7783], RB3 does not have to be a leaf node on a distribution
   tree, therefore an Affinity Link can be used to identify any link on
   a distribution tree. This kind of assignment offers a flexibility of
   control to RBridges in distribution tree calculation: they are
   allowed to choose a child for which they are not on the shortest
   paths from the root. This flexibility is used to increase the
   reliability of distribution trees in this document. Affinity Links
   may be configured or automatically determined according to an
   algorithm as described in this document.



   Note that Affinity Link SHOULD NOT be misused to declare connection
   of two RBridges that are not adjacent. If it is, the Affinity Link is
   ignored and has no effect on tree building.




2.2. Distribution Tree Calculation with Affinity Links

       Root                         Root
       +‑‑‑+ ‑> +‑‑‑+ ‑> +‑‑‑+      +‑‑‑+ ‑> +‑‑‑+ ‑> +‑‑‑+
       |RB1|    |RB2|    |RB3|      |RB1|    |RB2|    |RB3|
       +‑‑‑+ <‑ +‑‑‑+ <‑ +‑‑‑+      +‑‑‑+ <‑ +‑‑‑+ <‑ +‑‑‑+
        ^ |      ^ |      ^ |        ^ |      ^        ^ |
        | v      | v      | v        | v      |        | v
       +‑‑‑+ ‑> +‑‑‑+ ‑> +‑‑‑+      +‑‑‑+ ‑> +‑‑‑+ ‑> +‑‑‑+
       |RB4|    |RB5|    |RB6|      |RB4|    |RB5|    |RB6|
       +‑‑‑+ <‑ +‑‑‑+ <‑ +‑‑‑+      +‑‑‑+ <‑ +‑‑‑+    +‑‑‑+

              Full Graph                    Sub Graph


             Root 1                       Root 1
                 / \                          / \
                /   \                        /   \
               4     2                      4     2
                    / \                     |     |
                   /   \                    |     |
                  5     3                   5     3
                  |                         |
                  |                         |
                  6                         6

Shortest Path Tree of Full Graph   Shortest Path Tree of Sub Graph



       Figure 2.1: DT Calculation with the Affinity Link RB4-RB5



   When RBridges receive an Affinity Sub-TLV declaring an Affinity Link
   that is an incoming link of an RBridge (i.e., this RBridge is the
   child on this Affinity Link), this RBridge's incoming
   links/adjacencies other than the Affinity Link are removed from the
   full graph of the campus to get a sub graph. RBridges perform the
   Shortest Path First calculation to compute the distribution tree
   based on the resulting sub graph. In this way, it is made sure that
   the Affinity Link appears on the distribution tree.



   Take Figure 2.1 as an example. Suppose RB1 is the root and link RB4-
   RB5 is the Affinity Link. RB5's other incoming links RB2-RB5 and RB6-
   RB5 are removed from the Full Graph to get the Sub Graph. Since RB4-
   RB5 is the unique link to reach RB5, the Shortest Path Tree
   inevitably contains this link.



   Note that outgoing links/adjacencies are not affected by the Affinity
   Link. When two RBridges, say RB4 and RB5, are adjacent, the
   adjacency/link from RB4 to RB5 and the adjacency/link from RB5 to RB4
   are separate and, for example, might have different costs.




3. Resilient Distribution Trees Calculation

   RBridges use IS-IS to advertise network faults. A node or link
   failure will trigger a campus-wide re-convergence of distribution
   trees. The re-convergence generally includes the following sequence
   of procedures:



   1. Failure (loss of adjacency) detected through IS-IS control
      messages (HELLO) not getting through or some other link test such
      as BFD [RFC7175] [RBmBFD];



   2. IS-IS state flooding so each RBridge learns about the failure;



   3. Each RBridge recalculates affected distribution trees
      independently;



   4. RPF filters are updated according to the new distribution trees.
      The recomputed distribution trees are pruned and installed into
      the multicast forwarding tables.



   The re-convergence time disrupts ongoing multicast traffic. In
   protection mechanisms, alternative paths prepared ahead of potential
   node or link failures are used to detour around the failures upon the
   failure detection; thus service disruption can be minimized.



   This document focuses only on link failure protection. The
   construction of backup DTs for the purpose of node protection is out
   the scope of this document. (The usual way to protect from a node
   failure on the primary tree, is to have a backup tree setup without
   this node. When this node fails, the backup tree can be safely used
   to forward multicast traffic to make a detour. However, TRILL
   distribution trees are shared among all VLANs and Fine Grained Labels
   [RFC7172] and they have to cover all RBridge nodes in the campus
   [RFC6325]. A DT that does not span all RBridges in the campus may not
   cover all receivers of many multicast groups. (This is different from
   the multicast trees construction signaled by PIM [RFC7761] or mLDP
   [RFC6388].))




3.1. Designating Roots for Backup Distribution Trees

   RBridge RB1 having the highest root priority nickname might
   explicitly advertise a list of nicknames to identify the roots of
   primary and backup DTs using the Backup Tree APPsub-TLV as specified
   in Section 6.2 (See also Section 4.5 of [RFC6325]). It's possible
   that the backup DT and the primary DT have the common root RBridge.
   In that case, to distinguish the primary DT and the backup DT for
   this case, the root RBridge MUST own at least two nicknames so a
   different nickname can be used to name each tree.




3.2. Backup DT Calculation


3.2.1. Backup DT Calculation with Affinity Links

       2                  1
      /                    \
Root 1___                ___2 Root
    /|\  \              /  /|\
   / | \  \            /  / | \
  3  4  5  6          3  4  5  6
  |  |  |  |           \/    \/
  |  |  |  |           /\    /\
  7  8  9  10         7  8  9  10

   Primary DT          Backup DT



        Figure 3.1: An Example of a Primary DT and its Backup DT



   TRILL supports the computation of multiple distribution trees by
   RBridges. With the intentional assignment of Affinity Links in DT
   calculation, this document specifies a method to construct Resilient
   Distribution Trees. For example, in Figure 3.1, the backup DT is set
   up to be maximally disjoint to the primary DT. (The full topology is
   a combination of these two DTs, which is not shown in the figure.)
   Except for the link between RB1 and RB2, all other links on the
   primary DT do not overlap with links on the backup DT. It means that
   every link on the primary DT, except link RB1-RB2, can be protected
   by the backup DT.




3.2.1.1. Algorithm for Choosing Affinity Links

   Operators MAY configure Affinity Links to intentionally protect a
   specific link, such as the link connected to a gateway. But it is
   desirable that every RBridge independently computes Affinity Links
   for a backup DT across the whole campus. This enables a distributed
   deployment and also minimizes configuration.



   The algorithms for Maximally Redundant Trees in [RFC7811] may be used
   to figure out Affinity Links on a backup DT which is maximally
   disjointed to the primary DT but those algorithms only provides a
   subset of all possible solutions. In TRILL, Resilient Distribution
   Tree does not restrict the root of the backup DT to be the same as
   that of the primary DT. Two disjoint (or maximally disjoint) trees
   may have different root nodes, which significantly augments the
   solution space.



   This document RECOMMENDS achieving the independent method through a
   slight change to the conventional DT calculation process of TRILL.
   Basically, after the primary DT is calculated, the RBridge will be
   aware of which links are used in that primary tree. When the backup
   DT is calculated, each RBridge increases the metric of these links by
   a proper value (for safety, it's recommended to use the summation of
   all original link metrics in the campus but not more than 2**23),
   which gives these links a lower priority of being chosen for the
   backup DT by the Shortest Path First calculation. All links on this
   backup DT can be assigned as Affinity Links but this is unnecessary.
   In order to reduce the amount of Affinity Sub-TLVs flooded across the
   campus, only those NOT picked by the conventional DT calculation
   process SHOULD be announced as Affinity Links.




3.2.1.2. Affinity Links Advertisement

   Similar to [RFC7783], every parent RBridge of an Affinity Link takes
   charge of announcing this link in an Affinity Sub-TLV. When this
   RBridge plays the role of parent RBridge for several Affinity Links,
   it is natural to have them advertised together in the same Affinity
   Sub-TLV, and each Affinity Link is structured as one Affinity Record
   [RFC7176].



   Affinity Links are announced in the Affinity Sub-TLV that is
   recognized by every RBridge. Since each RBridge computes distribution
   trees as the Affinity Sub-TLV requires, the backup DT will be built
   up consistently.




4. Resilient Distribution Trees Installation

   As specified in Section 4.5.2 of [RFC6325], an ingress RBridge MUST
   announce the distribution trees it may choose to ingress multicast
   frames. Thus other RBridges in the campus can limit the amount of
   states which are necessary for RPF check. Also, [RFC6325] recommends
   that an ingress RBridge by default chooses the DT or DTs whose root
   or roots are least cost from the ingress RBridge. To sum up, RBridges
   do pre-compute all the trees that might be used so they can properly
   forward multi-destination packets, but only install RPF state for
   some combinations of ingress and tree.



   This document specifies that the backup DT MUST be contained in an
   ingress RBridge's DT announcement list and included in this ingress
   RBridge's LSP. In order to reduce the service disruption time,
   RBridges SHOULD install backup DTs in advance, which also includes
   the RPF filters that need to be set up for RPF Check.



   Since the backup DT is intentionally built maximally disjoint to the
   primary DT, when a link fails and interrupts the ongoing multicast
   traffic sent along the primary DT, it is probable that the backup DT
   is not affected. Therefore, the backup DT installed in advance can be
   used to deliver multicast packets immediately.




4.1. Pruning the Backup Distribution Tree

   The way that a backup DT is pruned is different from the way that the
   primary DT is pruned. To enable protection it is possible that a
   branch should not be pruned, even though it does not have any
   downstream receivers. The rule for backup DT pruning is that the
   backup DT should be pruned, eliminating branches that have no
   potential downstream RBridges which appear on the pruned primary DT.



   Even though the primary DT may not be optimally pruned in practice,
   the backup DT SHOULD always be pruned as if the primary DT is
   optimally pruned. Those redundant links that ought to be pruned on
   the primary DT will not be protected.



                          1
                           \
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  Figure 4.1: The Backup DT is Pruned Based on the Pruned Primary DT.



   Suppose RB7, RB9 and RB10 constitute a multicast group MGx. The
   pruned primary DT and backup DT are shown in Figure 4.1. Referring
   back to Figure 3.1, branches RB2-RB1 and RB4-RB1 on the primary DT
   are pruned for the distribution of MGx traffic since there are no
   potential receivers on these two branches. Although branches RB1-RB2
   and RB3-RB2 on the backup DT have no potential multicast receivers,
   they appear on the pruned primary DT and may be used to repair link
   failures of the primary DT. Therefore they are not pruned from the
   backup DT. Branch RB8-RB3 can be safely pruned because it does not
   appear on the pruned primary DT.




4.2. RPF Filters Preparation

   RB2 includes in its LSP the information to indicate which trees RB2
   might choose when RB2 ingresses a multicast packet [RFC6325]. When
   RB2 specifies such trees, it SHOULD include the backup DT. Other
   RBridges will prepare the RPF check states for both the primary DT
   and backup DT. When a multicast packet is sent along either the
   primary DT or the backup DT, it will be subject to the RPF Check.
   This works when global 1:1 protection is used. However, when global
   1+1 protection or local protection is applied, traffic duplication
   will happen if multicast receivers accept both copies of the
   multicast packets from two RPF filters. In order to avoid such
   duplication, egress RBridge multicast receivers MUST act as merge
   points to activate a single RPF filter and discard the duplicated
   packets from the other RPF filter. In the normal case, the RPF state
   is set up according to the primary DT. When a link failure on the
   primary DT is detected, the egress node RPF filter based on the
   backup DT should be activated.




5. Protection Mechanisms with Resilient Distribution Trees

   Protection mechanisms can be developed to make use of the backup DT
   installed in advance. Protection mechanisms developed using PIM or
   mLDP for multicast in IP/MPLS networks are not applicable to TRILL
   due to the following fundamental differences in their distribution
   tree calculation.



   o  The link on a TRILL distribution tree is always bidirectional
      while the link on a distribution tree in IP/MPLS networks may be
      unidirectional.



   o  In TRILL, a multicast source node does not have to be the root of
      the distribution tree. It is just the opposite in IP/MPLS
      networks.



   o  In IP/MPLS networks, distribution trees are constructed for each
      multicast source node as well as their backup distribution trees.
      In TRILL, a small number of core distribution trees are shared
      among multicast groups. A backup DT does not have to share the
      same root as the primary DT.



   Therefore a TRILL specific multicast protection mechanism is needed.



   Global 1:1 protection, global 1+1 protection and local protection are
   described in this section. In Figure 4.1, assume RB7 is the ingress
   RBridge of the multicast stream while RB9 and RB10 are the multicast
   receivers. Suppose link RB1-RB5 fails during the multicast
   forwarding. The backup DT rooted at RB2 does not include link RB1-
   RB5, therefore it can be used to protect this link. In global 1:1
   protection, RB7 will switch the subsequent multicast traffic to this
   backup DT when it's notified of the link failure. In the global 1+1
   protection, RB7 will inject two copies of the multicast stream and
   let multicast receivers RB9 and RB10 choose which copy would be
   delivered. In the local protection, when link RB1-RB5 fails, RB1 will
   locally replicate the multicast traffic and send it on the backup DT.




5.1. Global 1:1 Protection

   In the global 1:1 protection, the ingress RBridge of the multicast
   traffic is responsible for switching the failure affected traffic
   from the primary DT over to the backup DT. Since the backup DT has
   been installed in advance, the global protection need not wait for
   the DT recalculation and installation. When the ingress RBridge is
   notified about the failure, it immediately makes this switch over.



   This type of protection is simple and duplication safe. However,
   depending on the topology of the RBridge campus, the time spent on
   the failure detection and propagation through the IS-IS control plane
   may still cause a considerable service disruption.



   BFD (Bidirectional Forwarding Detection) protocol can be used to
   reduce the failure detection time. Link failures can be rapidly
   detected with one-hop BFD [RFC7175]. [RBmBFD] introduces the fast
   failure detection of multicast paths. It can be used to reduce both
   the failure detection and propagation time in the global protection.
   In [RBmBFD], ingress RBridge needs to send BFD control packets to
   poll each receiver, and receivers return BFD control packets to the
   ingress as the response. If no response is received from a specific
   receiver for a detection time, the ingress can judge that the
   connectivity to this receiver is broken. Therefore, [RBmBFD] is used
   to detect the connectivity of a path rather than a link. The ingress
   RBridge will determine a minimum failed branch that contains this
   receiver. The ingress RBridge will switch ongoing multicast traffic
   based on this judgment. For example, in Figure 4.1, if RB9 does not
   respond while RB10 still responds, RB7 will presume that link RB1-RB5
   and RB5-RB9 are failed. Multicast traffic will be switched to a
   backup DT that can protect these two links. More accurate link
   failure detection might help ingress RBridges make smarter decision
   but it's out of the scope of this document.




5.2. Global 1+1 Protection

   In the global 1+1 protection, the multicast source RBridge always
   replicates the multicast packets and sends them onto both the primary
   and backup DT. This may sacrifice the capacity efficiency but given
   there is much connection redundancy and inexpensive bandwidth in Data
   Center Networks, such kind of protection can be popular [RFC7431].




5.2.1. Failure Detection

   Egress RBridges (merge points) SHOULD realize the link failure as
   early as possible so that failure affected egress RBridges may update
   their RPF filters quickly to minimize the traffic disruption. Three
   options are provided as follows.



   1. If you had a very reliable and steady data stream, egress RBridges
      assume a minimum known packet rate for that data stream [RFC7431].
      A failure detection timer (say Td) is set as the interval between
      two continuous packets. Td is reinitialized each time a packet is
      received. If Td expires and packets are arriving at the egress
      RBridge on the backup DT (within the time frame Td), it updates
      the RPF filters and starts to receive packets forwarded on the
      backup DT.  This method requires configuration at the egress
      RBridge of Td and of some method (filter) to determine if a packet
      is part of the reliable data stream. Since the filtering
      capabilities of various fast path logic differs greatly, specifics
      of such configuration are outside the scope of this document.



   2. With multi-point BFD [RBmBFD], when a link failure happens,
      affected egress RBridges can detect a lack of connectivity from
      the ingress. Therefore these egress RBridges are able to update
      their RPF filters promptly.



   3. Egress RBridges can always rely on the IS-IS control plane to
      learn the failure and determine whether their RPF filters should
      be updated.




5.2.2. Traffic Forking and Merging

   For the sake of protection, transit RBridges SHOULD activate both
   primary and backup RPF filters, therefore both copies of the
   multicast packets will pass through transit RBridges.



   Multicast receivers (egress RBridges) MUST act as "merge points" to
   egress only one copy of each multicast packet. This is achieved by
   the activation of only a single RPF filter. In the normal case,
   egress RBridges activate the primary RPF filter. When a link on the
   pruned primary DT fails, the ingress RBridge cannot reach some of the
   receivers. When these unreachable receivers realize the link failed,
   they SHOULD update their RPF filters to receive packets sent on the
   backup DT.



   Note that the egress RBridge need not be a literal merge point, that
   is receiving the primary and backup DT versions over different links.
   Even if the egress RBridge receives both copies over the same link,
   because disjoint links are not available, it can still filter out one
   copy because the RFP filtering logic is designed to test which tree
   the packet is on as indicated by a field in the TRILL Header
   [RFC6325].




5.3. Local Protection

   In the local protection, the Point of Local Repair (PLR) happens at
   the upstream RBridge connected to the failed link. It is this RBridge
   that makes the decision to replicate the multicast traffic to recover
   from this link failure. Local protection can further save the time
   spent on failure notification through the flooding of LSPs across the
   TRILL campus. In addition, the failure detection can be speeded up
   using BFD [RFC7175], therefore local protection can minimize the
   service disruption, typically reducing it to less than 50
   milliseconds.



   Since the ingress RBridge is not necessarily the root of the
   distribution tree in TRILL, a multicast downstream point may not be
   the descendants of the ingress point on the distribution tree.




5.3.1. Starting to Use the Backup Distribution Tree

   The egress nickname TRILL Header field of the replicated multicast
   TRILL data packets specifies the tree on which they are being
   distributed. This field will be rewritten to the backup DT's root
   nickname by the PLR. But the ingress nickname field of the multicast
   TRILL Data packet MUST remain unchanged. The PLR forwards all
   multicast traffic with the backup DT egress nickname along the backup
   DT. This updates [RFC6325] which specifies that the egress nickname
   in the TRILL header of a multi-destination TRILL data packet must not
   be changed by transit RBridges.



   In the above example, the PLR RB1 locally determines to send
   replicated multicast packets according to the backup DT. It will send
   them to the next hop RB2.




5.3.2. Duplication Suppression

   When a PLR starts to send replicated multicast packets on the backup
   DT, some multicast packets are still being sent along the primary DT.
   Some egress RBridges might receive duplicated multicast packets. The
   traffic forking and merging method in the global 1+1 protection can
   be adopted to suppress the duplication.




5.3.3. An Example to Walk Through

   The example used to illustrate the above local protection is put
   together to get a whole "walk through" below.



   In the normal case, multicast frames ingressed by RB7 in Figure 4.1
   with pruned distribution on the primary DT rooted at RB1 are being
   received by RB9 and RB10. When the link RB1-RB5 fails, the PLR RB1
   begins to replicate and forward subsequent multicast packets using
   the pruned backup DT rooted at RB2. When RB2 gets the multicast
   packets from the link RB1-RB2, it accepts them since the RPF filter
   {DT=RB2, ingress=RB7, receiving links=RB1-RB2, RB3-RB2, RB4-RB2, RB5-
   RB2 and RB6-RB2} is installed on RB2. RB2 forwards the replicated
   multicast packets to its neighbors except RB1. The multicast packets
   reach RB6 where both RPF filters {DT=RB1, ingress=RB7, receiving
   link=RB1-RB6} and {DT=RB2, ingress=RB7, receiving links=RB2-RB6 and
   RB9-RB6} are active. RB6 will let both multicast streams through.
   Multicast packets will finally reach RB9 where the RPF filter is
   updated from {DT=RB1, ingress=RB7, receiving link=RB5-RB9} to
   {DT=RB2, ingress=RB7, receiving link=RB6-RB9}. RB9 will egress the
   multicast packets from the Backup Distribution Tree on to the local
   link and drop those from the Primary Distribution Tree based on the
   reverse path forwarding filter.




5.4. Updating the Primary and the Backup Trees

   Assume an RBridge receives the LSP that indicates a link failure.
   This RBridge starts to calculate the new primary DT based on the new
   topology with the failed link excluded. Suppose the new primary DT is
   installed at t1.



   The propagation of LSPs around the campus will take some time. For
   safety, we assume all RBridges in the campus will have converged to
   the new primary DT at t1+Ts. By default, Ts (the "settling time") is
   set to 30 seconds but it is configurable in seconds from 1 to 100. At
   t1+Ts, the ingress RBridge switches the traffic from the backup DT
   back to the new primary DT.



   After another Ts (at t1+2*Ts), no multicast packets are being
   forwarded along the old primary DT. The backup DT should be updated
   (recalculated and reinstalled) after the new primary DT. The process
   of this update under different protection types are discussed as
   follows.



   a) For the global 1:1 protection, the backup DT is simply updated at
      t1+2*Ts.



   b) For the global 1+1 protection, the ingress RBridge stops
      replicating the multicast packets onto the old backup DT at t1+Ts.
      The backup DT is updated at t1+2*Ts. The ingress RBridge MUST wait
      for another Ts, during which time period all RBridges converge to
      the new backup DT. At t1+3*Ts, it's safe for the ingress RBridge
      to start to replicate multicast packets onto the new backup DT.



   c) For the local protection, the PLR stops replicating and sending
      packets on the old backup DT at t1+Ts. It is safe for RBridges to
      start updating the backup DT at t1+2*Ts.




6. TRILL IS-IS Extensions

   This section lists extensions to TRILL IS-IS to support resilient
   trees.




6.1. Resilient Trees Extended Capability Bit

   An RBridge that supports the facilities specified in this document
   MUST announce the Extended RBridge Capabilities APPsub-TLV [RFC7782]
   with the bit tbd1 set to one. If there are RBridges that do not
   announce the bit tbd1 set to one, all RBridges of the campus MUST
   disable the Resilient Distribution Tree mechanism as defined in this
   document and fall back to the distribution tree calculation algorithm
   as specified in [RFC6325].




6.2 Backup Tree Root APPsub-TLV

   The structure of the Backup Tree Root APPsub-TLV is shown below.



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type = tbd2                   |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Length                        |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Primary Tree Root Nickname    |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Backup Tree Root Nickname     |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



      o  Type = Backup Tree Root APPsubTLV type, set to tbd2



      o  Length = 4, if the length is any other value, the APPsub-TLV is
         corrupt and MUST be ignored.



      o  Primary Tree Root Nickname = the nickname of the root RBridge
         of the primary tree for which a resilient backup tree is being
         created



      o  Backup Tree Root Nickname = the nickname of the root RBridge of
         the backup tree



   If either nickname is not the nickname of a tree whose calculation is
   being directed by the highest priority tree root RBridge, the APPsub-
   TLV is ignored. This APPsub-TLV must be advertised by the highest
   priority RBridge to be a tree root. Backup Tree Root APPsub-TLVs
   advertised by other RBridges are ignored. If there are two or more
   Backup Tree Root APPsub-TLVs for the same primary tree specifying
   different backup trees, then the one specifying the lowest magnitude
   backup tree root nickname is used, treating nicknames as unsigned 16-
   bit quantities.




7. Security Considerations

   This document raises no new security issues for TRILL. The IS-IS PDUs
   used to transmit the information specified in Section 6 can be
   secured with IS-IS security [RFC5310].



   For general TRILL Security Considerations, see [RFC6325].




8. IANA Considerations

   The Affinity Sub-TLV has already been defined in [RFC7176]. This
   document does not change its definition. See below for IANA Actions.




8.1. Resilient Tree Extended Capability Bit

   IANA will assign a bit (Section 6.1) in the Extended RBridge
   Capabilities subregistry on the TRILL Parameters page adding the
   following to the registry:



Bit   Mnemonic Description             Reference
‑‑‑‑  ‑‑‑‑‑‑‑‑ ‑‑‑‑‑‑‑‑‑‑‑             ‑‑‑‑‑‑‑‑‑
tbd1   RT      Resilient Tree Support  [this document]




8.2. Backup Tree Root APPsub-TLV

   IANA will assign and APPsub-TLV type under IS-IS TLV 251 Application
   Identifier 1 on the TRILL Parameters page from the range below 255
   for the Backup Tree Root APPsub-TLV (Section 6.2) as follows:



Type   Name              Reference
‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
tbd2  Backup Tree Root  [this document]
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Abstract

   This draft addresses the problem of the size and freshness of the
   endnode learning table in edge RBridges, by allowing endnodes to
   volunteer for endnode learning and encapsulation/decapsulation.  Such
   an endnode is known as a "Smart Endnode".  Only the attached edge
   RBridge can distinguish a "Smart Endnode" from a "normal endnode".
   The smart endnode uses the nickname of the attached edge RBridge, so
   this solution does not consume extra nicknames.  The solution also
   enables Fine Grained Label aware endnodes.
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1. Introduction

   The IETF TRILL (Transparent Interconnection of Lots of Links)
   protocol [RFC6325] [RFC7780] provides optimal pair-wise data frame
   forwarding without configuration, safe forwarding even during periods
   of temporary loops, and support for multipathing of both unicast and
   multicast traffic.  TRILL accomplishes this by using IS-IS [IS-IS]
   [RFC7176] link state routing and encapsulating traffic using a header
   that includes a hop count.  Devices that implement TRILL are called
   "RBridges" (Routing Bridges) or "TRILL Switches".



   An RBridge that attaches to endnodes is called an "edge RBridge" or
   "edge TRILL Switch", whereas one that exclusively forwards
   encapsulated frames is known as a "transit RBridge" or "transit TRILL
   Switch".  An edge RBridge traditionally is the one that encapsulates
   a native Ethernet frame with a TRILL header, or that receives a
   TRILL-encapsulated packet and decapsulates the TRILL header.  To
   encapsulate efficiently, the edge RBridge must keep an "endnode
   table" consisting of (MAC, Data Label, TRILL egress switch nickname)
   sets, for those remote MAC addresses in Data Labels currently
   communicating with endnodes to which the edge RBridge is attached.



   These table entries might be configured, received from ESADI
   [RFC7357], looked up in a directory [RFC7067], or learned from
   decapsulating received traffic.  If the edge RBridge has attached
   endnodes communicating with many remote endnodes, this table could
   become very large.  Also, if one of the MAC addresses and Data Labels
   in the table has moved to a different remote TRILL switch, it might
   be difficult for the edge RBridge to notice this quickly, and because
   the edge RBridge is encapsulting to the incorrect egress RBridge, the
   traffic will get lost.




2. Solution Overview

   The Smart Endnode solution proposed in this document addresses the
   problem of the size and freshness of the endnode learning table in
   edge RBridges.  An endnode E, attached to an edge RBridge R, tells R
   that E would like to be a "Smart Endnode", which means that E will
   encapsulate and decapsulate the TRILL frame, using R's nickname.
   Because E uses R's nickname, this solution does not consume extra
   nicknames.



   Take the below figure as the example Smart Endnode scenario: RB1, RB2
   and RB3 are the RBridges in the TRILL domain, and smart SE1 and SE2
   are the smart ennodes which can encapsulate and decapsulate the TRILL
   packets.  RB1 is the edge RB and it is been attached by SE1 and SE2.
   RB1 assigns its nickname to SE1 and SE2.



   Each Smart Endnode, SE1 and SE2, uses RB1's nickname when
   encapsulating, and maintains an endnode table of (MAC, label, TRILL
   egress switch nickname) for remote endnodes that it (SE1 or SE2) is
   corresponding with.  RB1 does not decapsulate packets destined for
   SE1 or SE2, and does not learn (MAC, label, TRILL egress switch
   nickname) for endnodes corresponding with SE1 or SE2, but RB1 does
   decapsulate, and does learn (MAC, label, TRILL egress switch
   nickname) for any endnodes attached to RB1 that have not declared
   themselves to be Smart Endnodes.



   Just as an RBridge learns and times out (MAC, label, TRILL egress
   switch nickname), Smart Endnodes SE1 and SE2 also learn and time out
   endnode entries.  However, SE1 and SE2 might also determine, through
   ICMP messages or other techniques that an endnode entry is not
   successfully reaching the destination endnode, and can be deleted,
   even if the entry has not timed out.



   If SE1 wishes to correspond with destination MAC D, and no endnode
   entry exists, SE1 will encapsulate the packet as an unknown
   destination, or consulting a directory [RFC7067] (just as an RBridge
   would do if there was no endnode entry).



+‑‑‑‑‑‑‑‑‑‑+
|SE1(Smart |
|Endnode1) |  \      +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
+‑‑‑‑‑‑‑‑‑‑+   \    /                                \
                \  /+‑‑‑‑‑‑+   +‑‑‑‑‑‑+    +‑‑‑‑‑+    \   +‑‑‑‑‑‑‑‑‑‑+
                /‑+‑| RB 1 |‑‑‑|  RB2 |‑‑‑‑| RB3 |‑‑‑‑‑+‑‑| Endnode1 |
               /  | +‑‑‑‑‑‑+   +‑‑‑‑‑‑+    +‑‑‑‑‑+     |  +‑‑‑‑‑‑‑‑‑‑+
+‑‑‑‑‑‑‑‑‑‑+ /     \                                  /
|SE2(Smart |        \                                /
| Endnode2)|         +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
+‑‑‑‑‑‑‑‑‑‑+
                   Figure 1 Smart Endnode Scenario



   The mechanism in this draft is that the Smart Endnode SE1 issues a
   Smart-Hello, indicating SE1's desire to act as a Smart Endnode,
   together with the set of MAC addresses and Data Labels that SE1 owns,
   and whether SE1 would like to receive ESADI packets.  The Smart-Hello
   is a light type of TRILL-hello formatted as a native RBridge Channel
   [RFC7178] message, which is used to announce the Smart Endnode
   capability and parameters (such as MAC address, VLAN ID etc.).  The
   detailed content for a smart endnode's Smart-Hello is defined in
   section 4.



   If RB1 supports having a Smart Endnode neighbor it also sends Smart-
   Hellos.  The smart endnode learns from RB1's Smart-Hellos what RB1's
   nickname is and which trees RB1 can use when RB1 ingresses multi-
   destination frames.  Although Smart Endnode SE1 transmits Smart-
   Hellos, it does not transmit or receive LSPs or E-L1FS FS-LSPs
   [RFC7780].



   Since a Smart Endnode can encapsulate TRILL Data packets, it can
   cause the Inner.Lable to be a Fine Grained Label [RFC7172], thus this
   method supports FGL aware endnodes.While when and how a smart endnode
   decides to use the FGL instead of VLANs to encapsulate the TRILL Data
   packet is out of scope in this document.




3. Terminology

   Edge RBridge: An RBridge providing endnode service on at least one of
   its ports.  It is also called an edge TRILL Switch.



   Data Label: VLAN or FGL.



   DRB: Designated RBridge [RFC6325].



   ESADI: End Station Address Distribution Information [RFC7357].



   FGL: Fine Grained Label [RFC7172].



   IS-IS: Intermediate System to Intermediate System [IS-IS].



   RBridge: Routing Bridge, an alternative name for a TRILL switch.



   Smart Endnode: An endnode that has the capability specified in this
   document including learning and maintaining (MAC, Data Label,
   Nickname) entries and encapsulating/decapsulating TRILL frame.



   Transit RBridge: An RBridge exclusively forwards encapsulated frames.
   It is also named as transit RBridge.



   TRILL: Transparent Interconnection of Lots of Links
   [RFC6325][RFC7780].



   TRILL Switch: a device that implements the TRILL protocol; an
   alternative term for an RBridge.




4. Smart-Hello Mechanism between Smart Endnode and RBridge

   The subsections below describe Smart-Hello messages.




4.1. Smart-Hello Encapsulation

   Although a Smart Endnode is not an RBridge, does not send LSPs or
   maintain a copy of the link state database, and does not perform
   routing calculations, it is required to have a "Hello" mechanism (1)
   to announce to edge RBridges that it is a Smart Endnode and (2) to
   tell them what MAC addresses it is handling in what Data Labels.
   Similarly, an edge RBridge that supports Smart Endnodes needs a
   message (1) to announce that support, (2) to inform Smart Endnodes
   what nickname to use for ingress and what nickname(s) can be used as
   egress nickname in a multi-destination TRILL Data packet, and (3) the
   list of smart end nodes it knows about on that link.



   The messages sent by Smart Endnodes and by edge RBridges that support
   Smart Endnodes are called "Smart-Hellos", and are carried through
   native RBridge Channel messages (see Section 4 of [RFC7178]).  They
   are structured as follows:



+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
| Ethernet | RBridge        | Smart‑Hello | Ethernet |
| Header   | Channel Header | Payload     | FCS      |
+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+

              Figure 2  Smart‑Hello Structure



   In the Ethernet Header, the source MAC address is the address of the
   Smart Endnode or edge RBridge port on which the message is sent.  If
   the Smart-Hello is sent by a Smart Endnode and is multicast, the
   destination MAC address is All-Edge-RBridges.  If the Smart-Hello is
   unicast to an edge RBridge, the destination MAC address is the MAC
   address of the RBridge.  If the Smart-Hello is sent by an Edge
   RBridge and is multicast, the destination MAC address is TRILL-End-
   Stations, and if it is unicast to a Smart Endnode, the MAC address is
   the MAC address of the Smart Endnode.  The frame is sent in the
   Designated VLAN of the link so if a VLAN tag is present, it specifies
   that VLAN.  It is RECOMMENDED that Smart-Hellos be sent with priority
   7 to minimize the probability that they might be delayed or lost in
   any bridges that might be in the link.



   The RBridge Channel Header begins with the RBridge Channel Ethertype.
   In the RBridge Channel Header, the Channel Protocol number is as
   assigned by IANA (see Section 8) and in the flags field, the NA bit
   is one, the MH bit is zero and the setting of the SL bit is an
   implementation choice.



   The Smart-Hello Payload, both for Smart-Hellos sent by Smart Endnodes
   and for Smart-Hellos sent by Edge RBridges, consists of TRILL IS-IS
   TLVs as described in the following two sub-sections.  The non-
   extended format is used so TLVs, sub-TLVs, and APPsub-TLVs have an
   8-bit size and type field.  Both types of Smart-Hellos MUST include a
   Smart-Parameters APPsub-TLV as follows inside a TRILL GENINFO TLV:



+‑+‑+‑+‑+‑+‑+‑+‑+‑
|Smart‑Parameters|                 (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+‑
|   Length       |                 (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Holding Time                  |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Flags                         |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                   Figure 3 Smart Parameters APPsub-TLV



      Type: APPsub-TLV type Smart-Parameters, value is TBD1.



      Length: 4.



      Holding Time: A time in seconds as an unsigned integer.  It has
      the same meaning as the Holding Time field in IS-IS Hellos [IS-IS]
      . A Smart Endnode and an Edge RBridge supporting Smart Endndoes
      MUST send a Smart-Hello at least three times during their Holding
      Time.  If no Smart-Hellos is received from a Smart Endnode or Edge
      RBridge within the most recent Holding Time it sent, it is assumed
      that it is no longer available.



      Flags: At this time all of the Flags are reserved and MUST be send
      as zero and ignored on receipt.



   If more than one Smart Parameters APPsub-TLV appears in a Smart-
   Hello, the first one is used and any following ones are ignored.  If
   no Smart Parameters APPsub-TLV appears in a Smart-Hello, that Smart-
   Hello is ignored.




4.2. Edge RBridge's Smart-Hello

   The edge RBridge's Smart-Hello contains the following information in
   addition to the Smart-Parameters APPsub-TLV:



   o  RBridge's nickname.  The nickname sub-TLV, specified in section
      2.3.2 in [RFC7176], is reused here carried inside a TLV 242 (IS-IS
      router capability) in a Smart-Hello frame.  If more than one
      nickname appears in the Smart-Hello, the first one is used and the
      following ones are ignored.



   o  Trees that RB1 can use when ingressing multi-destination frames.
      The Tree Identifiers Sub-TLV, specified in section 2.3.4 in
      [RFC7176], is reused here.



   o  Smart Endnode neighbor list.  The TRILL Neighbor TLV, specified in
      section 2.5 in [RFC7176], is reused for this purpose.



   o  An Autentication TLV MAY also be included.




4.3. Smart Endnode's Smart-Hello

   A new APPsub-TLV (Smart-MAC TLV) is defined for use by Smart Endnodes
   as defined below.  In addition, there will be a Smart-Parameters
   APPsub-TLV and there MAY be an Authentication TLV in a Smart Endnode
   Smart-Hello.



   If there are several VLANs/FGL Data Labels for that Smart Endnode,
   the Smart-MAC APPsub-TLV is included several times in Smart Endnode's
   Smart-Hello.  This APPsub-TLV appears inside a TRILL GENINFO TLV.



+‑+‑+‑+‑+‑+‑+‑+‑+
|Type=Smart‑MAC |                  (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+
|   Length      |                  (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| F |RSV | VLAN/FGL Data Label  |  (2 bytes or 4 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                          MAC (1)       (6 bytes)                 |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                      .................                           |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                          MAC (N)       (6 bytes)                 |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                     Figure 4 Smart-MAC APPsub-TLV



   o  Type: TRILL APPsub-TLV Type Smart-MAC, value is TBD2.



   o  Length: Total number of bytes contained in the value field.



   o  F: one bit.  If it sets to 1, which indicates that the endnode
      supports FGL data label, otherwise, the VLAN/FGL Data Labels
      [RFC7172] and that this Smart-MAC APPsub-TLV has an FGL in the
      following VLAN/FGL field.  Otherwise, the VLAN/FGL Data Label
      field is a VLAN ID.



   o  RSV: 2 bits or 6 bits, is reserved for the future use.  If VLAN/
      FGL Data Label indicates the VLAN ID(F flag sets to 0), the RESV
      field is 2 bits long.  Otherwise it is 6 bits.



   o  VLAN/FGL Data Label: This carries a 12-bits VLAN identifier or
      24-bits FGL Data Label that is valid for all subsequent MAC
      addresses in this APPsub-TLV, or the value zero if no VLAN/FGL
      data label is specified.



   o  MAC(i): This is a 48-bit MAC address reachable in the Data Label
      given from the Smart Endnode that is announcing this APPsub-TLV.




5. Data Packet Processing

   The subsections below specify Smart Endnode data packet processing.
   All TRILL Data packets sent to or from Smart Endnodes are sent in the
   Designated VLAN [RFC6325] of the local link but do not necessarily
   have to be VLAN tagged.




5.1. Data Packet Processing for Smart Endnode

   A Smart Endnode does not issue or receive LSPs or E-L1FS FS-LSPs or
   calculate topology.  It does the following:



   o  Smart Endnode maintains an endnode table of (the MAC address of
      remote endnode, Data Label, the nickname of the edge RBridge's
      attached) entries of end nodes with which the Smart Endnode is
      communicating.  Entries in this table are populated the same way
      that an edge RBridge populates the entries in its table:



      *  learning from (source MAC address ingress nickname) on packets
         it decapsulates.



      *  by querying a directory [RFC7067].



      *  by having some entries configured.



   o  When Smart Endnode SE1 wishes to send unicast frame to remote node
      D, if (MAC address of remote endnode D, Data Label, nickname)
      entry is in SE1's endnode table, SE1 encapsulates with ingress
      nickname=the nicknamae of the RBridge(RB1), egress nickname as
      indicated in D's table entry.  If D is unknown, SE1 either queries
      a directory or encapsulates the packet as a multi-destination
      frame, using one of the trees that RB1 has specified in RB1's
      Smart-Hello.  The mechanism for querying a directory is out of
      scope for this document.



   o  When SE1 wishes to send a a multi-destination (multicast, unknown
      unicast, or broadcast) to the TRILL campus, SE1 encapsulates the
      packet using one of the trees that RB1 has specified.



   If the Smart Endnode SE1 sends a multi-destination TRILL Data packet,
   the destination MAC of the outer Ethernet is All-RBridges multicast
   address.



   The Smart Endnode SE1 need not send Smart-Hellos as frequently as
   normal RBridges.  These Smart-Hellos could be periodically unicast to
   the Appointed Forwarder RB1 through native RBridge Channel messages.
   In case RB1 crashes and restarts, or the DRB changes and SE1 receives
   the Smart-Hello without mentioning SE1, SE1 SHOULD send a Smart-Hello
   immediately.  If RB1 is Appointed Forwarder for any of the VLANs that
   SE1 claims, RB1 MUST list SE1 in its Smart-Hellos as a Smart Endnode
   neighbor.




5.2. Data Packet Processing for Edge RBridge

   The attached edge RBridge processes and forwards TRILL Data packets
   based on the endnode property rather than for encapsulation and
   forwarding the native frames the same way as the traditional
   RBridges.  There are several situations for the edge RBridges as
   follows:



   o  If receiving an encapsulated unicast TRILL Data packet from a port
      with a Smart Endnode, with RB1's nickname as ingress, the edge
      RBridge RB1 forwards the frame to the specified egress nickname,
      as with any encapsulated frame.  However, RB1 MAY filter the
      encapsulation frame based on the inner source MAC and Data Label
      as specified for the Smart Endnode.  If the MAC (or Data Label)
      are not among the expected entries of the Smart Endnode, the frame
      would be dropped by the edge RBridge.



   o  If receiving a unicast TRILL Data packet with RB1's nickname as
      egress from the TRILL campus, and the destination MAC address in
      the enclosed packet is listed as "smart endnode", RB1 leaves the
      packet encapsulated when forwarding to the smart endnode, and both
      the outer and inner Ethernet destination MAC is the destination
      smart endnod's MAC address, and the outer Ethernet source MAC
      address is the RB1's port MAC address.  The edge RBridge still
      decreases the Hop count value by 1, for there is one hop between
      the RB1 and Smart Endnode.



   o  If receiving an multi-destination TRILL Data packet from a port
      with a Smart Endnode, RBridge RB1 forwards the TRILL encapsulation
      to the TRILL campus based on the distribution tree indicated by
      the egress nickname.  If the egress nickname does not correspond
      to a distribution tree, the packet is discarded.  If there are any
      normal endnodes (i.e, non-Smart Endnodes) attached to the edge
      RBridge RB1, RB1 decapsulates the frame and sends the native frame
      to these ports possibly pruned based on multicast listeners, in
      addition to forwarding the multi-destination TRILL frame to the
      rest of the campus.



   o  If RB1 receives a native multi-destination data frame, which is
      sent by a non-smart endnode, from a port, including hybrid
      endnodes (smart endnodes and non-smart endnodes), RB1 will
      encapsulate it as multi-destination TRILL Data packet , and send
      the encapsulated multi-destination TRILL Data Packet out that same
      port to the smart endnodes attached to the port, and also send the
      encapsulated multi-destination TRILL Data Packet to the TRILL
      campus through other ports .



   o  If RB1 receives a multi-destination TRILL Data packet from a
      remote RBridge, and the exit port includes hybrid endnodes(Smart
      Endnodes and non-Smart Endnodes), it sends two copies of multicast
      frames out the port, one as native and the other as TRILL
      encapsulated frame.  When Smart Endnode receives multi-destination
      TRILL Data packet, it learns the remote (MAC address, Data Label,
      Nickname) entry, A Smart Endnodes ignores native data frames.  A
      normal (non-smart) endnode receives the native frame and learns
      the remote MAC address and ignores the TRILL data packet.  This
      transit solution may bring some complexity for the edge RBridge
      and waste network bandwidth resource, so avoiding the hybrid
      endnodes scenario by attaching the Smart Endnodes and non-Smart
      Endnodes to different ports is RECOMMENDED.  Another solution is
      that if there are one or more endnodes on a link, the non-Smart
      Endnodes are ignored on a link; but we can configure a port to
      support mixed links.  If RB1 is configured that the link is "Smart
      Endnode only", then it will only send and receive TRILL-
      encapsulated frames on that link.  If it is configured to "non-
      smart-endnodes only" on a port, it will only send and receive
      native frames from that port.




6. Multi-homing Scenario

   Multi-homing is a common scenario for the Smart Endnode.  The Smart
   Endnode is on a link attached to the TRILL domain in two places: to
   edge RBridge RB1 and RB2.  Take the figure below as example.  The
   Smart Endnode SE1 is attached to the TRILL domain by RB1 and RB2
   separately.  Both RB1 and RB2 could announce their nicknames to SE1.



             . .....................
             .  +‑‑‑‑‑‑+           .
             .  | RB1  |           .
             . /+‑‑‑‑‑‑+           .
+‑‑‑‑‑‑‑‑‑‑+ ./            +‑‑‑‑‑+ .    +‑‑‑‑‑‑‑‑‑‑+
|SE1(Smart |/.             | RB3 |......| Smart    |
| Endnode1)| .\            +‑‑‑‑‑+ .    | Endnode2 |
+‑‑‑‑‑‑‑‑‑‑+ . \                   .    +‑‑‑‑‑‑‑‑‑‑+
             .  +‑‑‑‑‑+            .
             .  | RB2 |   TRILL    .
             .  +‑‑‑‑‑+   Domain   .
             .......................



                          Figure 5 Multi-homing Scenario




   There are two candiated solutions for the mulit-homing scenario:



   (1)  Smart Endnode SE1 can choose either RB1 or RB2's nickname, when

        encapsulating and forwarding a TRILL data packet.  If the
        active-active load balance is considered for the multi-homing
        scenario, the Smart Endnode SE1 could use both RB1 and RB2's
        nickname to encapsulate and forward TRILL Data packet.  SE1 uses
        RB1's nickname when forwarding through RB1, and RB2's nickname
        when forwarding through RB2. this will cause MAC flip-
        flopping(see [RFC7379]) of the endnode table entry in the remote
        RBridges (or Smart Endnodes).  One solution for the MAC flip-
        flopping issue is to set a multi- homing bit in the RSV field of
        the TRILL data packet.  When remote RBridge RB3 or Smart
        Endnodes receives a data packet with the multi-homed bit set,
        the endnode entries (SE1's MAC address, label, RB1's nickname)
        and (SE1's MAC address, label, RB2's nickname) will coexist as
        endnode entries in the remote RBridge.  Another solution is to
        use the ESADI protocol to distribute multiple attachments of a
        MAC address of a multi-homing group,The ESADI is deployed among
        the edge RBridges (See section 5.3 of [RFC7357]).



   (2)  Smart Endnode uses a virtual nickname when encapsulating and

        forwarding TRILL Data Packet.  The virtual nickname is carried
        in the RB1 and RB2's Smart-Hello, which is separate from RB1 and
        RB2's nicknames(The RB1 and RB's nicknames are also listed in
        their Smart-Hello).  In order to avoid RPF check issue for
        multi-destination frame, the affinity TLV[RFC7783] is used in
        this solution.  While how to deploy the affinity TLV in the
        multi-homing scenario is out of scope in this document.




7. Security Considerations

   Smart-Hellos can be secured by using Authentication TLVs based on
   [RFC5310].



   For general TRILL Security Considerations, see [RFC6325].



   For native RBridge channel Security Considerations, see [RFC7178].




8. IANA Considerations

   IANA is requested to allocate an RBridge Channel Protocol number
   (0x005 suggested) to indicate a Smart-Hello frame and update the
   "RBridge Channel Protocols" registry as follows.



+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|   Protocol  | Description  |    Reference     |
+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  TBD[0x005] | Smart‑Hello  | [this document]  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                                  Table 1



   IANA is requested to allocate APPsub-TLV type numbers for the Smart-
   MAC and Smart-Parameters APPsub-TLVs from the range below 256 and
   update the "TRILL APPsub-TLV Types under IS-IS TLV 251 Application
   Identifier 1" registry as follows.



+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Protocol | Description  |    Reference     |
+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|    TBD1   | Smart‑Hello  | [this document]  |
|    TBD2   |  Smart‑MAC   | [this document]  |
+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                                  Table 2
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Abstract

   This document specifies how to interconnect multiple Transparent
   Interconnection of Lots of links (TRILL) sites with an intervening
   MPLS network using existing TRILL and VPLS standards. This draft
   addresses two problems as follows:



1) Providing connection between more than two TRILL sites that
are separated by an MPLS provider network.



   2) Providing a single logical virtualized TRILL network for
   different tenants that are separated by an MPLS provider network.







Status of this Memo

   This document is not an Internet Standards Track specification; it is
   published for informational purposes.




   This Internet-Draft is submitted to IETF in full conformance with the
   provisions of BCP 78 and BCP 79.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF), its areas, and its working groups.  Note that
   other groups may also distribute working documents as
   Internet-Drafts.



   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."



   The list of current Internet-Drafts can be accessed at
   http://www.ietf.org/1id-abstracts.html



   The list of Internet-Draft Shadow Directories can be accessed at
   http://www.ietf.org/shadow.html
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1. Introduction

   The IETF Transparent Interconnection of Lots of Links (TRILL)
   protocol [RFC6325] [RFC7177] [RFC7780] provides transparent
   forwarding in multi-hop networks with arbitrary topology and link
   technologies using a header with a hop count and link-state routing.
   TRILL provides optimal pair-wise forwarding without configuration,
   safe forwarding even during periods of temporary loops, and support
   for multipathing of both unicast and multicast traffic. Intermediate
   Systems (ISs) implementing TRILL are called Routing Bridges
   (RBridges) or TRILL Switches



   This draft, in conjunction with [RFC7173] on TRILL Transport using
   Pseudowires, addresses two problems:



   1) Providing connection between more than two TRILL sites belongs to
   a single TRILL network that are separated by an MPLS provider network
   using [RFC7173]. (Herein also called problem statement 1.)



   2) Providing a single logical virtualized TRILL network for different
   tenants that are separated by an MPLS provider network. In short
   providing connection between TRILL sites belonging to a
   tenant/tenants over a MPLS provider network. (Herein also called
   problem statement 2.)



   A tenant is the administrative entity on whose behalf their
   associated services are managed. Here tenant refers to a TRILL campus
   that is segregated from other tenants for security reasons.



   A key multi-tenancy requirement is traffic isolation so that one
   tenant's traffic is not visible to any other tenant. This draft also
   addresses the problem of multi-tenancy by isolating one tenant's
   traffic from the other.




1.1. Terminology

    Acronyms used in this document include the following:



AC          ‑ Attachment Circuit [RFC4664]

Data Label  ‑ VLAN or FGL

ECMP        ‑ Equal Cost Multi Path

FGL         ‑ Fine‑Grained Labeling [RFC7172]

IS‑IS       ‑ Intermediate System to Intermediate



                             System [IS-IS]



LDP         ‑ Label Distribution Protocol

LAN         ‑ Local Area Network

MPLS        ‑ Multi‑Protocol Label Switching

PBB         ‑ Provider Backbone Bridging

PE          ‑ Provider Edge Device

PSN         ‑ Packet Switched Network

PW          ‑ Pseudowire [RFC4664]

TIR         ‑ TRILL Intermediate Router
              (Devices that has both IP/MPLS and TRILL
              functionality)

TRILL       ‑ Transparent Interconnection of Lots of
              Links OR Tunneled Routing in the Link Layer

TRILL Site  ‑ A part of a TRILL campus that contains at
              least one RBridge.

VLAN        ‑ Virtual Local Area Network

VPLS        ‑ Virtual Private LAN Service

VPTS        ‑ Virtual Private TRILL Service

VSI         ‑ Virtual Service Instance [RFC4664]

VTSD        ‑ Virtual TRILL Switch Domain
              OR Virtual TRILL Service Domain
              A Virtual RBridge that segregates one
              tenant's TRILL database as well as
              traffic from the other.

WAN         ‑ Wide Area Network






2. TRILL Over MPLS Model

   TRILL Over MPLS can be achieved in two different ways.



a) VPLS Model for TRILL
b) VPTS Model/TIR Model




   Both these models can be used to solve the problem statement 1 and 2.
   Herein the VPLS Model for TRILL is also called Model 1 and the VPTS
   Model/TIR Model is also called Model 2.




3. VPLS Model

   Figure 1 shows the topological model of TRILL over MPLS using VPLS
   model. The PE routers in the below topology model should support all
   the functional Components mentioned in [RFC4664].





+‑‑‑‑‑+                                               +‑‑‑‑‑+
| RBa +‑‑‑+      ...........................      +‑‑‑| RBb |
+‑‑‑‑‑+   |      .                         .      |   +‑‑‑‑‑+
Site 1    |    +‑‑‑‑+                   +‑‑‑‑+    |    Site 2
          +‑‑‑‑|PE1 |                   |PE2 |‑‑‑‑+
               +‑‑‑‑+    MPLS Cloud     +‑‑‑‑+
                 .                         .
                 .         +‑‑‑‑+          .
                 ..........|PE3 |...........
                           +‑‑‑‑+      ^
                              |        |
                              |        +‑‑ Emulated LAN
                           +‑‑‑‑‑+
                           | RBc |
                           +‑‑‑‑‑+
                           Site 3



                 Figure 1: Topological Model of TRILL over MPLS

                             connecting three TRILL Sites




 Figure 2 below shows the topological model of TRILL over MPLS to
 connect multiple TRILL sites belonging to a tenant (tenant here is a
 TRILL campus, not a specific Data label). VSI1 and VSI2 are two Virtual
 Service Instances that segregate Tenant1's traffic from other tenant
 traffic. VSI1 will maintain its own database for Tenant1, similarly
 VSI2 will maintain its own database for Tenant2.



      +‑‑‑‑‑+         ............................          +‑‑‑‑‑+
      |RBat1+‑‑‑+     . ++++++++++++++++++++++++ .      +‑‑‑|RBbt1|
      +‑‑‑‑‑+   |     . +                      + .      |   +‑‑‑‑‑+
Tenant1 Site 1  |    +‑‑‑‑+                   +‑‑‑‑+    | Tenant1 Site2
                +‑‑‑‑|VSI1|                   |VSI1|‑‑‑‑+
                +‑‑‑‑|VSI2|    MPLS  Cloud    |VSI2|‑‑‑‑+
                |    +‑‑‑‑+                   +‑‑‑‑+    |
      +‑‑‑‑‑+   |     . +                       + .     |   +‑‑‑‑‑+
      |RBat2+‑‑‑+     . +++++++++ +‑‑‑‑+ ++++++++ .     +‑‑‑|RBbt2|
      +‑‑‑‑‑+         ............|VSI1|...........         +‑‑‑‑‑+
Tenant2 Site 2                    |VSI2|          ^      Tenant2 Site2
                                  +‑‑‑‑+          |
                                    |             |
                                 +‑‑‑‑‑+          +‑‑‑‑‑Emulated
                                 |RBct2|                  LAN
                                 +‑‑‑‑‑+
                             Tenant2 Site 3


     .... VSI1 Path
     ++++ VSI2 Path



         Figure 2: Topological Model for VPLS Model

                 connecting 2 Tenants with 3 sites each




In this model, TRILL sites are connected to VPLS-capable PE devices that
provide a logical interconnect, such that TRILL RBridges belonging to a
specific tenant connected via an single bridged Ethernet. These devices
are the same as PE devices specified in [RFC4026]. The Attachment
Circuit ports of PE Routers are layer 2 switch ports that are connected
to the RBridges at a TRILL site. Here each VPLS instance looks like an
emulated LAN. This model is similar to connecting different RBridges
(TRILL sites) by a layer 2 bridge domain (multi access link) as
specified in [RFC6325]. This model doesn't requires any changes in PE
routers to carry TRILL packets, as TRILL packets will be transferred
transparently.





3.1. Entities in the VPLS Model

The PE (VPLS-PE) and CE devices are defined in [RFC4026].



The Generic L2VPN Transport Functional Components like Attachment
Circuits, Pseudowires, VSI etc. are defined in [RFC4664].



The RB (RBridge) and TRILL Sites are defined in [RFC6325] as updated by
[RFC7780].




3.3. TRILL Adjacency for VPLS model

As specified in section 3 of this document, the MPLS cloud looks like an
emulated LAN (also called multi-access link or broadcast link). This
results in RBridges at different sites looking like they are connected
by a multi-access link. With such interconnection, the TRILL adjacency
over the link are automatically discovered and established through TRILL
IS-IS control messages [RFC7177]. These IS-IS control messages are
transparently forwarded by the VPLS domain, after doing MPLS
encapsulation specified in the section 3.4.





3.4. MPLS encapsulation for VPLS model

Use of VPLS [RFC4762] [RFC4761] to interconnect TRILL sites requires no
changes to a VPLS implementation, in particular the use of Ethernet
pseudowires between VPLS PEs. A VPLS PE receives normal Ethernet frames
from an RBridge (i.e., CE) and is not aware that the CE is an RBridge
device. As an example, an MPLS-encapsulated TRILL packet within the MPLS
network can use the format illustrated in Appendix A of [RFC7173] for
the non-PBB case. For the PBB case, additional header fields illustrated
in [RFC7041] can be added by entry PE and removed by the exit PE.





3.5. Loop Free provider PSN/MPLS.

No explicit handling is required to avoid loop free topology. Split
Horizon technique specified in [RFC4664] will take care of avoiding
loops in the provider PSN network.





3.6. Frame processing.

The PE devices transparently process the TRILL control and data frames.
Procedures to forward the frames are defined in [RFC4664]





4. VPTS Model

The (Virtual Private TRILL Service) VPTS is a L2 TRILL service, that
emulates TRILL service across a Wide Area Network (WAN). VPTS is similar
to what VPLS does for bridge core but provides a TRILL core. VPLS
provides "Virtual Private LAN Service" for different customers. VPTS
provides "Virtual Private TRILL Service" for different TRILL tenants.



Figure 3 shows the topological model of TRILL over MPLS using VPTS. In
this model the PE routers are replaced with TIR (TRILL Intermediate
Router) and VSI is replaced with VTSD (Virtual TRILL Switch Domain). The



TIR devices must be capable of supporting both MPLS and TRILL as
specified in section 4.1.1. The TIR devices are interconnected via PWs
and appear as a unified emulated TRILL campus with each VTSD inside a
TIR equivalent to a RBridge.



Some of the reasons for interconnecting TRILL Sites without isolating
the TRILL Control plane of one TRILL site from other sites are as
described below.



1) Nickname Uniqueness: One of the basic requirements of TRILL is that,
RBridge Nicknames are unique within the campus [RFC6325]. If we
segregate control plane of one TRILL site from other TRILL site and
provide interconnection between these sites, it may result in Nickname
collision.



2) Distribution Tree and its pruning:  When a TRILL Data packet
traverses a Distribution Tree, it will stay on it even in other TRILL
site. If no end‑station service is enabled for a particular Data Label
in a TRILL site, the Distribution Tree may be pruned and TRILL data
packets of that particular Data Label might never get to other TRILL
sites. The TRILL RPF check will always be performed on the packets that
are received by TIRs through pseudowires.



3) Hop Count values: When a TRILL data packet is received over a
pseudowire by a TIR, the TIR does the processing of Hop Count defined in
[RFC6325] and will not perform any resetting of Hop Count.








+‑‑‑‑‑+                                               +‑‑‑‑‑+
| RBa +‑‑‑+      ...........................      +‑‑‑| RBb |
+‑‑‑‑‑+   |      .                         .      |   +‑‑‑‑‑+
Site 1    |    +‑‑‑‑+                   +‑‑‑‑+    |    Site 2
          +‑‑‑‑|TIR1|                   |TIR2|‑‑‑‑+
               +‑‑‑‑+    MPLS Cloud     +‑‑‑‑+
                 .                         .
                 .         +‑‑‑‑+          .
                 ..........|TIR3|...........
                           +‑‑‑‑+      ^
                              |        |
                              |        +‑‑ Emulated TRILL
                           +‑‑‑‑‑+
                           | RBc |
                           +‑‑‑‑‑+
                           Site 3



             Figure 3: Topological Model of VPTS/TIR

                        connecting three TRILL Sites



 In the above figure (Figure 3) Site1, Site2 and Site3 (running the
 TRILL protocol) are connected to TIR Devices. These TIR devices, along
 with the MPLS cloud, look like an unified emulated TRILL network. Only
 the PE devices in the MPLS network should be replaced with TIRs so the
 intermediate Provider routers are agnostic to the TRILL protocol.



 Figure 4 below extends the topological model of TRILL over MPLS to
 connect multiple TRILL sites belonging to a tenant (tenant here is a
 campus, not a Data label) using VPTS model. VTSD1 and VTSD2 are two
 Virtual TRILL Switch Domains (Virtual RBridges) that segregate
 Tenant1's traffic from Tenant2's traffic. VTSD1 will maintain its own
 TRILL database for Tenant1, similarly VTSD2 will maintain its own TRILL
 database for Tenant2.






    +‑‑‑‑‑+          ............................         +‑‑‑‑‑+
    |RBat1+‑‑‑+      . ######################## .     +‑‑‑|RBbt1|
    +‑‑‑‑‑+   |      . #                      # .     |   +‑‑‑‑‑+
Tenant1 Site 1|    +‑‑‑‑‑+                 +‑‑‑‑‑+    |  Tenant1 Site 2
              +‑‑‑‑|VTSD1|                 |VTSD1|‑‑‑‑+
              +‑‑‑‑|VTSD2|   MPLS  Cloud   |VTSD2|‑‑‑‑+
              |    +‑‑‑‑‑+                 +‑‑‑‑‑+    |
    +‑‑‑‑‑+   |      . #                       # .    |   +‑‑‑‑‑+
    |RBat2+‑‑‑+      . #########+‑‑‑‑‑+######### .    +‑‑‑|RBbt2|
    +‑‑‑‑‑+          ...........|VTSD1|...........        +‑‑‑‑‑+
Tenant2 Site2                   |VTSD2|          ^       Tenant2 Site 2
                                +‑‑‑‑‑+          |
                                   |             |
                                +‑‑‑‑‑+          +‑‑‑‑‑Emulated
                                |RBct2|                  TRILL
                                +‑‑‑‑‑+
                             Tenant2 Site 3


        .... VTSD1 Connectivity
        #### VTSD2 Connectivity

                  Figure 4: Topological Model of VPTS/TIR
                 connecting 2 tenants with three TRILL Sites






4.1. Entities in the VPTS Model

The CE devices are defined in [RFC4026].



The Generic L2VPN Transport Functional Components like Attachment
Circuits, Pseudowires etc. are defined in [RFC4664].



The RB (RBridge) and TRILL Campus are defined in [RFC6325] as updated by
[RFC7780].



This model introduces two new entities called TIR and VTSD.





4.1.1. TRILL Intermediate Routers (TIR)

The TIRs [TRILL Intermediate Routers] must be capable of running both
VPLS and TRILL protocols. TIR devices are a superset of the VPLS-PE
devices defined in [RFC4026] with the additional functionality of TRILL.
The VSI instance that provides transparent bridging functionality in the
PE device is replaced with VTSD in a TIR.







4.1.2. Virtual TRILL Switch/Service Domain (VTSD)

The VTSD [Virtual Trill Switch Domain] is similar to VSI (layer 2
bridge) in the VPLS model, but the VTSD acts as a TRILL RBridge. The
VTSD is a superset of VSI and must support all the functionality
provided by the VSI as defined in [RFC4026]. Along with VSI
functionality, the VTSD must be capable of supporting TRILL protocols
and forming TRILL adjacencies. The VTSD must be capable of performing
all the operations that a standard TRILL Switch can do.



One VTSD instance per tenant must be maintained, when multiple tenants
are connected to a TIR. The VTSD must maintain all the information
maintained by the RBridge on a per tenant basis. The VTSD must also take
care of segregating one tenant traffic from other. Each VTSD should have
its own nickname, If a TIR supports 10 TRILL tenants, it needs to be
assigned with ten TRILL nicknames, one for the nickname space of each of
its tenants, and run ten copies of TRILL protocols, one for each tenant.






4.2. TRILL Adjacency for VPTS model

The VTSD must be capable of forming TRILL adjacency with other VTSDs
present in its peer VPTS neighbor, and also the neighbor RBridges
present in the TRILL sites. The procedure to form TRILL Adjacency is
specified in [RFC7173] and [RFC7177].




4.3. MPLS encapsulation for VPTS model

The VPTS model uses PPP or Ethernet pseudowires for MPLS encapsulation
as specified in [RFC7173], and requires no changes in the packet format
in that RFC.





4.4. Loop Free provider PSN/MPLS.

This model isn't required to employ Split Horizon mechanism in the
provider PSN network, as TRILL takes care of Loop free topology using
Distribution Trees. Any multi-destination packet will traverse a
distribution tree path. All distribution trees are calculated based on
TRILL base protocol standard [RFC6325] as updated by [RFC7780].





4.5. Frame processing.

This section specifies multi-destination and unicast frame processing in
VPTS/TIR model.





4.5.1. Multi-Destination Frame processing

Any multi-destination (unknown unicast, multicast or broadcast, as
indicated by multi-destination bit in the TRILL Header) packets inside
VTSD will be processed or forwarded through the distribution tree for
which they were encapsulated on TRILL ingress. If any multi-destination
packet is received from the wrong pseudowire at a VTSD, the TRILL
protocol running in the VTSD will perform an RPF check as specified in
[RFC7780] and drop the packet.



The Pruning mechanism in Distribution Trees, as specified in [RFC6325]
and [RFC7780], can also be used to avoid forwarding of multi-destination
data packets on the branches where there are no potential destinations.





4.5.2. Unicast Frame processing

Unicast packets must be forwarded in same way they get forwarded in a
standard TRILL Campus as specified in [RFC6325]. If multiple equal cost
paths are available over pseudowires to reach destination, then VTSD
should be capable of doing ECMP for them.





5. Extensions to TRILL Over Pseudowires [RFC7173]

The [RFC7173] mentions how to interconnect a pair of Transparent



Interconnection of Lots of Links (TRILL) switch ports using pseudowires.
This document explains, how to connect multiple TRILL sites (not limited
to only two sites) using the mechanisms and encapsulations defined in
[RFC7173].





6. VPTS Model Versus VPLS Model

VPLS Model uses a simpler loop-breaking rule: the "split horizon" rule,
where a PE must not forward traffic from one PW to another in the same
VPLS mesh, whereas the VPTS Model uses distribution Trees for loop free
topology.





7. Packet processing between pseudowires

Whenever a packet gets received over a pseudowire, a VTSD will
decapsulate the MPLS headers followed by checking the TRILL header. If
the egress nickname in the TRILL header is for a TRILL site located
beyond another pseudowire, then VTSD will encapsulate with new MPLS
headers and send it across the proper pseudowire.



For example in figure 3, consider that the pseudowire between TIR1 and
TIR2 fails, Then TIR1 will communicate with TIR2 via TIR3, whenever
packets which are destined to TIR3 gets received from pseudowire between
TIR1 and TIR3, VTSD inside TIR3 will decapsulate the MPLS headers, then
check the TRILL header's egress nickname field. If the egress nickname
indicate it is destained for the RBridge in site3 then the packet will
be sent to RBc, if the egress nickname is located at site2, VTSD will
add MPLS headers for the pseudowire between TIR3 and TIR2 and forward
the packet on that pseudowire.




8. Efficiency Considerations

Since the VPTS Model uses Distribution trees for processing of multi-
destination data packets, it is always advisable to have at least one
Distribution tree root to be located in every TRILL site. This will
avoid data packets getting received at TRILL sites where end-station
service is not enabled for that data packet.




9. Security Considerations

For general TRILL security considerations, see [RFC6325]



For transport of TRILL by Pseudowires security consideration, see
[RFC7173].



For general VPLS security considerations, see [RFC4761] and [RFC4762]





10. IANA Considerations

This document requires no IANA actions. RFC Editor: Please delete this
section before publication
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1. Introduction

   Fault Management for TRILL is defined in [TRILLOAMFM]. TRILL Fault
   Management utilizes the [8021Q] CFM model and extends CFM with
   technology specific details. Those technology specific extensions are
   flow-entropy for multipath support, MEP addressing on TRILL
   identifiers, and so on. The extensions are explained in detail in
   [TRILLOAMFM]. In this document, we extend the YANG model defined in
   [GENYANGOAM] with TRILL OAM specifics.



2. Conventions used in this document The key words "MUST", "MUST NOT",
   "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT",
   "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be
   interpreted as described in RFC‑2119 [RFC2119]. In this document,
   these words will appear with that interpretation   only when in ALL
   CAPS. Lower case uses of these words are not to be    interpreted as
   carrying RFC‑2119 significance.




2.1. Terminology

CCM ‑ Continuity Check Message [8021Q]
ECMP ‑ Equal Cost Multipath
LBM ‑ Loopback Message [8021Q]
MP ‑ Maintenance Point [8021Q]
MEP ‑ Maintenance End Point [RFC7174] [8021Q] [RFC6371]

MIP ‑ Maintenance Intermediate Point [RFC7174] [8021Q] [RFC6371]
MA ‑ Maintenance Association [8021Q] [RFC7174]
MD ‑ Maintenance Domain [8021Q]
MTV ‑ Multi‑destination Tree Verification Message
OAM ‑ Operations, Administration, and Maintenance [RFC6291]
TRILL ‑ Transparent Interconnection of Lots of Links [RFC6325]






3. Architecture of OAM YANG Model and Relationship to TRILL OAM

                       +‑+‑+‑+‑+‑+
                       |   CO    |
                       |OAM YANG |
                       +‑+‑+‑+‑+‑+
                            |
                            O
                            |
    +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
    |                |               |                 |
+‑+‑+‑+‑+‑+     +‑+‑+‑+‑+‑+     +‑+‑+‑+‑+‑+       +‑+‑+‑+‑+‑+
| TRILL   |     | NVO3    |     | MPLS‑TP |  . . .|  foo    |
|OAM YANG |     |OAM YANG |     |OAM YANG |       |OAM YANG |
+‑+‑+‑+‑+‑+     +‑+‑+‑+‑+‑+     +‑+‑+‑+‑+‑+       +‑+‑+‑+‑+‑+
      |               |               |               |
    +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
    |             Uniform API                            |
    +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+




            Figure 1 Relationship of TRILL OAM YANG model to

                     Generic Connection Oriented OAM YANG model




4. TRILL extensions to Generic YANG Model

   The Technology parameter is defined in the [GENYANGOAM] as an
   identity. This allows easy extension of the YANG model by other
   technologies. Technology-specific extensions are applied only when
   the Technology parameter is set to the specific type. "trill" is
   defined as an identity that augments the base "technology-types".



identity trill {    base goam:technology‑types;    description
"trill type";  }




            Figure 2 Trill identity type.




4.1 MEP Address

In TRILL, the MEP address is the 2 octet RBridge Nickname. In
[GENYANGOAM] MEP address is defined as a combination choice and case
statement. We augment this to include TRILL RBridge nickname. augment
"/goam:domains/goam:domain/goam:MAs/goam:MA/goam:MEP/goam:mep‑
address" {    case mep‑address‑trill {      leaf mep‑address‑trill {
      when "/goam:domains/goam:domain/goam:technology='trill'";
 type tril‑rb‑nickname;      }    }  }



              Figure 3 Augment MEP address





4.2 Flow Entropy

In TRILL, flow‑entropy is defined as a 96 octet field. [GENYANGOAM]
defines a placeholder for flow‑entropy. This allows other
technologies to easily augment that to include technology‑specific
augmentations. Below figure depicts an example of augmenting flow‑
entropy to include TRILL flow‑entropy. augment
"/goam:domains/goam:domain/goam:MAs/goam:MA/goam:flow‑entropy" {
case flow‑entropy‑trill {      leaf flow‑entropy‑trill {        type
flow‑entropy‑trill;      }    }  }



               Figure 4 TRILL flow-entropy




4.3 Context-id

   In TRILL, context-id is either 12 bit VLAN identifier or 24 bit fine-
   grained label. [GENYANGOAM] defines a placeholder for context-id.
   This allows other technologies to easily augment that to include
   technology specific extensions. The snippet below depicts an example
   of augmenting context-id to include the TRILL context-id.



augment
"/goam:domains/goam:domain/goam:MAs/goam:MA/goam:MEP/goam:context‑id"
{    case context‑id‑vlan {      leaf context‑id‑vlan {        type
vlan;      }    }    case context‑id‑fgl {      leaf context‑id‑fgl {
       type fgl;      }    }  }



                Figure 5 TRILL context-id




4.5 RPC definition

   The rpc model facilitates issuing commands to a NETCONF server (in
   this case to the device that needs to execute the OAM command) and
   obtaining a response. Grouping statement command-ext-trill defines
   the input extensions for TRILL.



   Continuity-check (CCM)[RFC7455]], continuity-verification
   (LBM/LBR)[RFC7455], and traceroute (PTM/PTR)[RFC7455] are defined in
   Generic Lime Model[GENYANGOAM].



   Multicast Tree Verification (MTV) [RFC7455] rpc command, defined in
   TRILL YANG model, is TRILL specific and allows to verify connectivity
   as well as data-plane and control-plane integrity of TRILL multicast
   forwarding.




5. OAM data hierarchy

   The complete data hierarchy related to the OAM YANG model is
   presented below. The following notations are used within the data
   tree and carry the meaning as noted below. Each node is printed as:
   <status> <flags> <name> <opts> <type>



  <status> is one of:    +  for current    x  for deprecated    o
for obsolete

  <flags> is one of:    rw  for configuration data    ro  for non‑
configuration data    ‑x  for rpcs    ‑n  for notifications



     <name> is the name of the node



      If the node is augmented into the tree from another module, its
   name is printed as <prefix>:<name>.



<opts> is one of:    ?  for an optional leaf or choice    !  for a
presence container    *  for a leaf‑list or list    [<keys>] for a
list's keys



   <type> is the name of the type for leafs and leaf-lists




module: ietf‑trill‑oam
augment /goam:domains/goam:domain/goam:MAs/goam:MA/goam:MEP/goam:mep‑address:
   +‑‑:(mep‑address‑trill)
      +‑‑rw mep‑address‑trill?   tril‑rb‑nickname
augment /goam:domains/goam:domain/goam:MAs/goam:MA/goam:connectivity‑context:
   +‑‑:(connectivity‑context‑vlan)
   |  +‑‑rw connectivity‑context‑vlan?   vlan
   +‑‑:(connectivity‑context‑fgl)
      +‑‑rw connectivity‑context‑fgl?    fgl
augment /goam:domains/goam:domain/goam:MAs/goam:MA:
   +‑‑rw flow‑entropy‑trill?   flow‑entropy‑trill
augment /goam:domains/goam:domain/goam:MAs/goam:MA/goam:MEP:
   +‑‑rw flow‑entropy‑trill?   flow‑entropy‑trill
augment /goam:domains/goam:domain/goam:MAs/goam:MA/goam:MEP/goam:session:

   +‑‑rw flow‑entropy‑trill?   flow‑entropy‑trill
augment /goam:continuity‑check/goam:input:
   +‑‑‑‑ (out‑of‑band)?
   |  +‑‑:(ipv4‑address)
   |  |  +‑‑‑‑ ipv4‑address?      inet:ipv4‑address
   |  +‑‑:(ipv6‑address)
   |  |  +‑‑‑‑ ipv6‑address?      inet:ipv6‑address
   |  +‑‑:(trill‑nickname)
   |     +‑‑‑‑ trill‑nickname?    tril‑rb‑nickname
   +‑‑‑‑ diagnostic‑vlan?   boolean
augment /goam:continuity‑check/goam:input:
   +‑‑‑‑ flow‑entropy‑trill?   flow‑entropy‑trill
augment /goam:continuity‑check/goam:output:
   +‑‑‑‑ upstream‑rbridge?   tril‑rb‑nickname
   +‑‑‑‑ next‑hop‑rbridge*   tril‑rb‑nickname
augment /goam:continuity‑verification/goam:input:
   +‑‑‑‑ (out‑of‑band)?
   |  +‑‑:(ipv4‑address)
   |  |  +‑‑‑‑ ipv4‑address?      inet:ipv4‑address
   |  +‑‑:(ipv6‑address)
   |  |  +‑‑‑‑ ipv6‑address?      inet:ipv6‑address
   |  +‑‑:(trill‑nickname)
   |     +‑‑‑‑ trill‑nickname?    tril‑rb‑nickname
   +‑‑‑‑ diagnostic‑vlan?   boolean
augment /goam:continuity‑verification/goam:input:
   +‑‑‑‑ flow‑entropy‑trill?   flow‑entropy‑trill
augment /goam:continuity‑verification/goam:output:
   +‑‑:(monitor‑stats‑resp)
   |  +‑‑‑‑ tx‑packt‑count?     oam‑counter32
   |  +‑‑‑‑ rx‑packet‑count?    oam‑counter32
   |  +‑‑‑‑ min‑delay?          oam‑counter32
   |  +‑‑‑‑ average‑delay?      oam‑counter32
   |  +‑‑‑‑ max‑delay?          oam‑counter32
   +‑‑‑‑ upstream‑rbridge?   tril‑rb‑nickname
   +‑‑‑‑ next‑hop‑rbridge*   tril‑rb‑nickname
augment /goam:traceroute/goam:input:
   +‑‑‑‑ (out‑of‑band)?
   |  +‑‑:(ipv4‑address)
   |  |  +‑‑‑‑ ipv4‑address?      inet:ipv4‑address
   |  +‑‑:(ipv6‑address)
   |  |  +‑‑‑‑ ipv6‑address?      inet:ipv6‑address
   |  +‑‑:(trill‑nickname)
   |     +‑‑‑‑ trill‑nickname?    tril‑rb‑nickname
   +‑‑‑‑ diagnostic‑vlan?   boolean
augment /goam:traceroute/goam:input:
   +‑‑‑‑ flow‑entropy‑trill?   flow‑entropy‑trill
augment /goam:traceroute/goam:output/goam:response:
   +‑‑:(monitor‑stats‑ext)

   |  +‑‑‑‑ tx‑packt‑count?     oam‑counter32
   |  +‑‑‑‑ rx‑packet‑count?    oam‑counter32
   |  +‑‑‑‑ min‑delay?          oam‑counter32
   |  +‑‑‑‑ average‑delay?      oam‑counter32
   |  +‑‑‑‑ max‑delay?          oam‑counter32
   +‑‑‑‑ upstream‑rbridge?   tril‑rb‑nickname
   +‑‑‑‑ next‑hop‑rbridge*   tril‑rb‑nickname
rpcs:
   +‑‑‑x mtv
      +‑‑‑w input
      |  +‑‑‑w technology             identityref
      |  +‑‑‑w MD‑name‑string         MD‑name‑string
      |  +‑‑‑w MA‑name‑string?        MA‑name‑string
      |  +‑‑‑w (out‑of‑band)?
      |  |  +‑‑:(ipv4‑address)
      |  |  |  +‑‑‑w ipv4‑address?          inet:ipv4‑address
      |  |  +‑‑:(ipv6‑address)
      |  |  |  +‑‑‑w ipv6‑address?          inet:ipv6‑address
      |  |  +‑‑:(trill‑nickname)
      |  |     +‑‑‑w trill‑nickname?        tril‑rb‑nickname
      |  +‑‑‑w diagnostic‑vlan?       boolean
      |  +‑‑‑w (flow‑entropy)?
      |  |  +‑‑:(flow‑entropy‑null)
      |  |  |  +‑‑‑w flow‑entropy‑null?     empty
      |  |  +‑‑:(flow‑entropy‑trill)
      |  |     +‑‑‑w flow‑entropy‑trill?    flow‑entropy‑trill
      |  +‑‑‑w max‑hop‑count?         uint8
      |  +‑‑‑w type?                  identityref
      |  +‑‑‑w scope*                 tril‑rb‑nickname
      |  +‑‑‑w ecmp‑choice?           enumeration
      |  +‑‑‑w outgoing‑interfaces* [interface]
      |  |  +‑‑‑w interface    if:interface‑ref
      |  +‑‑‑w source‑mep
      |  |  +‑‑‑w (mep‑address)?
      |  |  |  +‑‑:(mac‑address)
      |  |  |  |  +‑‑‑w mac‑address?    yang:mac‑address
      |  |  |  +‑‑:(ipv4‑address)
      |  |  |  |  +‑‑‑w ipv4‑address?   inet:ipv4‑address
      |  |  |  +‑‑:(ipv6‑address)
      |  |  |     +‑‑‑w ipv6‑address?   inet:ipv6‑address
      |  |  +‑‑‑w mep‑id?         tril‑rb‑nickname
      |  +‑‑‑w destination‑mep
      |     +‑‑‑w (mep‑address)?
      |     |  +‑‑:(mac‑address)
      |     |  |  +‑‑‑w mac‑address?    yang:mac‑address
      |     |  +‑‑:(ipv4‑address)
      |     |  |  +‑‑‑w ipv4‑address?   inet:ipv4‑address
      |     |  +‑‑:(ipv6‑address)

      |     |     +‑‑‑w ipv6‑address?   inet:ipv6‑address
      |     +‑‑‑w mep‑id?         tril‑rb‑nickname
      +‑‑ro output
         +‑‑ro response* [mep‑address mep‑id]
            +‑‑ro hop‑count?                  uint8
            +‑‑ro mep‑id                      tril‑rb‑nickname
            +‑‑ro mep‑address                 tril‑rb‑nickname
            +‑‑ro next‑hop‑rbridge*           tril‑rb‑nickname
            +‑‑ro upstream‑rbridge?           tril‑rb‑nickname
            +‑‑ro multicast‑receiver‑count?   uint32
            +‑‑ro tx‑packt‑count?             oam‑counter32
            +‑‑ro rx‑packet‑count?            oam‑counter32
            +‑‑ro min‑delay?                  oam‑counter32
            +‑‑ro average‑delay?              oam‑counter32
            +‑‑ro max‑delay?                  oam‑counter32






6. OAM YANG module

<CODE BEGINS> file "ietf‑trill‑oam.yang"
module ietf‑trill‑oam {
     namespace "urn:ietf:params:xml:ns:yang:ietf‑trill‑oam";
     prefix trilloam;

     import ietf‑conn‑oam {
       prefix goam;
     }
     import ietf‑inet‑types {
       prefix inet;
     }
     import ietf‑interfaces {
       prefix if;
     }
     import ietf‑yang‑types {
       prefix yang;
     }
     organization "IETF TRILL Working Group";
     contact
       "
        WG List: mailto:trill@ietf.org
        Editor: Deepak Kumar dekumar@cisco.com";
     description
       "This YANG module defines the configuration for TRILL,
        OAM Fault Management statistics and rpc";



        revision 2016-07-17 {



   description
     "Initial revision.";
   reference "draft‑ietf‑trill‑yang‑oam";
 }

identity trill {
   base goam:technology‑types;
   description
     "trill type";
 }

 typedef oam‑counter32 {
   type yang:zero‑based‑counter32;
   description
     "defines 32 bit counter for OAM";
 }

 typedef tril‑rb‑nickname {
   type uint16;
   description
    "Trill Rbridge Nickname";
 }

 typedef flow‑entropy‑trill {
   type binary {
     length "1..96";
   }
   description
     "Flow entropy as defined in RFC7455";
 }

 typedef vlan {
   type uint16 {
     range "0..4095";
   }
   description
     "Vlan Identifier.";
 }

 typedef fgl {
   type uint32;
   description
     "Fine Grain Label";
 }

 identity trill‑mtv {
   base goam:command‑sub‑type;
   description



            "identfies this command as multicast tree verification comand";
        }



  identity trill‑ping {
    base goam:command‑sub‑type;
    description
      "identifies the command as TRILL Loopback Request";
  }

  identity trill‑trace‑route {
    base goam:command‑sub‑type;
    description
      "identifies the command as TRILL Pathtrace Request.";
  }

  grouping command‑ext‑trill {
    description
      "group the rpc command extensions for trill";
    choice out‑of‑band {
      case ipv4‑address {
        leaf ipv4‑address {
          type inet:ipv4‑address;
          description
            "ip version 4 address of the device where out of
             band reply should be sent.";
        }
      }
      case ipv6‑address {
        leaf ipv6‑address {
          type inet:ipv6‑address;
          description
            "ip version 6 address of the device where out of
             band reply should be sent.";
        }
      }
      case trill‑nickname {
        leaf trill‑nickname {
          type tril‑rb‑nickname;
          description
            "TRILL Rbridge Nickname of the device where out of
             band reply should be sent.";
        }
      }
      description
        "presence of this node indicate out of band request needed";
    }
    leaf diagnostic‑vlan {
      type boolean;

      description
        "indicates whether to include diagnostic VLAN/fgl TLV or not
         in the request.  actual value is the VLAN/FGL specified
         in the command";
    }
  }
  grouping monitor‑stats‑trill {
    leaf tx‑packt‑count {
      type oam‑counter32;
      description
        "Transmitted Packet count";
    }
    leaf rx‑packet‑count {
      type oam‑counter32;
      description
        "Received packet count, zero for one way message (CCM).";
    }
    leaf min‑delay {
      type oam‑counter32;
      units milliseconds;
      description
        "Delay is specified in milliseconds, zero for one
         way message (CCM).";
    }
    leaf average‑delay {
      type oam‑counter32;
      units millisecond;
      description
        "average delay in milliseconds, zero for one way
         message (CCM).";
    }

    leaf max‑delay {
      type oam‑counter32;
      units millisecond;
      description
        "Maximum delay in milliseconds, zero for one way
         message (CCM).";
    }
    description
      "Monitor Statistics";
}

augment "/goam:domains/goam:domain/goam:MAs/goam:MA/goam:MEP/goam:mep‑address" {
    case mep‑address‑trill {
      leaf mep‑address‑trill {
        when "/goam:domains/goam:domain/goam:technology='trill'" {
          description

           "Technology TRILL";
        }
        type tril‑rb‑nickname;
        description
         "MEP Address TRILL Rbridge Nickname.";
      }
    }
    description
      "Extend Generic OAM Maintenance Point Address.";
  }

  augment "/goam:domains/goam:domain/goam:MAs/goam:MA/goam:connectivity‑context" {
    case connectivity‑context‑vlan {
      leaf connectivity‑context‑vlan {
        type vlan;
        description
          "Connectivity context Vlan Identifier.";
      }
    }
    case connectivity‑context‑fgl {
      leaf connectivity‑context‑fgl {
        type fgl;
        description
         "connectivity context Fine Grain Label.";
      }
    }
    description
      "Extends connectivity context.";
  }

  augment "/goam:domains/goam:domain/goam:MAs/goam:MA" {
    leaf flow‑entropy‑trill {
      type flow‑entropy‑trill;
      description
        "connectivity context flow entropy.";
    }
    description
      "Extends Flow Entropy.";
  }

  augment
"/goam:domains/goam:domain/goam:MAs/goam:MA/goam:MEP" {
    leaf flow‑entropy‑trill {
      type flow‑entropy‑trill;
      description
        "Flow Entropy TRILL";
    }
    description

      "Extends Flow Entropy defined under Generic OAM MEP.";
  }

  augment
"/goam:domains/goam:domain/goam:MAs/goam:MA/goam:MEP/goam:session" {
    leaf flow‑entropy‑trill {
      type flow‑entropy‑trill;
      description
        "Flow Entropy TRILL";
    }
    description
      "Extends Flow Entropy defined under Generic OAM Session.";
  }
  augment "/goam:continuity‑check/goam:input" {
    uses command‑ext‑trill;
    description
      "Extends continuity check input.";
  }
  augment "/goam:continuity‑check/goam:input" {
    leaf flow‑entropy‑trill {
      type flow‑entropy‑trill;
      description
        "Flow Entropy TRILL";
    }
    description
      "Extends continuity check input Flow entropy.";
  }
  augment "/goam:continuity‑check/goam:output" {
    description
      "adds trill specific items on the response";
    leaf upstream‑rbridge {
      type tril‑rb‑nickname;
      description
        "Trill Rbridge nickname.";
    }
    leaf‑list next‑hop‑rbridge {
      type tril‑rb‑nickname;
      description
        "nickname of the next hop RBRdige";
    }
  }
 augment "/goam:continuity‑verification/goam:input" {
    uses command‑ext‑trill;
    description
      "Extends continuity check input.";
  }



        augment "/goam:continuity-verification/goam:input" {



       leaf flow‑entropy‑trill {
         type flow‑entropy‑trill;
         description
           "Flow Entropy TRILL";
       }
       description
         "Extends continuity check input Flow entropy.";
     }

     augment "/goam:continuity‑verification/goam:output" {
       description
         "adds trill specific items on the response";
       case monitor‑stats‑resp {
         uses monitor‑stats‑trill;
       }
       leaf upstream‑rbridge {
         type tril‑rb‑nickname;
         description
           "Trill Rbridge nickname.";
       }
       leaf‑list next‑hop‑rbridge {
         type tril‑rb‑nickname;
         description
           "nickname of the next hop RBRdige";
       }
     }
 augment "/goam:traceroute/goam:input" {
       uses command‑ext‑trill;
       description
          "Extends path disovery Input.";
     }

     augment "/goam:traceroute/goam:input" {
       leaf flow‑entropy‑trill {
         type flow‑entropy‑trill;
         description
           "Flow entropy TRILL.";
       }
       description
         "Extends path discovery input flow entropy.";
     }

     augment "/goam:traceroute/goam:output/goam:response" {
       description
         "adds trill specific items on the response";
       case monitor‑stats‑ext {
         uses monitor‑stats‑trill;
       }

       leaf upstream‑rbridge {
         type tril‑rb‑nickname;
         description
           "Upstream Rbridge nickname.";
       }
       leaf‑list next‑hop‑rbridge {
         type tril‑rb‑nickname;
         description
           "nickname of the next hop RBRdige";
       }
     }

     rpc mtv {
       description
         "Generates Trace‑route and return response. Starts with TTL
          of one and increment by one at each hop. Untill destination
          reached or TTL reach max valune";
       input {
         uses goam:maintenance‑domain‑id {
           description
             "Specifies the MA‑domain";
         }
         uses goam:ma‑identifier {
           description
             "identfies the Maintenance association";
         }
         uses command‑ext‑trill {
           description
             "defines extensions needed for trill.
              We are using this structure so mtv command is in line
              with ping and trace‑route";
         }

         choice flow‑entropy {
           case flow‑entropy‑null {
             leaf flow‑entropy‑null {
               type empty;
               description
                 "Empty flow entropy";
             }
           }
           case flow‑entropy‑trill {
             leaf flow‑entropy‑trill {
               type flow‑entropy‑trill;
               description
                 "Flow Entroy TRILL";
             }
           }

           description
             "Flow Entropy choices.";
         }

         leaf max‑hop‑count {
           type uint8;
           default "255";
           description
             "Defines maximum value of hop count";
         }

         leaf type {
           type identityref {
             base goam:command‑sub‑type;
           }
           description
             "defines different command types";
         }

         leaf‑list scope {
           type tril‑rb‑nickname;
           description
             "This list contain rbridges that needed to respond
              Empty list indicate all Rbridges needed to respond";
           reference "RFC7455";
         }

         leaf ecmp‑choice {
           type enumeration {
             enum "ecmp‑use‑platform‑hash" {
               value 0;
               description
                 "Use Platform hashing to send packet on
                  specified interface.";
             }
             enum "ecmp‑use‑round‑robin" {
               value 1;
               description
                 "Use round robin hashing.";
             }
           }
           description
             "Ecmp Choice enumeration.";
         }

         list outgoing‑interfaces {
           key "interface";
           leaf interface {

             type if:interface‑ref;
             description
               "Interface";
           }
           description
             "List of Outgoing Interface.";
         }
         container source‑mep {
           uses goam:mep‑address;
           description
             "Source MEP Container.";
           leaf mep‑id {
             type tril‑rb‑nickname;
             description
               "Trill Rbridge Nickname";
           }
         }
         container destination‑mep {
           uses goam:mep‑address;
           leaf mep‑id {
             type tril‑rb‑nickname;
             description
               "MEP Identifier.";
           }
           description
            "Destination MEP Identifier.";
         }
       }
       output {
         list response {
           key "mep‑address mep‑id";
           leaf hop‑count {
             type uint8;
             description
               "unsigned integer 1‑255";
           }
           leaf mep‑id {
             type tril‑rb‑nickname;
             description
               "Maintenance Endpoint Identifier.";
           }
           leaf mep‑address {
             type tril‑rb‑nickname;
             description
               "Maintenance Endpoint Address.";
           }
           leaf‑list next‑hop‑rbridge {
             type tril‑rb‑nickname;

             description
               "list of downstream rbridges. There is no perticular
   order";
           }
           leaf upstream‑rbridge {
             type tril‑rb‑nickname;
             description
               "Upstream Rbridge Nickname.";
           }
           leaf multicast‑receiver‑count {
             type uint32;
             description
               "number of ports that are interested in this multicast
   stream";
           }
           uses monitor‑stats‑trill;
           description
             "Output list.";
         }
       }
     }
}



   <CODE ENDS>



7. Base Mode for TRILL OAM The Base Mode defines default configuration
   that MUST be present in the devices that comply with this document.
   Base Mode allows users to have a zero-touch experience. Details of
   TRILL Base Mode for OAM are defined in RFC7455 Appendix B.




8. Security Considerations

   There are no security considerations relevant to this document.




9. IANA Considerations

   This document registers the following namespace URI in the IETF XML
   registry. URI:urn:ietf:params:xml:ns:yang:ietf-trill-oam
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Abstract

   Current IEEE 802.1 LANs use spanning tree protocols that have a
   number of challenges.  These protocols need to strictly avoid loops,
   even temporary ones, during route propagation, because of the lack of
   header loop detection support.  Routing tends not to take full
   advantage of alternate paths, or even non-overlapping pairwise paths
   (in the case of spanning trees).  This document addresses these
   concerns and suggests applying modern network-layer routing protocols
   at the link layer.  This document assumes that solutions would not
   address issues of scalability beyond that of existing IEEE 802.1
   bridged links, but that a solution would be backward compatible with
   802.1, including hubs, bridges, and their existing plug-and-play
   capabilities.
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1. Introduction

   Conventional Ethernet networks -- known in the Internet as Ethernet
   link subnets -- have a number of attractive features, allowing hosts
   and routers to relocate within the subnet without requiring
   renumbering, and supporting automatic configuration.  The basis of
   the simplicity of these subnets is the spanning tree, which although
   simple and elegant, can have substantial limitations.  With spanning
   trees, the bandwidth across the subnet is limited because traffic
   flows over a subset of links forming a single tree -- or, with the
   latest version of the protocol and significant additional
   configuration, over a small number of superimposed trees.  The oldest
   version of the spanning tree protocol can converge slowly when there
   are frequent topology changes.



   The alternative to an Ethernet link subnet is often a network subnet.
   Network subnets can use link-state routing protocols that allow
   traffic to traverse least-cost paths rather than being aggregated on
   a spanning tree backbone, providing higher aggregate capacity and
   more resistance to link failures.  Unfortunately, IP -- the dominant
   network layer technology -- requires that hosts be renumbered when
   relocated in different network subnets, interrupting network (e.g.,
   tunnels, IPsec) and transport (e.g., TCP, UDP) associations that are
   in progress during the transition.



   It is thus useful to consider a new approach that combines the
   features of these two existing solutions, hopefully retaining the
   desirable properties of each.  Such an approach would develop a new
   kind of bridge system that was capable of using network-style
   routing, while still providing Ethernet service.  It allows reuse of
   well-understood network routing protocols to benefit the link layer.



   This document describes the challenge of such a combined approach.
   This problem is known as "Transparent Interconnection of Lots of
   Links" or "TRILL".  The remainder of this document makes minimal
   assumptions about a solution to TRILL.




2. The TRILL Problem

   Ethernet subnets have evolved from 'thicknet' to 'thinnet' to twisted
   pair with hubs to twisted pair with switches, becoming increasingly
   simple to wire and manage.  Each level has corresponding topology
   restrictions; thicknet is inherently linear, whereas thinnet and hub-
   connected twisted pair have to be wired as a tree.  Switches, added
   in IEEE 802.1D, allow network managers to avoid thinking in trees,
   where the spanning tree protocol finds a valid tree automatically;
   unfortunately, this additional simplicity comes with a number of
   associated penalties [Pe99].



   The spanning tree often results in inefficient use of the link
   topology; traffic is concentrated on the spanning tree path, and all
   traffic follows that path even when other more direct paths are
   available.  The addition in IEEE 802.1Q of support for multiple
   spanning trees helps a little, but the use of multiple spanning trees
   requires additional configuration, the number of trees is limited,
   and these defects apply within each tree regardless.  The spanning
   tree protocol reacts to certain small topology changes with large
   effects on the reconfiguration of links in use.  Each of these
   aspects of the spanning tree protocol can cause problems for current
   link-layer deployments.




2.1. Inefficient Paths

   The Spanning Tree Protocol (STP) helps break cycles in a set of
   interconnected bridges, but it also can limit the bandwidth among
   that set and cause traffic to take circuitous paths.  For example, in
   a set of N nodes that are interconnected pairwise along a ring, a
   spanning tree will disable one physical link so that connectivity is
   loop free.  This will cause traffic between the pair of nodes
   connected by that disabled link to have to go N-1 physical hops
   around the entire remainder of the ring rather than take the most
   efficient single-hop path.  Using modern routing protocols with such
   a topology, no traffic should have to go more than N/2 hops.



   For another example, consider the network shown in Figure 1, which
   shows a number of bridges and their interconnecting links.  End-hosts
   and routers are not shown; they would connect to the bridges that are
   shown, labeled A-H.  Note that the network shown has cycles that
   would cause packet storms if hubs (repeaters) were used instead of
   spanning-tree-capable bridges.  One possible spanning tree is shown
   by double lines.



    [A]
   // \    [C]
  //   \   / \\  [D]
 //     \ /   \\ //
[B]=====[H]=====[E]
  \     //      ||
   \   //       ||
    \ //        ||
     [G]‑‑‑‑‑‑‑‑[F]



           Figure 1: Bridged subnet with spanning tree shown



   The spanning tree limits the capacity of the resulting subnet.
   Assume that the links are 100 Mbps.  Figure 2 shows how traffic from
   hosts on A to hosts on C goes via the spanning tree path A-B-H-E-C
   (links replaced with '1' in the figure); traffic from hosts on G to F
   go via the spanning three path G-H-E-F (links replaced by '2' in the
   figure).  The link H-E is shared by both paths (alternating '1's and
   '2's), resulting in an aggregate capacity for both A..C and G..F
   paths of a total of 100 Mbps.



    [A]
    1           [C]
   1              1
  1                1
[B]1111111[H]121212[E]
       2       2
      2        2
     2         2
    [G]       [F]



         Figure 2: Traffic from A..C (1) and G..F (2) share a link



   If traffic from G to F were to go directly using full routing, e.g.,
   from G-F, both paths could have 100 Mbps each, and the total
   aggregate capacity could be 200 Mbps (Figure 3).  In this case, the
   H-F link carries only A-C traffic ('1's) and the G-F traffic ('2's)
   is more direct.



    [A]
    1           [C]
   1              1
  1                1
[B]1111111[H]111111[E]





                                  [G]2222222[F]



       Figure 3: Traffic from A..C (1) and G..F (2) with full routing



   There are a number of features of modern layer 3 routing protocols
   which would be beneficial if available at layer 2, but which cannot
   practically be integrated into the spanning tree system such as
   multipath routing discussed in Section 2.2 below.  Layer 3 routing
   typically optimizes paths between pairs of endpoints based on a cost
   metric, conventionally based on bandwidth, hop count, latency, and/or
   policy measures.




2.2. Multipath Forwarding

   The discussion above assumes that all traffic flowing from one point
   to another follows a single path.  Using spanning trees reduces
   aggregate bandwidth by forcing all such paths onto one tree, while
   modern routing causes such paths to be selected based on a cost
   metric.  However, extensions to modern routing protocols enable even
   greater aggregate bandwidth by permitting traffic flowing from one
   endpoint to another to be sent over multiple, typically equal-cost,
   paths.  (Traffic sent over different paths will generally encounter
   different delays and may be reordered with respect to traffic on
   another path.  Thus, traffic must be divided into flows, such that
   reordering of traffic between flows is not significant, and those
   flows are allocated to paths.)



   Multipathing typically spreads the traffic more evenly over the
   available physical links.  The addition of multipathing to a routed
   network would typically result in only a small improvement in
   capacity for a network with roughly equal traffic between all pairs
   of nodes, because in that situation traffic is already fairly well
   dispersed.  Conversely, multipathing can produce a dramatic
   improvement in a routed network where the traffic between a small
   number of pairs of nodes dominates, because such traffic can -- under
   the right circumstances -- be spread over multiple paths that might
   otherwise be lightly loaded.




2.3. Convergence and Safety

   The spanning tree is dependent on the way a set of bridges are
   interconnected, i.e., the link-layer topology.  Small changes in this
   topology can cause large changes in the spanning tree.  Changes in
   the spanning tree can take time to propagate and converge, especially
   for older versions of STP.



   One possible case occurs when one of the branches connected to the
   root bridge fails, causing a large number of ports to block and
   unblock before the network reconverges [Me04].  Consider a ring with
   a stub as shown in Figure 4.



[R]‑‑‑‑[A]‑‑‑‑[B]‑‑‑‑[C]‑‑‑‑[D]‑‑‑‑[E]
        |                           |
        +‑‑‑‑‑‑‑‑[F]‑‑‑‑‑[G]‑‑‑‑‑‑‑‑+



         Figure 4: Ring with poor convergence under reconfiguration



   If A is the root bridge, then the paths A->B->C->D and A->F->G->E are
   the two open paths, while the D->E link is blocked.  If the A->B link
   fails, then E must unblock its port to D for traffic to flow again,
   but it may require recomputation of the entire tree through BPDUs
   (Bridge PDUs).  Even worse, if R is root and R or the A-R connection
   fails, BPDU updates related to the old and new root can lead to a
   brief count-to-infinity event, and, if RSTP (Rapid Spanning Tree
   Protocol) is in use, can delay convergence for a few seconds.  The
   original IEEE 802.1 spanning tree protocol can impose 30-second
   delays in re-establishing data connectivity after a topology change
   in order to be sure a new topology has stabilized and been fully
   propagated.



   The spanning tree protocol is inherently global to an entire layer 2
   subnet; there is no current way to contain, partition, or otherwise
   factor the protocol into a number of smaller, more stable subsets
   that interact as groups.  Contrast this with Internet routing, which
   includes both intradomain and interdomain variants, split to provide
   exactly that containment and scalability within a domain while
   allowing domains to interact freely independent of what happens
   within a domain.




2.4. Stability of IP Multicast Optimization

   Although it is a layer violation, it is common for high-end bridges
   to snoop on IP multicast control messages for the purpose of
   optimizing the distribution of IP multicast data and of those control
   messages [RFC4541].



   When such snooping and optimization is performed by spanning-tree-
   based bridges, it done at each bridge based on the traffic observed
   on that bridge's ports.  Changes in topology may reverse or otherwise
   change the required forwarding ports of messages for a multicast
   group.  Bridges must relearn the correct multicast forwarding from
   the receipt of multicast control messages on new ports.  Such control
   messages are sent to establish multicast distribution state and then
   to refresh it, sometimes at intervals of seconds.  If a bridging
   topology change has occurred during such intervals, multicast data
   may be misdirected and lost.



   However, a solution based on link-state routing, for example, can
   form and maintain a global view of the multicast group membership and
   multicast router situation in a similar fashion to that in which it
   maintains a global view of the status of links.  Thus, such a
   solution can adjust the forwarding of multicast data and control
   traffic immediately as it sees the LAN topology change.




2.5. IEEE 802.1 Bridging Protocols

   There have been a variety of IEEE protocols beyond the initial
   shared-media Ethernet variant, including:



   o  802.1D - added bridges (i.e., switches) and a spanning tree
      protocol (STP) (incorporates 802.1w, below) [IEEE04].



   o  802.1w - extension for rapid reconvergence of the spanning tree
      protocol (RTSP) [IEEE04].



   o  802.1Q - added VLAN and priority support, where each link address
      maps to one VLAN (incorporates 802.1v and 802.1s, below) [IEEE06].



   o  802.1v - added VLANs where segments map to VLANs based on link
      address together with network protocol and transport port
      [IEEE06].



   o  802.1s - added support for multiple spanning trees, up to a
      maximum of 65, one per non-overlapping group of VLANs (Multiple
      STP) [IEEE06].



   This document presumes the above variants are supported on the
   Ethernet subnet, i.e., that a TRILL solution would not interfere with
   (i.e., would not affect) any of the above.



   In addition, the following more recent extensions have been
   standardized to specify provider/carrier Ethernet services that can
   be effectively transparent to the previously specified customer
   Ethernet services.  The TRILL problem as described in this document
   is limited to customer Ethernet services; however, there is no reason
   that a TRILL solution might not be easily applicable to both customer
   and provider Ethernet.



   o  802.1ad (Provider Bridges) - added support for a second level of
      VLAN tag, called a "service tag", and renamed the original 802.1Q
      tag a "customer tag".  Also known as Q-in-Q because of the
      stacking of 802.1Q VLAN tags.



   o  802.1ah (Provider Backbone Bridges) - added support for stacking
      of MAC addresses by providing a tag to contain the original source
      and destination MAC addresses.  Also know as MAC-in-MAC.



   It is useful to note that no extension listed above in this section
   addresses the issue of independent, localized routing in a single LAN
   -- which is the focus of TRILL.



   The TRILL problem and a sketch of a possible solution [Pe04] were
   presented to both the IETF (via a BoF) and IEEE 802 (via an IEEE 802
   Plenary Meeting Tutorial).  The IEEE, in response, approved a project
   called Shortest Path Bridging (IEEE Project P802.1aq), taking a
   different approach than that presented in [Pe04].  The current Draft
   of P802.1aq appears to describe two different techniques.  One, which
   does not use encapsulation, is, according to the IEEE Draft, limited
   in applicability to small networks of no more than 100 shortest path
   bridges.  The other, which uses 802.1ah, is, according to the IEEE
   Draft, limited in applicability to networks of no more than 1,000
   shortest path bridges.




2.6. Problems Not Addressed

   There are other challenges to deploying Ethernet subnets that are not
   addressed in this document other than, in some cases, to mention
   relevant IEEE 802.1 documents, although it is possible for a solution
   to address one or more of these in addition to the TRILL problem.
   These include:



   o  increased Ethernet link subnet scale



   o  increased node relocation



   o  security of the Ethernet link subnet management protocol



   o  flooding attacks on a Ethernet link subnet



   o  support for "provider" services such as Provider Bridges
      (802.1ad), Provider Backbone Bridges (802.1ah), or Provider
      Backbone Bridge Traffic Engineering (802.1Qay)



   Solutions to TRILL need not support deployment of larger scales of
   Ethernet link subnets than current broadcast domains can support
   (e.g., around 1,000 end-hosts in a single bridged LAN of 100 bridges,
   or 100,000 end-hosts inside 1,000 VLANs served by 10,000 bridges).



   Similarly, solutions to TRILL need not address link-layer node
   migration, which can complicate the caches in learning bridges.
   Similar challenges exist in the Address Resolution Protocol (ARP),
   where link-layer forwarding is not updated appropriately when nodes
   move to ports on other bridges.  Again, the compartmentalization
   available in network routing, like that of network-layer Autonomous
   Systems (ASes), can help hide the effect of migration.  That is a
   side effect, however, and not a primary focus of this work.



   Current link-layer control-plane protocols, including Ethernet link
   subnet management (spanning tree) and link/network integration (ARP),
   are vulnerable to a variety of attacks.  Solutions to TRILL need not
   address these insecurities.  Similar attacks exist in the data plane,
   e.g., source address spoofing, single address traffic attacks,
   traffic snooping, and broadcast flooding.  TRILL solutions need not
   address any of these issues, although it is critical that they do not
   introduce new vulnerabilities in the process (see Section 5).




3. Desired Properties of Solutions to TRILL

   This section describes some of the desirable or required properties
   of any system that would solve the TRILL problems, independent of the
   details of such a solution.  Most of these are based on retaining
   useful properties of bridges, or maintaining those properties while
   solving the problems listed in Section 2.




3.1. No Change to Link Capabilities

   There must be no change to the service that Ethernet subnets already
   provide as a result of deploying a TRILL solution.  Ethernet supports
   unicast, broadcast, and multicast natively.  Although network
   protocols, notably IP, can tolerate link layers that do not provide
   all three, it would be useful to retain the support already in place
   [RFC3819].  So called "zero configuration protocols" (also known as
   "zeroconf", e.g., as used to configure link-local addresses
   [RFC3927]), as well as existing bridge autoconfiguration, are also
   dependent on broadcast.



   Current Ethernet ensures in-order delivery for frames of the same
   priority and no duplicated frames, under normal operation (excepting
   transients during reconfiguration).  These criteria apply in varying
   degrees to the different types of Ethernet, e.g., basic Ethernet up
   through basic VLAN (802.1Q) ensures that all frames with the same
   priority between two link addresses have both properties, but
   protocol/port VLAN (802.1v) ensures this only for packets with the
   same protocol and port.  There are subtle implications to such a
   requirement.  Bridge autolearning already is susceptible to moving
   nodes between ports, because previously learned associations between
   the port and link address change.  A TRILL solution could be
   similarly susceptible to such changes.




3.2. Zero Configuration and Zero Assumption

   Both bridges and hubs are zero configuration devices; hubs having no
   configuration at all, and bridges being automatically self-
   configured.  Bridges are further zero-assumption devices, unlike
   hubs.  Bridges can be interconnected in arbitrary topologies, without
   regard for cycles or even self-attachment.  Spanning tree protocols
   (STPs) remove the impact of cycles automatically, and port
   autolearning reduces unnecessary broadcast of unicast traffic.



   A TRILL solution should strive to have a similar zero-configuration,
   zero-assumption operation.  This includes having TRILL solution
   components automatically discover other TRILL solution components and
   organize themselves, as well as to configure that organization for
   proper operation (plug-and-play).  It also includes zero-
   configuration backward compatibility with existing bridges and hubs,
   which may include interacting with some of the bridge protocols, such
   as spanning tree.



   VLANs add a caveat to zero configuration; a TRILL solution should
   support automatic use of a default VLAN (like non-VLAN bridges), but
   would undoubtedly require explicit configuration for VLANs where
   bridges require such configuration.



   Autoconfiguration extends to optional services, such as multicast
   support via Internet Group Management Protocol (IGMP) snooping,
   broadcast support via serial copy, and support of multiple VLANs.




3.3. Forwarding Loop Mitigation

   Using spanning trees avoids forwarding loops by construction,
   although transient loops can occur, e.g., via the temporarily
   undetected appearance of new link connectivity or the loss of a
   sufficient number of spanning-tree control frames.  Solutions to
   TRILL are intended to use adapted network-layer routing protocols
   that may introduce transient loops during routing convergence.  A
   TRILL solution thus needs to provide support for mitigating the
   effect of such routing loops.



   In the Internet, loop mitigation is provided by decrementing hop
   counts (Time To Live (TTL)); in other networks, packets include a
   trace (sometimes referred to as 'serialized' or 'unioned') of visited
   nodes [RFC1812].  In addition, there may be localized consistency
   checks, such as whether traffic is received on an unexpected
   interface, which indicates that routing is in flux and that such
   traffic should probably be discarded for safety.  These types of
   mechanisms limit the impact of loops or detect them explicitly.
   Mechanisms with similar effect should be included in TRILL solutions.




3.4. Spanning Tree Management

   In order to address convergence under reconfiguration and robustness
   to link interruption (Section 2.2), participation in the spanning
   tree (STP) must be carefully managed.  The goal is to provide the
   desired stability of the TRILL solution and of the entire Ethernet
   link subnet, which may include bridges using STP.  This may involve a
   TRILL solution participating in the STP, where the protocol used for
   TRILL might dampen interactions with STP, or it may involve severing
   the STP into separate STPs on 'stub' external Ethernet link subnet
   segments.



   A requirement is that a TRILL solution must not require modifications
   or exceptions to the existing spanning tree protocols (e.g., STP,
   RSTP (Rapid Spanning Tree Protocol), MSTP (Multiple Spanning Tree
   Protocol)).




3.5. Multiple Attachments

   In STP, a single node with multiple attachments to a single spanning
   tree segment will always get and send traffic over only one of the
   those attachment points.  TRILL must manage all traffic, including
   multicast and broadcast traffic, so as not to create traffic loops
   involving Ethernet segments with multiple TRILL attachment points.
   This includes multiple attachments to a single TRILL node and
   attachments to multiple TRILL nodes.  Support for multiple
   attachments can improve support for forms of mobility that induce
   topology changes, such as "make before break", although this is not a
   major goal of TRILL.




3.6. VLAN Issues

   A TRILL solution should support multiple customer VLANs (802.1Q,
   which includes 802.1v and 802.1s).  This may involve ignorance, just
   as many bridge devices do not participate in the VLAN protocols.  A
   TRILL solution may alternately furnish direct VLAN support, e.g., by
   providing configurable support for VLAN-ignorant end stations
   equivalent to that provided by 802.1Q non-provider bridges.
   Provider VLANs (802.1ad) are outside of the scope of this document.
   A TRILL solution might or might not be easily adaptable to handling
   provider VLANs.




3.7. Operational Equivalence

   As with any extension to an existing architecture, it would be useful
   -- though not strictly necessary -- to be able to describe or
   consider a TRILL solution as equivalent to an existing link layer
   component.  Such equivalence provides a validation model for the
   architecture and a way for users to predict the effect of the use of
   a TRILL solution on a deployed Ethernet.  In this case, 'user' refers
   to users of the Ethernet protocol, whether at the host (data
   segments), bridge (ST control segments), or VLAN (VLAN control).



   This provides a sanity check, i.e., "we got it right if we can
   exchange a TRILL solution component or components with an X" (where
   "X" might be a single bridge, a hub, or some other link layer
   abstraction).  It does not matter whether "X" can be implemented on
   the same scale as the corresponding TRILL solution.  It also does not
   matter if it can -- there may be utility to deploying the TRILL
   solution components incrementally, in ways that a single "X" could
   not be installed.



   For example, if a TRILL solution's components were equivalent to a
   single IEEE 802.1D bridge, it would mean that they would -- as a
   whole - participate in the STP.  This need not require that TRILL
   solution components would propagate STP, any more than a bridge need
   do so in its on-board control.  It would mean that the solution would
   interact with BPDUs at the edge, where the solution would -- again,
   as a whole - participate as if a single node in the spanning tree.
   Note that this equivalence is not required; a solution may act as if
   an IEEE 802.1 hub, or may not have a corresponding equivalent link
   layer component at all.




3.8. Optimizations

   There are a number of optimizations that may be applied to TRILL
   solutions.  These must be applied in a way that does not affect
   functionality as a tradeoff for increased performance.  Such
   optimizations may address broadcast and multicast frame distribution,
   VLAN support, and snooping of ARP and IPv6 neighbor discovery.



   In addition, there may be optimizations which make the implementation
   of a TRILL solution easier than roughly equivalent existing bridge
   devices.  For example, in many bridged LANs, there are topologies
   such that central ("core") bridges which have both a greater volume
   of traffic flowing through them as well as traffic to and from a
   larger variety of end station than do non-core bridges.  Thus means
   that such core bridges need to learn a large number of end station
   addresses and need to do lookups based on such addresses very
   rapidly.  This might require large high speed content addressable
   memory making implementation of such core bridges difficult.
   Although a TRILL solution need not provide such optimizations, it may
   reduce the need for such large, high speed content addressable
   memories or provide other similar optimizations.




3.9. Internet Architecture Issues

   TRILL solutions are intended to have no impact on the Internet
   network layer architecture.  In particular, the Internet and higher
   layer headers should remain intact when traversing a deployed TRILL
   solution, just as they do when traversing any other link subnet
   technologies.  This means that the IP TTL field cannot be co-opted
   for forwarding loop mitigation, as it would interfere with the
   Internet layer assuming that the link subnet was reachable with no
   changes in TTL.  (Internet TTLs are changed only at routers, as per
   RFC 1812, and even if IP TTL were considered, TRILL is expected to
   support non-IP payloads, and so requires a separate solution anyway
   [RFC1812]).



   TRILL solutions should also have no impact on Internet routing or
   signaling, which also means that broadcast and multicast, both of
   which can pervade an entire Ethernet link subnet, must be able to
   transparently pervade a deployed TRILL solution.  Changing how either
   of these capabilities behaves would have significant effects on a
   variety of protocols, including RIP (broadcast), RIPv2 (multicast),
   ARP (broadcast), IPv6 neighbor discovery (multicast), etc.



   Note that snooping of network-layer packets may be useful, especially
   for certain optimizations.  These include snooping multicast
   control-plane packets (IGMP) to tune link multicast to match the
   network multicast topology, as is already done in existing smart
   switches [RFC3376] [RFC4286].  This also includes snooping IPv6
   neighbor discovery messages to assist with governing TRILL solution
   edge configuration, as is the case in some smart learning bridges
   [RFC4861].  Other layers may similarly be snooped, notably ARP
   packets, for similar reasons as for IPv4 [RFC826].




4. Applicability

   As might be expected, TRILL solutions are intended to be used to
   solve the problems described in Section 2.  However, not all such
   installations are appropriate environments for such solutions.  This
   section outlines the issues in the appropriate use of these
   solutions.



   TRILL solutions are intended to address problems of path efficiency
   and concentration, inability to multipath, and path stability within
   a single Ethernet link subnet.  Like bridges, individual TRILL
   solution components may find other TRILL solution components within a
   single Ethernet link subnet and aggregate into a single TRILL
   solution.



   TRILL solutions are not intended to span separate Ethernet link
   subnets interconnected by network-layer (e.g., router) devices,
   except via link-layer tunnels, where such tunnels render the distinct
   subnet undetectably equivalent from a single Ethernet link subnet.



   A currently open question is whether a single Ethernet link subnet
   should contain components of only one TRILL solution, either of
   necessity of architecture or utility.  Multiple TRILL solutions, like
   Internet ASes, may allow TRILL routing protocols to be partitioned in
   ways that help their stability, but this may come at the price of
   needing the TRILL solutions to participate more fully as nodes (each
   modeling a bridge) in the Ethernet link subnet STP.  Each
   architecture solution should decide whether multiple TRILL solutions
   are supported within a single Ethernet link subnet, and mechanisms
   should be included to enforce whatever decision is made.



   TRILL solutions need not address scalability limitations in bridged
   subnets.  Although there may be scale benefits of other aspects of
   solving TRILL problems, e.g., of using network-layer routing to
   provide stability under link changes or intermittent outages, this is
   not a focus of this work.



   As also noted earlier, TRILL solutions are not intended to address
   security vulnerabilities in either the data plane or control plane of
   the link layer.  This means that TRILL solutions should not limit
   broadcast frames, ARP requests, or spanning tree protocol messages
   (if such are interpreted by the TRILL solution or solution edge).




5. Security Considerations

   TRILL solutions should not introduce new vulnerabilities compared to
   traditional bridged subnets.



   TRILL solutions are not intended to be a solution to Ethernet link
   subnet vulnerabilities, including spoofing, flooding, snooping, and
   attacks on the link control plane (STP, flooding the learning cache)
   and link-network control plane (ARP).  Although TRILL solutions are
   intended to provide more stable routing than STP, this stability is
   limited to performance, and the subsequent robustness is intended to
   address non-malicious events.



   There may be some side-effects to the use of TRILL solutions that can
   provide more robust operation under certain attacks, such as those
   interrupting or adding link service, but TRILL solutions should not
   be relied upon for such capabilities.



   Finally, TRILL solutions should not interfere with other protocols
   intended to address these vulnerabilities, such as those to secure
   IPv6 neighbor discovery [RFC3971].
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Abstract

   Routing Bridges (RBridges) provide optimal pair-wise forwarding
   without configuration, safe forwarding even during periods of
   temporary loops, and support for multipathing of both unicast and
   multicast traffic.  They achieve these goals using IS-IS routing and
   encapsulation of traffic with a header that includes a hop count.



   RBridges are compatible with previous IEEE 802.1 customer bridges as
   well as IPv4 and IPv6 routers and end nodes.  They are as invisible
   to current IP routers as bridges are and, like routers, they
   terminate the bridge spanning tree protocol.



   The design supports VLANs and the optimization of the distribution of
   multi-destination frames based on VLAN ID and based on IP-derived
   multicast groups.  It also allows unicast forwarding tables at
   transit RBridges to be sized according to the number of RBridges
   (rather than the number of end nodes), which allows their forwarding
   tables to be substantially smaller than in conventional customer
   bridges.
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1. Introduction

   In traditional IPv4 and IPv6 networks, each subnet has a unique
   prefix.  Therefore, a node in multiple subnets has multiple IP
   addresses, typically one per interface.  This also means that when an
   interface moves from one subnet to another, it changes its IP
   address.  Administration of IP networks is complicated because IP
   routers require per-port subnet address configuration.  Careful IP
   address management is required to avoid creating subnets that are
   sparsely populated, wasting addresses.



   IEEE 802.1 bridges avoid these problems by transparently gluing many
   physical links into what appears to IP to be a single LAN [802.1D].
   However, 802.1 bridge forwarding using the spanning tree protocol has
   some disadvantages:



   o  The spanning tree protocol works by blocking ports, limiting the
      number of forwarding links, and therefore creates bottlenecks by
      concentrating traffic onto selected links.



   o  Forwarding is not pair-wise shortest path, but is instead whatever
      path remains after the spanning tree eliminates redundant paths.



   o  The Ethernet header does not contain a hop count (or Time to Live
      (TTL)) field.  This is dangerous when there are temporary loops
      such as when spanning tree messages are lost or components such as
      repeaters are added.



   o  VLANs can partition when the spanning tree reconfigures.



   This document presents the design for RBridges (Routing Bridges
   [RBridges]) that implement the TRILL protocol and are poetically
   summarized below.  Rbridges combine the advantages of bridges and
   routers and, as specified in this document, are the application of
   link state routing to the VLAN-aware customer bridging problem.  With
   the exceptions discussed in this document, RBridges can incrementally
   replace IEEE [802.1Q-2005] or [802.1D] customer bridges.



   While RBridges can be applied to a variety of link protocols, this
   specification focuses on IEEE [802.3] links.  Use with other link
   types is expected to be covered in other documents.



   The TRILL protocol, as specified herein, is designed to be a Local
   Area Network protocol and not designed with the goal of scaling
   beyond the size of existing bridged LANs.  For further discussion of
   the problem domain addressed by RBridges, see [RFC5556].




1.1. Algorhyme V2, by Ray Perlner

I hope that we shall one day see
A graph more lovely than a tree.

A graph to boost efficiency
While still configuration‑free.

A network where RBridges can
Route packets to their target LAN.

The paths they find, to our elation,
Are least cost paths to destination!

With packet hop counts we now see,
The network need not be loop‑free!

RBridges work transparently,
Without a common spanning tree.




1.2. Normative Content and Precedence

   The bulk of the normative material in this specification appears in
   Sections 1 through 4.  In case of conflict between provisions in
   these four sections, the provision in the higher numbered section
   prevails.




1.3. Terminology and Notation in This Document

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].



   "TRILL" is the protocol specified herein while an "RBridge" is a
   device that implements that protocol.  The second letter in Rbridge
   is case insensitive.  Both Rbridge and RBridge are correct.



   In this document, the term "link", unless otherwise qualified, means
   "bridged LAN", that is to say, the combination of one or more [802.3]
   links with zero or more bridges, hubs, repeaters, or the like.  The
   term "simple link" or the like is used indicate a point-to-point or
   multi-access link with no included bridges or RBridges.



   In this document, the term "port", unless otherwise qualified,
   includes physical, virtual [802.1AE], and pseudo [802.1X] ports.  The
   term "physical port" or the like is used to indicate the physical
   point of connection between an RBridge and a link.



   A "campus" is to RBridges as a "bridged LAN" is to bridges.  An
   RBridge campus consists of a network of RBridges, bridges, hubs,
   repeaters, simple links, and the like and it is bounded by end
   stations and routers.



   The term "spanning tree" in this document includes both classic
   spanning tree and rapid spanning tree (as in the Rapid Spanning Tree
   Protocol).



   This document uses hexadecimal notation for MAC addresses.  Two
   hexadecimal digits represent each octet (that is, 8-bit byte), giving
   the value of the octet as an unsigned integer.  A hyphen separates
   successive octets.  This document consistently uses IETF bit
   ordering, although the physical order of bit transmission within an
   octet on an IEEE [802.3] link is from the lowest order bit to the
   highest order bit, the reverse of IETF ordering.




1.4. Categories of Layer 2 Frames

   In this document, Layer 2 frames are divided into five categories:



o  Layer 2 control frames (such as Bridge PDUs (BPDUs))
o  native frames (non‑TRILL‑encapsulated data frames)
o  TRILL Data frames (TRILL‑encapsulated data frames)
o  TRILL control frames
o  TRILL other frames



   The way these five types of frames are distinguished is as follows:



   o  Layer 2 control frames are those with a multicast destination
      address in the range 01-80-C2-00-00-00 to 01-80-C2-00-00-0F or
      equal to 01-80-C2-00-00-21.  RBridges MUST NOT encapsulate and
      forward such frames, though they MAY, unless otherwise specified
      in this document, perform the Layer 2 function (such as MAC-level
      security) of the control frame.  Frames with a destination address
      of 01-80-C2-00-00-00 (BPDU) or 01-80-C2-00-00-21 (VLAN
      Registration Protocol) are called "high-level control frames" in
      this document.  All other Layer 2 control frames are called "low-
      level control frames".



   o  Native frames are those that are not control frames and have an
      Ethertype other than "TRILL" or "L2-IS-IS" and have a destination
      MAC address that is not one of the 16 multicast addresses reserved
      for TRILL.



   o  TRILL Data frames have the Ethertype "TRILL".  In addition, TRILL
      data frames, if multicast, have the multicast destination MAC
      address "All-RBridges".



   o  TRILL control frames have the Ethertype "L2-IS-IS".  In addition,
      TRILL control frames, if multicast, have the multicast destination
      MAC addresses of "All-IS-IS-RBridges".  (Note that ESADI frames
      look on the outside like TRILL data and are so handled but, when
      decapsulated, have the L2-IS-IS Ethertype.)



   o  TRILL other frames are those with any of the 16 multicast
      destination addresses reserved for TRILL other than All-RBridges
      and All-IS-IS-RBridges.  RBridges conformant to this specification
      MUST discard TRILL other frames.




1.5. Acronyms

   AllL1ISs - All Level 1 Intermediate Systems



   AllL2ISs - All Level 2 Intermediate Systems



   BPDU - Bridge PDU



   CHbH - Critical Hop-by-Hop



   CItE - Critical Ingress-to-Egress



   CSNP - Complete Sequence Number PDU



   DA - Destination Address



   DR - Designated Router



   DRB - Designated RBridge



   EAP - Extensible Authentication Protocol



   ECMP - Equal Cost Multipath



   EISS - Extended Internal Sublayer Service



   ESADI - End-Station Address Distribution Information



   FCS - Frame Check Sequence



   GARP - Generic Attribute Registration Protocol



   GVRP - GARP VLAN Registration Protocol



   IEEE - Institute of Electrical and Electronics Engineers



   IGMP - Internet Group Management Protocol



   IP - Internet Protocol



   IS-IS - Intermediate System to Intermediate System



   ISS - Internal Sublayer Service



   LAN - Local Area Network



   LSP - Link State PDU



   MAC - Media Access Control



   MLD - Multicast Listener Discovery



   MRD - Multicast Router Discovery



   MTU - Maximum Transmission Unit



   MVRP - Multiple VLAN Registration Protocol



   NSAP - Network Service Access Point



   P2P - Point-to-point



   PDU - Protocol Data Unit



   PPP - Point-to-Point Protocol



   RBridge - Routing Bridge



   RPF - Reverse Path Forwarding



   SA - Source Address



   SNMP - Simple Network Management Protocol



   SPF - Shortest Path First



   TLV - Type, Length, Value



   TRILL - TRansparent Interconnection of Lots of Links



   VLAN - Virtual Local Area Network



   VRP - VLAN Registration Protocol




2. RBridges

   This section provides a high-level overview of RBridges, which
   implement the TRILL protocol, omitting some details.  Sections 3 and
   4 below provide more detailed specifications.



   TRILL, as described in this document and with the exceptions
   discussed herein, provides [802.1Q-2005] VLAN-aware customer bridging
   service.  As described below, TRILL is layered above the ports of an
   RBridge.



   The RBridges specified by this document do not supply provider
   [802.1ad] or provider backbone [802.1ah] bridging or the like.  The
   extension of TRILL to provide such provider services is left for
   future work that will be separately documented.  However, provider or
   provider backbone bridges may be used to interconnect parts of an
   RBridge campus.




2.1. General Overview

   RBridges run a link state protocol amongst themselves.  This gives
   them enough information to compute pair-wise optimal paths for
   unicast, and calculate distribution trees for delivery of frames
   either to destinations whose location is unknown or to
   multicast/broadcast groups [RBridges] [RP1999].



   To mitigate temporary loop issues, RBridges forward based on a header
   with a hop count.  RBridges also specify the next hop RBridge as the
   frame destination when forwarding unicast frames across a shared-
   media link, which avoids spawning additional copies of frames during
   a temporary loop.  A Reverse Path Forwarding Check and other checks
   are performed on multi-destination frames to further control
   potentially looping traffic (see Section 4.5.2).



   The first RBridge that a unicast frame encounters in a campus, RB1,
   encapsulates the received frame with a TRILL header that specifies
   the last RBridge, RB2, where the frame is decapsulated.  RB1 is known
   as the "ingress RBridge" and RB2 is known as the "egress RBridge".
   To save room in the TRILL header and simplify forwarding lookups, a
   dynamic nickname acquisition protocol is run among the RBridges to
   select 2-octet nicknames for RBridges, unique within the campus,
   which are an abbreviation for the IS-IS ID of the RBridge.  The
   2-octet nicknames are used to specify the ingress and egress RBridges
   in the TRILL header.



   Multipathing of multi-destination frames through alternative
   distribution trees and ECMP (Equal Cost Multipath) of unicast frames
   are supported (see Appendix C).



   Networks with a more mesh-like structure will benefit to a greater
   extent from the multipathing and optimal paths provided by TRILL than
   will more tree-like networks.



   RBridges run a protocol on a link to elect a "Designated RBridge"
   (DRB).  The TRILL-IS-IS election protocol on a link is a little
   different from the Layer 3 IS-IS [ISO10589] election protocol,
   because in TRILL it is essential that only one RBridge be elected
   DRB, whereas in Layer 3 IS-IS it is possible for multiple routers to
   be elected Designated Router (also known as Designated Intermediate
   System).  As with an IS-IS router, the DRB may give a pseudonode name
   to the link, issue an LSP (Link State PDU) on behalf of the
   pseudonode, and issues CSNPs (Complete Sequence Number PDUs) on the
   link.  Additionally, the DRB has some TRILL-specific duties,
   including specifying which VLAN will be the Designated VLAN used for
   communication between RBridges on that link (see Section 4.2.4.2).



   The DRB either encapsulates/decapsulates all data traffic to/from the
   link, or, for load splitting, delegates this responsibility, for one
   or more VLANs, to other RBridges on the link.  There must at all
   times be at most one RBridge on the link that
   encapsulates/decapsulates traffic for a particular VLAN.  We will
   refer to the RBridge appointed to forward VLAN-x traffic on behalf of
   the link as the "appointed VLAN-x forwarder" (see Section 4.2.4.3).
   (Section 2.5 discusses VLANs further.)



   Rbridges SHOULD support SNMPv3 [RFC3411].  The Rbridge MIB will be
   specified in a separate document.  If IP service is available to an
   RBridge, it SHOULD support SNMPv3 over UDP over IPv4 [RFC3417] and
   IPv6 [RFC3419]; however, management can be used, within a campus,
   even for an RBridge that lacks an IP or other Layer 3 transport stack
   or which does not have a Layer 3 address, by transporting SNMP with
   Ethernet [RFC4789].




2.2. End-Station Addresses

   An RBridge, RB1, that is the VLAN-x forwarder on any of its links
   MUST learn the location of VLAN-x end nodes, both on the links for
   which it is VLAN-x forwarder and on other links in the campus.  RB1
   learns the port, VLAN, and Layer 2 (MAC) addresses of end nodes on
   links for which it is VLAN-x forwarder from the source address of
   frames received, as bridges do (for example, see Section 8.7 of
   [802.1Q-2005]), or through configuration or a Layer 2 explicit
   registration protocol such as IEEE 802.11 association and
   authentication.  RB1 learns the VLAN and Layer 2 address of distant
   VLAN-x end nodes, and the corresponding RBridge to which they are
   attached, by looking at the ingress RBridge nickname in the TRILL
   header and the VLAN and source MAC address of the inner frame of
   TRILL Data frames that it decapsulates.



   Additionally, an RBridge that is the appointed VLAN-x forwarder on
   one or more links MAY use the End-Station Address Distribution
   Information (ESADI) protocol to announce some or all of the attached
   VLAN-x end nodes on those links.



   The ESADI protocol could be used to announce end nodes that have been
   explicitly enrolled.  Such information might be more authoritative
   than that learned from data frames being decapsulated onto the link.
   Also, the addresses enrolled and distributed in this way can be more
   secure for two reasons: (1) the enrollment might be authenticated
   (for example, by cryptographically based EAP methods via [802.1X]),
   and (2) the ESADI protocol also supports cryptographic authentication
   of its messages [RFC5304] [RFC5310] for more secure transmission.



   If an end station is unplugged from one RBridge and plugged into
   another, then, depending on circumstances, frames addressed to that
   end station can be black-holed.  That is, they can be sent just to
   the older RBridge that the end station used to be connected to until
   cached address information at some remote RBridge(s) times out,
   possibly for a number of minutes or longer.  With the ESADI protocol,
   the link interruption from the unplugging can cause an immediate
   update to be sent.



   Even if the ESADI protocol is used to announce or learn attached end
   nodes, RBridges MUST still learn from received native frames and
   decapsulated TRILL Data frames unless configured not to do so.
   Advertising end nodes using ESADI is optional, as is learning from
   these announcements.



   (See Section 4.8 for further end-station address details.)




2.3. RBridge Encapsulation Architecture

   The Layer 2 technology used to connect Rbridges may be either IEEE
   [802.3] or some other link technology such as PPP [RFC1661].  This is
   possible since the RBridge relay function is layered on top of the
   Layer 2 technologies.  However, this document specifies only an IEEE
   802.3 encapsulation.



   Figure 1 shows two RBridges, RB1 and RB2, interconnected through an
   Ethernet cloud.  The Ethernet cloud may include hubs, point-to-point
   or shared media, IEEE 802.1D bridges, or 802.1Q bridges.



              ‑‑‑‑‑‑‑‑‑‑‑‑
             /            \
+‑‑‑‑‑+     /   Ethernet   \    +‑‑‑‑‑+
| RB1 |‑‑‑‑<                >‑‑‑| RB2 |
+‑‑‑‑‑+     \    Cloud     /    +‑‑‑‑‑+
             \            /
              ‑‑‑‑‑‑‑‑‑‑‑‑



                     Figure 1: Interconnected RBridges



   Figure 2 shows the format of a TRILL data or ESADI frame traveling
   through the Ethernet cloud between RB1 and RB2.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|     Outer Ethernet Header      |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|          TRILL Header          |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|     Inner Ethernet Header      |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|        Ethernet Payload        |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|         Ethernet FCS           |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



              Figure 2: An Ethernet Encapsulated TRILL Frame



   In the case of media different from Ethernet, the header specific to
   that media replaces the outer Ethernet header.  For example, Figure 3
   shows a TRILL encapsulation over PPP.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|           PPP Header           |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|          TRILL Header          |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|     Inner Ethernet Header      |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|        Ethernet Payload        |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|             PPP FCS            |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                 Figure 3: A PPP Encapsulated TRILL Frame



   The outer header is link-specific and, although this document
   specifies only [802.3] links, other links are allowed.



   In both cases, the inner Ethernet header and the Ethernet Payload
   come from the original frame and are encapsulated with a TRILL header
   as they travel between RBridges.  Use of a TRILL header offers the
   following benefits:



   1. loop mitigation through use of a hop count field;



   2. elimination of the need for end-station VLAN and MAC address
      learning in transit RBridges;



   3. direction of unicast frames towards the egress RBridge (this
      enables unicast forwarding tables of transit RBridges to be sized
      with the number of RBridges rather than the total number of end
      nodes); and



   4. provision of a separate VLAN tag for forwarding traffic between
      RBridges, independent of the VLAN of the native frame.



   When forwarding unicast frames between RBridges, the outer header has
   the MAC destination address of the next hop Rbridge, to avoid frame
   duplication if the inter-RBridge link is multi-access.  This also
   enables multipathing of unicast, since the transmitting RBridge can
   specify the next hop.  Having the outer header specify the
   transmitting RBridge as the source address ensures that any bridges
   inside the Ethernet cloud will not get confused, as they might be if
   multipathing is in use and they were to see the original source or
   ingress RBridge in the outer header.




2.4. Forwarding Overview

   RBridges are true routers in the sense that, in the forwarding of a
   frame by a transit RBridge, the outer Layer 2 header is replaced at
   each hop with an appropriate Layer 2 header for the next hop, and a
   hop count is decreased.  Despite these modifications of the outer
   Layer 2 header and the hop count in the TRILL header, the original
   encapsulated frame is preserved, including the original frame's VLAN
   tag.  See Section 4.6 for more details.



   From a forwarding standpoint, transit frames may be classified into
   two categories: known-unicast and multi-destination.  Layer 2 control
   frames and TRILL control and TRILL other frames are not transit
   frames, are not forwarded by RBridges, and are not included in these
   categories.




2.4.1. Known-Unicast

   These frames have a unicast inner MAC destination address
   (Inner.MacDA) and are those for which the ingress RBridge knows the
   egress RBridge for the destination MAC address in the frame's VLAN.



   Such frames are forwarded Rbridge hop by Rbridge hop to their egress
   Rbridge.




2.4.2. Multi-Destination

   These are frames that must be delivered to multiple destinations.



   Multi-destination frames include the following:



   1. unicast frames for which the location of the destination is
      unknown: the Inner.MacDA is unicast, but the ingress RBridge does
      not know its location in the frame's VLAN.



   2. multicast frames for which the Layer 2 destination address is
      derived from an IP multicast address: the Inner.MacDA is
      multicast, from the set of Layer 2 multicast addresses derived
      from IPv4 [RFC1112] or IPv6 [RFC2464] multicast addresses.  These
      frames are handled somewhat differently in different subcases:



      2.1. IGMP [RFC3376] and MLD [RFC2710] multicast group membership

           reports



      2.2. IGMP [RFC3376] and MLD [RFC2710] queries and MRD [RFC4286]

           announcement messages



      2.3. other IP-derived Layer 2 multicast frames



   3. multicast frames for which the Layer 2 destination address is not
      derived from an IP multicast address: the Inner.MacDA is
      multicast, and not from the set of Layer 2 multicast addresses
      derived from IPv4 or IPv6 multicast addresses.



   4. broadcast frames: the Inner.MacDA is broadcast
      (FF-FF-FF-FF-FF-FF).



   RBridges build distribution trees (see Section 4.5) and use these
   trees for forwarding multi-destination frames.  Each distribution
   tree reaches all RBridges in the campus, is shared across all VLANs,
   and may be used for the distribution of a native frame that is in any
   VLAN.  However, the distribution of any particular frame on a
   distribution tree is pruned in different ways for different cases to
   avoid unnecessary propagation of the frame.




2.5. RBridges and VLANs

   A VLAN is a way to partition end nodes in a campus into different
   Layer 2 communities [802.1Q-2005].  Use of VLANs requires
   configuration.  By default, the port of receipt determines the VLAN
   of a frame sent by an end station.  End stations can also explicitly
   insert this information in a frame.



   IEEE [802.1Q-2005] bridges can be configured to support multiple
   customer VLANs over a single simple link by inserting/removing a VLAN
   tag in the frame.  VLAN tags used by TRILL have the same format as
   VLAN tags defined in IEEE [802.1Q-2005].  As shown in Figure 2, there
   are two places where such tags may be present in a TRILL-encapsulated
   frame sent over an IEEE [802.3] link: one in the outer header
   (Outer.VLAN) and one in the inner header (Inner.VLAN).  Inner and
   outer VLANs are further discussed in Section 4.1.



   RBridges enforce delivery of a native frame originating in a
   particular VLAN only to other links in the same VLAN; however, there
   are a few differences in the handling of VLANs between an RBridge
   campus and an 802.1 bridged LAN as described below.



   (See Section 4.2.4 for further discussion of TRILL IS-IS operation on
   a link.)




2.5.1. Link VLAN Assumptions

   Certain configurations of bridges may cause partitions of a VLAN on a
   link.  For such configurations, a frame sent by one RBridge to a
   neighbor on that link might not arrive, if tagged with a VLAN that is
   partitioned due to bridge configuration.



   TRILL requires at least one VLAN per link that gives full
   connectivity to all the RBridges on that link.  The default VLAN is
   1, though RBridges may be configured to use a different VLAN.  The
   DRB dictates to the other RBridges which VLAN to use.



   Since there will be only one appointed forwarder for any VLAN, say,
   VLAN-x, on a link, if bridges are configured to cause VLAN-x to be
   partitioned on a link, some VLAN-x end nodes on that link may be
   orphaned (unable to communicate with the rest of the campus).



   It is possible for bridge and port configuration to cause VLAN
   mapping on a link (where a VLAN-x frame turns into a VLAN-y frame).
   TRILL detects this by inserting a copy of the outer VLAN into TRILL-
   Hello messages and checking it on receipt.  If detected, it takes
   steps to ensure that there is at most a single appointed forwarder on
   the link, to avoid possible frame duplication or loops (see Section
   4.4.5).



   TRILL behaves as conservatively as possible, avoiding loops rather
   than avoiding partial connectivity.  As a result, lack of
   connectivity may result from bridge or port misconfiguration.




2.6. RBridges and IEEE 802.1 Bridges

   RBridge ports are, except as described below, layered on top of IEEE
   [802.1Q-2005] port facilities.




2.6.1. RBridge Ports and 802.1 Layering

   RBridge ports make use of [802.1Q-2005] port VLAN and priority
   processing.  In addition, they MAY implement other lower-level 802.1
   protocols as well as protocols for the link in use, such as PAUSE
   (Annex 31B of [802.3]), port-based access control [802.1X], MAC
   security [802.1AE], or link aggregation [802.1AX].



   However, RBridges do not use spanning tree and do not block ports as
   spanning tree does.  Figure 4 shows a high-level diagram of an
   RBridge with one port connected to an IEEE 802.3 link.  Single lines
   represent the flow of control information, double lines the flow of
   both frames and control information.



                      +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
                      |                RBridge
                      |
                      |     Forwarding Engine, IS‑IS, etc.
                      | Processing of native and TRILL frames
                      |
                      +‑‑‑‑+‑‑‑+‑‑‑‑‑‑‑‑++‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
                           |   |        ||         other ports...
             +‑‑‑‑‑‑‑‑‑‑‑‑‑+   |        ||
             |                 |        ||
+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+   |        ||
|         RBridge          |   |   +‑‑‑‑++‑‑‑‑‑‑‑+ <‑ EISS
|                          |   |   |             |
| High‑Level Control Frame |   |   | 802.1Q‑2005 |
|  Processing (BPDU, VRP)  |   |   |  Port VLAN  |
|                          |   |   |  & Priority |
+‑‑‑‑‑‑‑‑‑‑‑++‑‑‑‑‑‑‑‑‑‑‑‑‑+   |   |  Processing |
            ||                 |   |             |
  +‑‑‑‑‑‑‑‑‑++‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+ <‑‑ ISS
  |                                              |
  |    802.1/802.3 Low‑Level Control Frame       |
  |    Processing, Port/Link Control Logic       |
  |                                              |
  +‑‑‑‑‑‑‑‑‑‑‑++‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
              ||
              ||        +‑‑‑‑‑‑‑‑‑‑‑‑+
              ||        | 802.3 PHY  |
              |+‑‑‑‑‑‑‑‑+ (Physical  +‑‑‑‑‑‑‑‑‑ 802.3
              +‑‑‑‑‑‑‑‑‑+ Interface) +‑‑‑‑‑‑‑‑‑ Link
                        |            |
                        +‑‑‑‑‑‑‑‑‑‑‑‑+



                       Figure 4: RBridge Port Model



   The upper interface to the low-level port/link control logic
   corresponds to the Internal Sublayer Service (ISS) in [802.1Q-2005].
   In RBridges, high-level control frames are processed above the ISS
   interface.



   The upper interface to the port VLAN and priority processing
   corresponds to the Extended Internal Sublayer Service (EISS) in
   [802.1Q-2005].  In RBridges, native and TRILL frames are processed
   above the EISS interface and are subject to port VLAN and priority
   processing.




2.6.2. Incremental Deployment

   Because RBridges are compatible with IEEE [802.1Q-2005] customer
   bridges, except as discussed in this document, a bridged LAN can be
   upgraded by incrementally replacing such bridges with RBridges.
   Bridges that have not yet been replaced are transparent to RBridge
   traffic.  The physical links directly interconnected by such bridges,
   together with the bridges themselves, constitute bridged LANs.  These
   bridged LANs appear to RBridges to be multi-access links.



   If the bridges replaced by RBridges were default configuration
   bridges, then their RBridge replacements will not require
   configuration.



   Because RBridges, as described in this document, only provide
   customer services, they cannot replace provider bridges or provider
   backbone bridges, just as a customer bridge can't replace a provider
   bridge.  However, such provider devices can be part of the bridged
   LAN between RBridges.  Extension of TRILL to support provider
   services is left for future work and will be separately documented.



   Of course, if the bridges replaced had any port level protocols
   enabled, such as port-based access control [802.1X] or MAC security
   [802.1AE], replacement RBridges would need the same port level
   protocols enabled and similarly configured.  In addition, the
   replacement RBridges would have to support the same link type and
   link level protocols as the replaced bridges.



   An RBridge campus will work best if all IEEE [802.1D] and
   [802.1Q-2005] bridges are replaced with RBridges, assuming the
   RBridges have the same speed and capacity as the bridges.  However,
   there may be intermediate states, where only some bridges have been
   replaced by RBridges, with inferior performance.



   See Appendix A for further discussion of incremental deployment.




3. Details of the TRILL Header

   This section specifies the TRILL header.  Section 4 below provides
   other RBridge design details.




3.1. TRILL Header Format

   The TRILL header is shown in Figure 5 and is independent of the data
   link layer used.  When that layer is IEEE [802.3], it is prefixed
   with the 16-bit TRILL Ethertype [RFC5342], making it 64-bit aligned.
   If Op-Length is a multiple of 64 bits, then 64-bit alignment is
   normally maintained for the content of an encapsulated frame.



                                +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                | V | R |M|Op‑Length| Hop Count |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Egress RBridge Nickname     |  Ingress RBridge Nickname     |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  Options...
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑



                          Figure 5: TRILL Header



   The header contains the following fields that are described in the
   sections referenced:



   o  V (Version): 2-bit unsigned integer.  See Section 3.2.



   o  R (Reserved): 2 bits.  See Section 3.3.



   o  M (Multi-destination): 1 bit.  See Section 3.4.



   o  Op-Length (Options Length): 5-bit unsigned integer.  See Section
      3.5.



   o  Hop Count: 6-bit unsigned integer.  See Section 3.6.



   o  Egress RBridge Nickname: 16-bit identifier.  See Section 3.7.1.



   o  Ingress RBridge Nickname: 16-bit identifier.  See Section 3.7.2.



   o  Options: present if Op-Length is non-zero.  See Section 3.8.




3.2. Version (V)

   Version (V) is a 2-bit field.  Version zero of TRILL is specified in
   this document.  An RBridge RB1 MUST check the V field in a received
   TRILL-encapsulated frame.  If the V field has a value not recognized
   by RB1, then RB1 MUST silently discard the frame.  The allocation of
   new TRILL Version numbers requires an IETF Standards Action.




3.3. Reserved (R)

   The two R bits are reserved for future use in extensions to this
   version zero of the TRILL protocol.  They MUST be set to zero when
   the TRILL header is added by an ingress RBridge, transparently copied
   but otherwise ignored by transit RBridges, and ignored by egress
   RBridges.  The allocation of reserved TRILL header bits requires an
   IETF Standards Action.




3.4. Multi-destination (M)

   The Multi-destination bit (see Section 2.4.2) indicates that the
   frame is to be delivered to a class of destination end stations via a
   distribution tree and that the egress RBridge nickname field
   specifies this tree.  In particular:



   o  M = 0 (FALSE) - The egress RBridge nickname contains a nickname of
      the egress Rbridge for a known unicast MAC address.



   o  M = 1 (TRUE) - The egress RBridge nickname field contains a
      nickname that specifies a distribution tree.  This nickname is
      selected by the ingress RBridge for a TRILL Data frame or by the
      source RBridge for a TRILL ESADI frame.




3.5. Op-Length

   There are provisions to express in the TRILL header that a frame is
   using an optional capability and to encode information into the
   header in connection with that capability.



   The Op-Length header field gives the length of the TRILL header
   options in units of 4 octets, which allows up to 124 octets of
   options area.  If Op-Length is zero, there are no options present.
   If options are present, they follow immediately after the Ingress
   Rbridge Nickname field.



   See Section 3.8 for more information on TRILL header options.




3.6. Hop Count

   The Hop Count field is a 6-bit unsigned integer.  An Rbridge drops
   frames received with a hop count of zero, otherwise it decrements the
   hop count.  (This behavior is different from IPv4 and IPv6 in order
   to support the later addition of a traceroute-like facility that
   would be able to get a hop count exceeded from an egress RBridge.)



   For known unicast frames, the ingress RBridge SHOULD set the Hop
   Count in excess of the number of RBridge hops it expects to the
   egress RBridge to allow for alternate routing later in the path.



   For multi-destination frames, the Hop Count SHOULD be set by the
   ingress RBridge (or source RBridge for a TRILL ESADI frame) to at
   least the expected number of hops to the most distant RBridge.  To
   accomplish this, RBridge RBn calculates, for each branch from RBn of
   the specified distribution tree rooted at RBi, the maximum number of
   hops in that branch.



   Multi-destination frames are of particular danger because a loop
   involving one or more distribution tree forks could result in the
   rapid generation of multiple copies of the frame, even with the
   normal hop count mechanism.  It is for this reason that multi-
   destination frames are subject to a stringent Reverse Path Forwarding
   Check and other checks as described in Section 4.5.2.  As an optional
   additional traffic control measure, when forwarding a multi-
   destination frame onto a distribution tree branch, transit RBridge
   RBm MAY decrease the hop count by more than 1, unless decreasing the
   hop count by more than 1 would result in a hop count insufficient to
   reach all destinations in that branch of the tree rooted at RBi.
   Using a hop count close or equal to the minimum needed on multi-
   destination frames provides additional protection against problems
   with temporary loops when forwarding.



   Although the RBridge MAY decrease the hop count of multi-destination
   frames by more than 1, under the circumstances described above, the
   RBridge forwarding a frame MUST decrease the hop count by at least 1,
   and discards the frame if it cannot do so because the hop count is 0.
   The option to decrease the hop count by more than 1 under the
   circumstances described above applies only to multi-destination
   frames, not to known unicast frames.




3.7. RBridge Nicknames

   Nicknames are 16-bit dynamically assigned quantities that act as
   abbreviations for RBridges' IS-IS IDs to achieve a more compact
   encoding and can be used to specify potentially different trees with
   the same root.  This assignment allows specifying up to 2**16
   RBridges; however, the value 0x0000 is reserved to indicate that a
   nickname is not specified, the values 0xFFC0 through 0xFFFE are
   reserved for future specification, and the value 0xFFFF is
   permanently reserved.  RBridges piggyback a nickname acquisition
   protocol on the link state protocol (see Section 3.7.3) to acquire
   one or more nicknames unique within the campus.




3.7.1. Egress RBridge Nickname

   There are two cases for the contents of the egress RBridge nickname
   field, depending on the M bit (see Section 3.4).  The nickname is
   filled in by the ingress RBridge for TRILL Data frames and by the
   source RBridge for TRILL ESADI frames.



   o  For known unicast TRILL Data frames, M == 0 and the egress RBridge
      nickname field specifies the egress RBridge; that is, it specifies
      the RBridge that needs to remove the TRILL encapsulation and
      forward the native frame.  Once the egress nickname field is set,
      it MUST NOT be changed by any subsequent transit RBridge.



   o  For multi-destination TRILL Data frames and for TRILL ESADI
      frames, M == 1.  The egress RBridge nickname field contains a
      nickname specifying the distribution tree selected to be used to
      forward the frame.  This root nickname MUST NOT be changed by
      transit RBridges.




3.7.2. Ingress RBridge Nickname

   The ingress RBridge nickname is set to a nickname of the ingress
   RBridge for TRILL Data frames and to a nickname of the source RBridge
   for TRILL ESADI frames.  If the RBridge setting the ingress nickname
   has multiple nicknames, it SHOULD use the same nickname in the
   ingress field whenever it encapsulates a frame with any particular
   Inner.MacSA and Inner.VLAN value.  This simplifies end node learning.



   Once the ingress nickname field is set, it MUST NOT be changed by any
   subsequent transit RBridge.




3.7.3. RBridge Nickname Selection

   The nickname selection protocol is piggybacked on TRILL IS-IS as
   follows:



   o  The nickname or nicknames being used by an RBridge are carried in
      an IS-IS TLV (type-length-value data element) along with a
      priority of use value [RFC6326].  Each RBridge chooses its own
      nickname or nicknames.



   o  Nickname values MAY be configured.  An RBridge that has been
      configured with one or more nickname values will have priority for
      those nickname values over all Rbridges with non-configured
      nicknames.



   o  The nickname value 0x0000 and the values from 0xFFC0 through
      0xFFFF are reserved and MUST NOT be selected by or configured for
      an RBridge.  The value 0x0000 is used to indicate that a nickname
      is not known.



   o  The priority of use field reported with a nickname is an unsigned
      8-bit value, where the most significant bit (0x80) indicates that
      the nickname value was configured.  The bottom 7 bits have the
      default value 0x40, but MAY be configured to be some other value.
      Additionally, an RBridge MAY increase its priority after holding a
      nickname for some amount of time.  However, the most significant
      bit of the priority MUST NOT be set unless the nickname value was
      configured.



   o  Once an RBridge has successfully acquired a nickname, it SHOULD
      attempt to reuse it in the case of a reboot.



   o  Each RBridge is responsible for ensuring that its nickname or each
      of its nicknames is unique.  If RB1 chooses nickname x, and RB1
      discovers, through receipt of an LSP for RB2 at any later time,
      that RB2 has also chosen x, then the RBridge or pseudonode with
      the numerically higher IS-IS ID (LAN ID) keeps the nickname, or if
      there is a tie in priority, the RBridge with the numerically
      higher IS-IS System ID keeps the nickname, and the other RBridge
      MUST select a new nickname.  This can require an RBridge with a
      configured nickname to select a replacement nickname.



   o  To minimize the probability of nickname collisions, an RBridge
      selects a nickname randomly from the apparently available
      nicknames, based on its copy of the link state.  This random
      selection can be by the RBridge hashing some of its parameters,
      e.g., SystemID, time and date, and other entropy sources, such as
      those given in [RFC4086], each time or by the RBridge using such
      hashing to create a seed and making any selections based on
      pseudo-random numbers generated from that seed [RFC4086].  The
      random numbers or seed and the algorithm used SHOULD make
      uniformly distributed selections over the available nicknames.
      Convergence to a nickname-collision-free campus is accelerated by
      selecting new nicknames only from those that appear to be
      available and by having the highest priority nickname involved in
      a nickname conflict retain its value.  There is no reason for all
      Rbridges to use the same algorithm for selecting nicknames.



   o  If two RBridge campuses merge, then transient nickname collisions
      are possible.  As soon as each RBridge receives the LSPs from the
      other RBridges, the RBridges that need to change nicknames select
      new nicknames that do not, to the best of their knowledge, collide
      with any existing nicknames.  Some RBridges may need to change
      nicknames more than once before the situation is resolved.



   o  To minimize the probability of a new RBridge usurping a nickname
      already in use, an RBridge SHOULD wait to acquire the link state
      database from a neighbor before it announces any nicknames that
      were not configured.



   o  An RBridge by default has only a single nickname but MAY be
      configured to request multiple nicknames.  Each such nickname
      would specify a shortest path tree with the RBridge as root but,
      since the tree number is used in tiebreaking when there are
      multiple equal cost paths (see Section 4.5.1), the trees for the
      different nicknames will likely utilize different links.  Because
      of the potential tree computation load it imposes, this capability



      to request multiple nicknames for an RBridge should be used
      sparingly.  For example, it should be used at a few RBridges that,
      because of campus topology, are particularly good places from
      which to calculate multiple different shortest path distribution
      trees.  Such trees need separate nicknames so traffic can be
      multipathed across them.



   o  If it is desired for a pseudonode to be a tree root, the DRB MAY
      request one or more nicknames in the pseudonode LSP.



   Every nickname in use in a campus identifies an RBridge (or
   pseudonode) and every nickname designates a distribution tree rooted
   at the RBridge (or pseudonode) it identifies.  However, only a
   limited number of these potential distribution trees are actually
   computed by all the RBridges in a campus as discussed in Section 4.5.




3.8. TRILL Header Options

   All Rbridges MUST be able to skip the number of 4-octet chunks
   indicated by the Op-Length field (see Section 3.5) in order to find
   the inner frame, since RBridges must be able to find the destination
   MAC address and VLAN tag in the inner frame.  (Transit RBridges need
   such information to filter VLANs, IP multicast, and the like.  Egress
   Rbridges need to find the inner header to correctly decapsulate and
   handle the inner frame.)



   To ensure backward-compatible safe operation, when Op-Length is non-
   zero indicating that options are present, the top two bits of the
   first octet of the options area are specified as follows:



+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+
| CHbH | CItE |          Reserved           |
+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+



                Figure 6: Options Area Initial Flags Octet



   If the CHbH (Critical Hop-by-Hop) bit is one, one or more critical
   hop-by-hop options are present.  Transit RBridges that do not support
   all of the critical hop-by-hop options present, for example, an
   RBridge that supported no options, MUST drop the frame.  If the CHbH
   bit is zero, the frame is safe, from the point of view of options
   processing, for a transit RBridge to forward, regardless of what
   options that RBridge does or does not support.  A transit RBridge
   that supports none of the options present MUST transparently forward
   the options area when it forwards a frame.



   If the CItE (Critical Ingress-to-Egress) bit is one, one or more
   critical ingress-to-egress options are present.  If it is zero, no
   such options are present.  If either CHbH or CItE is non-zero, egress
   RBridges that don't support all critical options present, for
   example, an RBridge that supports no options, MUST drop the frame.
   If both CHbH and CItE are zero, the frame is safe, from the point of
   view of options, for any egress RBridge to process, regardless of
   what options that RBridge does or does not support.



   Options, including the meaning of the bits labeled as Reserved in
   Figure 6, will be further specified in other documents and are
   expected to include provisions for hop-by-hop and ingress-to-egress
   options as well as critical and non-critical options.



   Note: Most RBridge implementations are expected to be optimized for

      the simplest and most common cases of frame forwarding and
      processing.  The inclusion of options may, and the inclusion of
      complex or lengthy options likely will, cause frame processing
      using a "slow path" with inferior performance to "fast path"
      processing.  Limited slow path throughput may cause such frames to
      be discarded.




4. Other RBridge Design Details

   Section 3 above specifies the TRILL header, while this section
   specifies other RBridge design details.




4.1. Ethernet Data Encapsulation

   TRILL data and ESADI frames in transit on Ethernet links are
   encapsulated with an outer Ethernet header (see Figure 2).  This
   outer header looks, to a bridge on the path between two RBridges,
   like the header of a regular Ethernet frame; therefore, bridges
   forward the frame as they normally would.  To enable RBridges to
   distinguish such TRILL Data frames, a new TRILL Ethertype (see
   Section 7.2) is used in the outer header.



   Figure 7 details a TRILL Data frame with an outer VLAN tag traveling
   on an Ethernet link as shown at the top of the figure, that is,
   between transit RBridges RB3 and RB4.  The native frame originated at
   end station ESa, was encapsulated by ingress RBridge RB1, and will
   ultimately be decapsulated by egress RBridge RB2 and delivered to
   destination end station ESb.  The encapsulation shown has the
   advantage, if TRILL options are absent or the length of such options
   is a multiple of 64 bits, of aligning the original Ethernet frame at
   a 64-bit boundary.



   When a TRILL Data frame is carried over an Ethernet cloud, it has
   three pairs of addresses:



   o  Outer Ethernet Header: Outer Destination MAC Address (Outer.MacDA)
      and Outer Source MAC Address (Outer.MacSA): These addresses are
      used to specify the next hop RBridge and the transmitting RBridge,
      respectively.



   o  TRILL Header: Egress Nickname and Ingress Nickname.  These specify
      nicknames of the egress and ingress RBridges, respectively, unless
      the frame is multi-destination, in which case the Egress Nickname
      specifies the distribution tree on which the frame is being sent.



   o  Inner Ethernet Header: Inner Destination MAC Address (Inner.MacDA)
      and Inner Source MAC Address (Inner.MacSA): These addresses are as
      transmitted by the original end station, specifying, respectively,
      the destination and source of the inner frame.



   A TRILL Data frame also potentially has two VLAN tags, as discussed
   in Sections 4.1.2 and 4.1.3 below, that can carry two different VLAN
   Identifiers and specify priority.



Flow:
  +‑‑‑‑‑+  +‑‑‑‑‑‑‑+   +‑‑‑‑‑‑‑+       +‑‑‑‑‑‑‑+   +‑‑‑‑‑‑‑+  +‑‑‑‑+
  | ESa +‑‑+  RB1  +‑‑‑+  RB3  +‑‑‑‑‑‑‑+  RB4  +‑‑‑+  RB2  +‑‑+ESb |
  +‑‑‑‑‑+  |ingress|   |transit|   ^   |transit|   |egress |  +‑‑‑‑+
           +‑‑‑‑‑‑‑+   +‑‑‑‑‑‑‑+   |   +‑‑‑‑‑‑‑+   +‑‑‑‑‑‑‑+
                                   |
Outer Ethernet Header:             |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |             Outer Destination MAC Address  (RB4)              |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | Outer Destination MAC Address | Outer Source MAC Address      |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |                Outer Source MAC Address  (RB3)                |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |Ethertype = C‑Tag [802.1Q‑2005]| Outer.VLAN Tag Information    |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
TRILL Header:
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | Ethertype = TRILL             | V | R |M|Op‑Length| Hop Count |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | Egress (RB2) Nickname         | Ingress (RB1) Nickname        |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
Inner Ethernet Header:
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |             Inner Destination MAC Address  (ESb)              |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | Inner Destination MAC Address | Inner Source MAC Address      |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |                  Inner Source MAC Address  (ESa)              |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |Ethertype = C‑Tag [802.1Q‑2005]| Inner.VLAN Tag Information    |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
Payload:
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | Ethertype of Original Payload |                               |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+                               |
   |                                  Original Ethernet Payload    |
   |                                                               |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
Frame Check Sequence:
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |               New FCS (Frame Check Sequence)                  |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



             Figure 7: TRILL Data Encapsulation over Ethernet




4.1.1. VLAN Tag Information

   A "VLAN Tag" (formerly known as a Q-tag), also known as a "C-tag" for
   customer tag, includes a VLAN ID and a priority field as shown in
   Figure 8.  The "VLAN ID" may be zero, indicating that no VLAN is
   specified, just a priority, although such frames are called "priority
   tagged" rather than "VLAN tagged" [802.1Q-2005].



   Use of [802.1ad] S-tags, also known as service tags, and use of
   stacked tags, are beyond the scope of this document.



+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+
| Priority  | C |                  VLAN ID                      |
+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+



                      Figure 8: VLAN Tag Information



   As recommended in [802.1Q-2005], Rbridges SHOULD be implemented so as
   to allow use of the full range of VLAN IDs from 0x001 through 0xFFE.
   Rbridges MAY support a smaller number of simultaneously active VLAN
   IDs.  VLAN ID zero is the null VLAN identifier and indicates that no
   VLAN is specified while VLAN ID 0xFFF is reserved.



   The VLAN ID 0xFFF MUST NOT be used.  Rbridges MUST discard any frame
   they receive with an Outer.VLAN ID of 0xFFF.  Rbridges MUST discard
   any frame for which they examine the Inner.VLAN ID and find it to be
   0xFFF; such examination is required at all egress Rbridges that
   decapsulate a frame.



   The "C" bit shown in Figure 8 is not used in the Inner.VLAN in TRILL.
   It MUST be set to zero there by ingress RBridges, transparently
   forwarded by transit RBridges, and is ignored by egress RBridges.



   As specified in [802.1Q-2005], the priority field contains an
   unsigned value from 0 through 7 where 1 indicates the lowest
   priority, 7 the highest priority, and the default priority zero is
   considered to be higher than priority 1 but lower than priority 2.
   The [802.1ad] amendment to [802.1Q-2005] permits mapping some
   adjacent pairs of priority levels into a single priority level with
   and without drop eligibility.  Ongoing work in IEEE 802.1 (802.1az,
   Appendix E) suggests the ability to configure "priority groups" that
   have a certain guaranteed bandwidth.  RBridges ports MAY also
   implement such options.  RBridges are not required to implement any
   particular number of distinct priority levels but may treat one or
   more adjacent priority levels in the same fashion.



   Frames with the same source address, destination address, VLAN, and
   priority that are received on the same port as each other and are
   transmitted on the same port MUST be transmitted in the order
   received unless the RBridge classifies the frames into more fine-
   grained flows, in which case this ordering requirement applies to
   each such flow.  Frames in the same VLAN with the same priority and
   received on the same port may be sent out different ports if
   multipathing is in effect.  (See Appendix C.)



   The C-Tag Ethertype [RFC5342] is 0x8100.




4.1.2. Inner VLAN Tag

   The "Inner VLAN Tag Information" (Inner.VLAN) field contains the VLAN
   tag information associated with the native frame when it was
   ingressed or the VLAN tag information associated with a TRILL ESADI
   frame when that frame was created.  When a TRILL frame passes through
   a transit RBridge, the Inner.VLAN MUST NOT be changed except when
   VLAN mapping is being intentionally performed within that RBridge.



   When a native frame arrives at an RBridge, the associated VLAN ID and
   priority are determined as specified in [802.1Q-2005] (see Appendix D
   and [802.1Q-2005], Section 6.7).  If the RBridge is an appointed
   forwarder for that VLAN and the delivery of the frame requires
   transmission to one or more other links, this ingress RBridge forms a
   TRILL Data frame with the associated VLAN ID and priority placed in
   the Inner.VLAN information.



   The VLAN ID is required at the ingress Rbridge as one element in
   determining the appropriate egress Rbridge for a known unicast frame
   and is needed at the ingress and every transit Rbridge for multi-
   destination frames to correctly prune the distribution tree.




4.1.3. Outer VLAN Tag

   TRILL frames sent by an RBridge, except for some TRILL-Hello frames,
   use an Outer.VLAN ID specified by the Designated RBridge (DRB) for
   the link onto which they are being sent, referred to as the
   Designated VLAN.  For TRILL data and ESADI frames, the priority in
   the Outer.VLAN tag SHOULD be set to the priority in the Inner.VLAN
   tag.



   TRILL frames forwarded by a transit RBridge use the priority present
   in the Inner.VLAN of the frame as received.  TRILL Data frames are
   sent with the priority associated with the corresponding native frame
   when received (see Appendix D).  TRILL IS-IS frames SHOULD be sent
   with priority 7.



   Whether an Outer.VLAN tag actually appears on the wire when a TRILL
   frame is sent depends on the configuration of the RBridge port
   through which it is sent in the same way as the appearance of a VLAN
   tag on a frame sent by an [802.1Q-2005] bridge depends on the
   configuration of the bridge port (see Section 4.9.2).




4.1.4. Frame Check Sequence (FCS)

   Each Ethernet frame has a single Frame Check Sequence (FCS) that is
   computed to cover the entire frame, for detecting frame corruption
   due to bit errors on a link.  Thus, when a frame is encapsulated, the
   original FCS is not included but is discarded.  Any received frame
   for which the FCS check fails SHOULD be discarded (this may not be
   possible in the case of cut through forwarding).  The FCS normally
   changes on encapsulation, decapsulation, and every TRILL hop due to
   changes in the outer destination and source addresses, the
   decrementing of the hop count, etc.



   Although the FCS is normally calculated just before transmission, it
   is desirable, when practical, for an FCS to accompany a frame within
   an RBridge after receipt.  That FCS could then be dynamically updated
   to account for changes to the frame during Rbridge processing and
   used for transmission or checked against the FCS calculated for frame
   transmission.  This optional, more continuous use of an FCS would be
   helpful in detecting some internal RBridge failures such as memory
   errors.




4.2. Link State Protocol (IS-IS)

   TRILL uses an extension of IS-IS [ISO10589] [RFC1195] as its routing
   protocol.  IS-IS has the following advantages:



   o  It runs directly over Layer 2, so therefore it may be run without
      configuration (no IP addresses need to be assigned).



   o  It is easy to extend by defining new TLV (type-length-value) data
      elements and sub-elements for carrying TRILL information.



   This section describes TRILL use of IS-IS, except for the TRILL-Hello
   protocol, which is described in Section 4.4, and the MTU-probe and
   MTU-ack messages that are described in Section 4.3.




4.2.1. IS-IS RBridge Identity

   Each RBridge has a unique 48-bit (6-octet) IS-IS System ID.  This ID
   may be derived from any of the RBridge's unique MAC addresses.



   A pseudonode is assigned a 7-octet ID by the DRB that created it, by
   taking a 6-octet ID owned by the DRB, and appending another octet.
   The 6-octet ID used to form a pseudonode ID SHOULD be the DRB's ID
   unless the DRB has to create IDs for pseudonodes for more than 255
   links.  The only constraint for correct operation is that the 7-octet
   ID be unique within the campus, and that the 7th octet be nonzero.
   An RBridge has a 7-octet ID consisting of its 6-octet system ID
   concatenated with a zero octet.



   In this document, we use the term "IS-IS ID" to refer to the 7-octet
   quantity that can be either the ID of an RBridge or a pseudonode.




4.2.2. IS-IS Instances

   TRILL implements a separate IS-IS instance from any used by Layer 3,
   that is, different from the one used by routers.  Layer 3 IS-IS
   frames must be distinguished from TRILL IS-IS frames even when those
   Layer 3 IS-IS frames are transiting an RBridge campus.



   Layer 3 IS-IS native frames have special multicast destination
   addresses specified for that purpose, such as AllL1ISs or AllL2ISs.
   When they are TRILL encapsulated, these multicast addresses appear as
   the Inner.MacDA and the Outer.MacDA will be the All-RBridges
   multicast address.



   Within TRILL, there is an IS-IS instance across all Rbridges in the
   campus as described in Section 4.2.3.  This instance uses TRILL IS-IS
   frames that are distinguished by having a different Ethertype
   "L2-IS-IS".  Additionally, for TRILL IS-IS frames that are multicast,
   there is a distinct multicast destination address of
   All-IS-IS-RBridges.  TRILL IS-IS frames do not have a TRILL header.



   ESADI is a separate protocol from the IS-IS instance implemented by
   all the RBridges.  There is a separate ESADI instance for each VLAN,
   and ESADI frames are encapsulated just like TRILL Data frames.  After
   the TRILL header, the ESADI frame has an inner Ethernet header with
   the Inner.MacDA of "All-ESADI-RBridges" and the "L2-IS-IS" Ethertype
   followed by the ESADI frame.




4.2.3. TRILL IS-IS Frames

   All Rbridges MUST participate in the TRILL IS-IS instance, which
   constitutes a single Level 1 IS-IS area using the fixed area address
   zero.  TRILL IS-IS frames are never forwarded by an RBridge but are
   locally processed on receipt.  (Such processing may cause the RBridge
   to send additional TRILL IS-IS frames.)



   A TRILL IS-IS frame on an 802.3 link is structured as shown below.
   All such frames are Ethertype encoded.  The RBridge port out of which
   such a frame is sent will strip the outer VLAN tag if configured to
   do so.



Outer Ethernet Header:
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |             All‑IS‑IS‑RBridges Multicast Address              |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | All‑IS‑IS‑RBridges continued  | Source RBridge MAC Address    |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |             Source RBridge MAC Address continued              |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |Ethertype = C‑Tag [802.1Q‑2005]| Outer.VLAN Tag Information    |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |   L2‑IS‑IS Ethertype          |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
IS‑IS Payload:
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | IS‑IS Common Header, IS‑IS PDU Specific Fields, IS‑IS TLVs    |

Frame Check Sequence:
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |                 FCS (Frame Check Sequence)                    |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                    Figure 9: TRILL IS-IS Frame Format



   The VLAN specified in the Outer.VLAN information will be the
   Designated VLAN for the link on which the frame is sent, except in
   the case of some TRILL Hellos.




4.2.4. TRILL Link Hellos, DRBs, and Appointed Forwarders

   RBridges default to using TRILL Hellos unless, on a per-port basis,
   they are configured to use P2P Hellos.  TRILL-Hello frames are
   specified in Section 4.4.



   RBridges are normally configured to use P2P Hellos only when there
   are exactly two of them on a link.  However, it can occur that
   RBridges are misconfigured as to which type of hello to use.  This is
   safe but may cause lack of RBridge-to-RBridge connectivity.  An
   RBridge port configured to use P2P Hellos ignores TRILL Hellos, and
   an RBridge port configured to use TRILL Hellos ignores P2P Hellos.



   If any of the RBridge ports on a link is configured to use TRILL
   Hellos, one of such RBridge ports using TRILL Hellos is elected DRB
   (Designated RBridge) for the link.  This election is based on
   configured priority (most significant field), and source MAC address,
   as communicated by TRILL-Hello frames.  The DRB, as described in
   Section 4.2.4.2, designates the VLAN to be used on the link for
   inter-RBridge communication by the non-P2P RBridge ports and appoints
   itself or other RBridges on the link as appointed forwarder (see
   Section 4.2.4.3) for VLANs on the link.




4.2.4.1. P2P Hello Links

   RBridge ports can be configured to use IS-IS P2P Hellos.  This
   implies that the port is a point-to-point link to another RBridge.
   An RBridge MUST NOT provide any end-station (native frame) service on
   a port configured to use P2P Hellos.



   As with Layer 3 IS-IS, such P2P ports do not participate in a DRB
   election.  They send all frames VLAN tagged as being in the Desired
   Designated VLAN configured for the port, although this tag may be
   stripped if the port is so configured.  Since all traffic through the
   port should be TRILL frames or Layer 2 control frames, such a port
   cannot be an appointed forwarder.  RBridge P2P ports MUST use the
   IS-IS three-way handshake [RFC5303] so that extended circuit IDs are
   associated with the link for tie breaking purposes (see Section
   4.5.2).



   Even if all simple links in a network are physically point-to-point,
   if some of the nodes are bridges, the bridged LANs that include those
   bridges appear to be multi-access links to attached RBridges.  This
   would necessitate using TRILL Hellos for proper operation in many
   cases.



   While it is safe to erroneously configure ports as P2P, this may
   result in lack of connectivity.




4.2.4.2. Designated RBridge

   TRILL IS-IS elects one RBridge for each LAN link to be the Designated
   RBridge (DRB), that is, to have special duties.  The Designated
   RBridge:



   o  Chooses, for the link, and announces in its TRILL Hellos, the
      Designated VLAN ID to be used for inter-RBridge communication.
      This VLAN is used for all TRILL-encapsulated data and ESADI frames
      and TRILL IS-IS frames except some TRILL-Hello frames.



   o  If the link is represented in the IS-IS topology as a pseudonode,
      chooses a pseudonode ID and announces that in its TRILL Hellos and
      issues an LSP on behalf of the pseudonode.



   o  Issues CSNPs.



   o  For each VLAN-x appearing on the link, chooses an RBridge on the
      link to be the appointed VLAN-x forwarder (the DRB MAY choose
      itself to be the appointed VLAN-x forwarder for all or some of the
      VLANs).



   o  Before appointing a VLAN-x forwarder (including appointing
      itself), wait at least its Holding Time (to ensure it is the DRB).



   o  If configured to send TRILL-Hello frames, continues to send them
      on all its enabled VLANs that have been configured in the
      Announcing VLANs set of the DRB, which defaults to all enabled
      VLANs.




4.2.4.3. Appointed VLAN-x Forwarder

   The appointed VLAN-x forwarder for a link is responsible for the
   following points.  In connection with the loop avoidance points, when
   an appointed forwarder for a port is "inhibited", it drops any native
   frames it receives and does not transmit but instead drops any native
   frames it decapsulates, in the VLAN for which it is appointed.



   o  Loop avoidance:



      -  Inhibiting itself for a time, configurable per port from zero
         to 30 seconds, which defaults to 30 seconds, after it sees a
         root bridge change on the link (see Section 4.9.3.2).



‑  Inhibiting itself for VLAN‑x, if it has received a Hello in
   which the sender asserts that it is appointed forwarder and
   that is either
   +  received on VLAN‑x (has VLAN‑x as its Outer.VLAN) or
   +  was originally sent on VLAN‑x as indicated inside the body
      of the Hello.



      -  Optionally, not decapsulating a frame from ingress RBridge RBm
         unless it has RBm's LSP, and the root bridge on the link it is
         about to forward onto is not listed in RBm's list of root
         bridges for VLAN-x.  This is known as the "decapsulation check"
         or "root bridge collision check".



   o  Unless inhibited (see above), receiving VLAN-x native traffic from
      the link and forwarding it as appropriate.



   o  Receiving VLAN-x traffic for the link and, unless inhibited,
      transmitting it in native form after decapsulating it as
      appropriate.



   o  Learning the MAC address of local VLAN-x nodes by looking at the
      source address of VLAN-x frames from the link.



   o  Optionally learning the port of local VLAN-x nodes based on any
      sort of Layer 2 registration protocols, such as IEEE 802.11
      association and authentication.



o  Keeping track of the { egress RBridge, VLAN, MAC address } of
   distant VLAN‑x end nodes, learned by looking at the fields
   { ingress RBridge, Inner.VLAN ID, Inner.MacSA } from VLAN‑x frames
   being received for decapsulation onto the link.



   o  Optionally observe native IGMP [RFC3376], MLD [RFC2710], and MRD
      [RFC4286] frames to learn the presence of local multicast
      listeners and multicast routers.



   o  Optionally listening to TRILL ESADI messages for VLAN-x to learn
      { egress RBridge, VLAN-x, MAC address } triplets and the
      confidence level of such explicitly advertised end nodes.



   o  Optionally advertising VLAN-x end nodes, on links for which it is
      appointed VLAN-x forwarder, in ESADI messages.



   o  Sending TRILL-Hello frames on VLAN-x unless the Announcing VLANs
      set for the port has been configured to disable them.



   o  Listening to BPDUs on the common spanning tree to learn the root
      bridge, if any, for that link and to report in its LSP the
      complete set of root bridges seen on any of its links for which it
      is appointed forwarder for VLAN-x.



   When an appointed forwarder observes that the DRB on a link has
   changed, it no longer considers itself appointed for that link until
   appointed by the new DRB.




4.2.4.4. TRILL LSP Information

   The information items in the TRILL IS-IS LSP that are mentioned
   elsewhere in this document are listed below.  Unless an item is
   stated in the list below to be optional, it MUST be included.  Other
   items MAY be included unless their inclusion is prohibited elsewhere
   in this document.  The actual encoding of this information and the
   IS-IS Type or sub-Type values for any new IS-IS TLV or sub-TLV data
   elements are specified in separate documents [RFC6165] [RFC6326].



   1. The IS-IS IDs of neighbors (pseudonodes as well as RBridges) of
      RBridge RBn, and the cost of the link to each of those neighbors.
      RBridges MUST use the Extended IS Reachability TLV (#22, also
      known as "wide metric" [RFC5305]) and MUST NOT use the IS
      Reachability TLV (#2, also known as "narrow metric").  To
      facilitate efficient operation without configuration and
      consistent with [802.1D], RBridges SHOULD, by default, set the
      cost of a link to the integer part of twenty trillion
      (20,000,000,000,000) divided by the RBridge port's bit rate but
      not more than 2**24-2 (16,777,214); for example, the cost for a
      link accessed by a 1Gbps port would default to 20,000.  (Note that
      2**24-1 has a special meaning in IS-IS and would exclude the link
      from SPF routes.)  However, the link cost MAY, by default, be
      decreased for aggregated links and/or increased to not more than
      2**24-2 if the link appears to be a bridged LAN.  The tested MTU
      for the link (see Section 4.3) MAY be included via a sub-TLV.



   2. The following information in connection with the nickname or each
      of the nicknames of RBridge RBn:



      2.1. The nickname value (2 octets).



      2.2. The unsigned 8-bit priority for RBn to have that nickname

           (see Section 3.7.3).



      2.3. The 16-bit unsigned priority of that nickname to becoming a

           distribution tree root.



   3. The maximum TRILL Header Version supported by RBridge RBn.



   4. The following information, in addition to the per-nickname tree
      root priority, in connection with distribution tree determination
      and announcement.  (See Section 4.5 for further details on how
      this information is used.)



      4.1. An unsigned 16-bit number that is the number of trees all

           RBridges in the campus calculate if RBn has the highest
           priority tree root.



      4.2. A second unsigned 16-bit number that is the number of trees

           RBn would like to use.



      4.3. A third unsigned 16-bit number that is the maximum number of

           distribution trees that RBn is able to calculate.



      4.4. A first list of nicknames that are intended distribution

           trees for all RBridges in the campus to calculate.



      4.5. A second list of nicknames that are distribution trees RBn

           would like to use when ingressing multi-destination frames.



   5. The list of VLAN IDs of VLANs directly connected to RBn for links
      on which RBn is the appointed forwarder for that VLAN.  (Note: An
      RBridge may advertise that it is connected to additional VLANs in
      order to receive additional frames to support certain VLAN-based
      features beyond the scope of this specification as mentioned in
      Section 4.8.4 and in a separate document concerning VLAN mapping
      inside RBridges.) RBridges may associate advertised connectivity
      to different groups of VLANs with specific nicknames they hold.
      In addition, the LSP contains the following information on a per-
      VLAN basis:



      5.1. Per-VLAN Multicast Router attached flags: This is two bits of

           information that indicate whether there is an IPv4 and/or
           IPv6 multicast router attached to the Rbridge on that VLAN.
           An RBridge that does not do IP multicast control snooping
           MUST set both of these bits (see Section 4.5.4).  This
           information is used because IGMP [RFC3376] and MLD [RFC2710]
           Membership Reports MUST be transmitted to all links with IP
           multicast routers, and SHOULD NOT be transmitted to links
           without such routers.  Also, all frames for IP-derived
           multicast addresses MUST be transmitted to all links with IP
           multicast routers (within a VLAN), in addition to links from
           which an IP node has explicitly asked to join the group the
           frame is for, except for some IP multicast addresses that
           MUST be treated as broadcast.



      5.2. Per-VLAN mandatory announcement of the set of IDs of Root

           bridges for any of RBn's links on which RBn is appointed
           forwarder for that VLAN.  Where MSTP (Multiple Spanning Tree
           Protocol) is running on a link, this is the root bridge of
           the CIST (Common and Internal Spanning Tree).  This is to
           quickly detect cases where two Layer 2 clouds accidentally
           get merged, and where there might otherwise temporarily be
           two DRBs for the same VLAN on the same link.  (See Section
           4.2.4.3.)



      5.3. Optionally, per-VLAN Layer 2 multicast addresses derived from

           IPv4 IGMP and IPv6 MLD notification messages received from
           attached end nodes on that VLAN, indicating the location of
           listeners for these multicast addresses (see Section 4.5.5).



      5.4. Per-VLAN ESADI protocol participation flag, priority, and

           holding time.  If this flag is one, it indicates that the
           RBridge wishes to receive such TRILL ESADI frames (see
           Section 4.2.5.1).



      5.5. Per-VLAN appointed forwarder status lost counter (see Section

           4.8.3).



   6. Optionally, the largest TRILL IS-IS frame that the RBridge can
      handle using the originatingLSPBufferSize TLV #14 (see Section
      4.3).



   7. Optionally, a list of VLAN groups where address learning is shared
      across that VLAN group (see Section 4.8.4).  Each VLAN group is a
      list of VLAN IDs, where the first VLAN ID listed in a group, if
      present, is the "primary" and the others are "secondary".  This is
      to detect misconfiguration of features outside the scope of this
      document.  RBridges that do not support features such as "shared
      VLAN learning" ignore this field.



   8. Optionally, the Authentication TLV #10 (see Section 6).




4.2.5. The TRILL ESADI Protocol

   RBridges that are the appointed VLAN-x forwarder for a link MAY
   participate in the TRILL ESADI protocol for that VLAN.  But all
   transit RBridges MUST properly forward TRILL ESADI frames as if they
   were multicast TRILL Data frames.  TRILL ESADI frames are structured
   like IS-IS frames but are always TRILL encapsulated on the wire as if
   they were TRILL Data frames.



   Because of this forwarding, it appears to the ESADI protocol at an
   RBridge that it is directly connected by a shared virtual link to all
   other RBridges in the campus running ESADI for that VLAN.  RBridges
   that do not implement the ESADI protocol or are not appointed
   forwarder for that VLAN do not decapsulate or locally process any
   TRILL ESADI frames they receive for that VLAN.  In other words, these
   frames are transparently tunneled through transit RBridges.  Such
   transit RBridges treat them exactly as multicast TRILL Data frames
   and no special processing is invoked due to such forwarding.



   TRILL ESADI frames sent on an IEEE 802.3 link are structured as shown
   below.  The outer VLAN tag will not be present if it was stripped by
   the port out of which the frame was sent.



Outer Ethernet Header:
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |                Next Hop Destination Address                   |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | Next Hop Destination Address  | Sending RBridge MAC Address   |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |               Sending RBridge Port MAC Address                |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |Ethertype = C‑Tag [802.1Q‑2005]| Outer.VLAN Tag Information    |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
TRILL Header:
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | Ethertype = TRILL             | V | R |M|Op‑Length| Hop Count |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | Egress (Dist. Tree) Nickname  | Ingress (Origin) Nickname     |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
Inner Ethernet Header:
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |             All‑ESADI‑RBridges Multicast Address              |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | All‑ESADI‑RBridges continued  | Origin RBridge MAC Address    |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |                Origin RBridge MAC Address continued           |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |Ethertype = C‑Tag [802.1Q‑2005]| Inner.VLAN Tag Information    |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | Ethertype = L2‑IS‑IS          |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
ESADI Payload (formatted as IS‑IS):
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | IS‑IS Common Header, IS‑IS PDU Specific Fields, IS‑IS TLVs    |

Frame Check Sequence:
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |                  FCS (Frame Check Sequence)                   |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                    Figure 10: TRILL ESADI Frame Format



   The Next Hop Destination Address or Outer.MacDA is the All-RBridges
   multicast address.  The VLAN specified in the Outer.VLAN information
   will always be the Designated VLAN for the link on which the frame is
   sent.  The V and R fields will be zero while the M field will be one.
   The VLAN specified in the Inner.VLAN information will be the VLAN to
   which the ESADI frame applies.  The Origin RBridge MAC Address or
   Inner.MacSA MUST be a globally unique MAC address owned by the
   RBridge originating the ESADI frame, for example, any of its port MAC
   addresses, and each RBridge MUST use the same Inner.MacSA for all of
   the ESADI frames that RBridge originates.




4.2.5.1. TRILL ESADI Participation

   An RBridge does not send any Hellos because of participation in the
   ESADI protocol.  The information available in the TRILL IS-IS link
   state database is sufficient to determine the ESADI DRB on the
   virtual link for the ESADI protocol for each VLAN.  In particular,
   the link state database information for each RBridge includes the
   VLANs, if any, for which that RBridge is participating in the ESADI
   protocol, its priority for being selected as DRB for the ESADI
   protocol for each of those VLANs, its holding time, and its IS-IS
   system ID for breaking ties in priority.



   An RBridge need not perform any routing calculation because of
   participation in the ESADI protocol.  Since all RBridges
   participating in ESADI for a particular VLAN appear to be connected
   to the same single virtual link, there are no routing decisions to be
   made.  A participating RBridge merely transmits the ESADI frames it
   originates on this virtual link.



   The ESADI DRB sends TRILL-ESADI-CSNP frames on the ESADI virtual
   link.  For robustness, a participating RBridge that determines that
   some other RBridge should be ESADI DRB on such a virtual link but has
   not received or sent a TRILL-ESADI-CSNP in at least the ESADI DRB
   holding time MAY also send a TRILL-ESADI-CSNP on the virtual link.  A
   participating RBridge that determines that no other RBridges are
   participating in the ESADI protocol for a particular VLAN SHOULD NOT
   send ESADI information or TRILL-ESADI-CSNPs on the virtual link for
   that VLAN.




4.2.5.2. TRILL ESADI Information

   The information distributed with the ESADI protocol is the list of
   local end-station MAC addresses known to the originating RBridge and,
   for each such address, a one-octet unsigned "confidence" rating in
   the range 0-254 (see Section 4.8).



   It is intended to optionally provide for VLAN ID translation within
   RBridges, as specified in [VLAN-MAPPING].  This includes translating
   TRILL ESADI frames.  If TRILL ESADI frames could contain VLAN IDs in
   arbitrary internal locations, such translation would be impractical.
   Thus, TRILL ESADI frames MUST NOT contain the VLAN ID of the VLAN to
   which they apply in the body of the frame after the Inner.VLAN tag.




4.2.6. SPF, Forwarding, and Ambiguous Destinations

   This section describes the logical result desired.  Alternative
   implementation methods may be used as long as they produce the same
   forwarding behavior.



   When building a forwarding table, an RBridge RB1 calculates shortest
   paths from itself as described in Appendix C.1 of [RFC1195].
   Nicknames are added into the shortest path calculation as a final
   step, just as with an end node.  If multiple RBridges, say, RBa and
   RBb, claim the same nickname, this is a transitory condition and one
   of RBa or RBb will defer and choose a new nickname.  However, RB1
   simply adds that nickname as if it were attached to both RBa and RBb,
   and uses its standard shortest path calculation to choose the next
   hop.



   An ingress RBridge RB2 maps a native frame's known unicast
   destination MAC address and VLAN into an egress RBridge nickname.  If
   RB2 learns addresses only from the observation of received and
   decapsulated frames, then such MAC addresses cannot be duplicated
   within a VLAN in RB2 tables because more recent learned information,
   if of a higher or equal confidence, overwrites previous information
   and, if of a lower confidence, is ignored.  However, duplicates of
   the same MAC within a VLAN can appear in ESADI data and between ESADI
   data and addresses learned from the observation of received and
   decapsulated frames, entered by manual configuration, or learned
   through Layer 2 registration protocols.  If duplicate MAC addresses
   occur within a VLAN, RB2 sends frames to the MAC with the highest
   confidence.  If confidences are also tied between the duplicates, for
   consistency it is suggested that RB2 direct all such frames (or all
   such frames in the same ECMP flow) toward the same egress RBridge;
   however, the use of other policies will not cause a network problem
   since transit RBridges do not examine the Inner.MacDA for known
   unicast frames.




4.3. Inter-RBridge Link MTU Size

   There are two reasons why it is important to know what size of frame
   each inter-RBridge link in the campus can support:



   1. RBridge RB1 must know the size of link state information messages
      it can generate that will be guaranteed to be forwardable across
      all inter-RBridge links in the campus.



   2. If traffic engineering tools know which links support larger than
      minimally acceptable data packet sizes, paths can be computed that
      can support large data packets.




4.3.1. Determining Campus-Wide TRILL IS-IS MTU Size

   In a stable campus, there must ultimately be agreement among all
   RBridges on the value of "Sz", the minimum acceptable inter-RBridge
   link size for the campus, for the proper operation of TRILL IS-IS.
   All RBridges MUST format their link state information messages to be
   in chunks of size no larger than what they believe Sz to be.  Also,
   every RBridge RB1 SHOULD test each of its RBridge adjacencies, say,
   to RB2, to ensure that the RB1-RB2 link can forward packets of at
   least size Sz.



   Sz has no direct effect on end stations and is not directly related
   to any end-station-to-end-station "path MTU".  Methods of using Sz or
   any link MTU information gathered by TRILL IS-IS in the traffic
   engineering of routes or the determination of any path MTU is beyond
   the scope of this document.  Native frames that, after TRILL
   encapsulation, exceed the MTU of a link on which they are sent will
   generally be discarded.



   Sz is determined by having each RBridge (optionally) advertise, in
   its LSP, its assumption of the value of the campus-wide Sz.  This LSP
   element is known in IS-IS as the originatingLSPBufferSize, TLV #14.
   The default and minimum value for Sz, and the implicitly advertised
   value of Sz if the TLV is absent, is 1470 octets.  This length (which
   is also the maximum size of a TRILL-Hello) was chosen to make it
   extremely unlikely that a TRILL control frame, even with reasonable
   additional headers, tags, and/or encapsulation, would encounter MTU
   problems on an inter-RBridge link.



   The campus-wide value of Sz is the smallest value of Sz advertised by
   any RBridge.




4.3.2. Testing Link MTU Size

   There are two new TRILL IS-IS message types for use between pairs of
   RBridge neighbors to test the bidirectional packet size capacity of
   their connection.  These messages are:



‑‑ MTU‑probe
‑‑ MTU‑ack



   Both the MTU-probe and the MTU-ack are padded to the size being
   tested.



   Sending of MTU-probes is optional; however, an RBridge RB2 that
   receives an MTU-probe from RB1 MUST respond with an MTU-ack padded to
   the same size as the MTU-probe.  The MTU-probe MAY be multicast to
   All-RBridges, or unicast to a specific RBridge.  The MTU-ack is
   normally unicast to the source of the MTU-probe to which it responds
   but MAY be multicast to All-RBridges.



   If RB1 fails to receive an MTU-ack to a probe of size X from RB2
   after k tries (where k is a configurable parameter whose default is
   3), then RB1 assumes the RB1-RB2 link cannot support size X.  If X is
   not greater than Sz, then RB1 sets the "failed minimum MTU test" flag
   for RB2 in RB1's Hello.  If size X succeeds, and X > Sz, then RB1
   advertises the largest tested X for each adjacency in the TRILL
   Hellos RB1 sends on that link, and RB1 MAY advertise X as an
   attribute of the link to RB2 in RB1's LSP.




4.4. TRILL-Hello Protocol

   The TRILL-Hello protocol is a little different from the Layer 3 IS-IS
   LAN Hello protocol and uses a new type of IS-IS message known as a
   TRILL-Hello.




4.4.1. TRILL-Hello Rationale

   The reason for defining this new type of link in TRILL is that in
   Layer 3 IS-IS, the LAN Hello protocol may elect multiple Designated
   Routers (DRs) since, when choosing a DR, routers ignore other routers
   with whom they do not have 2-way connectivity.  Also, Layer 3 IS-IS
   LAN Hellos are padded, to avoid forming adjacencies between neighbors
   that can't speak the maximum-sized packet to each other.  This means,
   in Layer 3 IS-IS, that neighbors that have connectivity to each
   other, but with an MTU on that connection less than what they
   perceive as maximum sized packets, will not see each other's Hellos.
   The result is that routers might form cliques, resulting in the link
   turning into multiple pseudonodes.



   This behavior is fine for Layer 3, but not for Layer 2, where loops
   may form if there are multiple DRBs.  Therefore, the TRILL-Hello
   protocol is a little different from Layer 3 IS-IS's LAN Hello
   protocol.



   One other issue with TRILL-Hellos is to ensure that subsets of the
   information can appear in any single message, and be processable, in
   the spirit of IS-IS LSPs and CSNPs.  TRILL-Hello frames, even though
   they are not padded, can become very large.  An example where this
   might be the case is when some sort of backbone technology
   interconnects hundreds of TRILL sites over what would appear to TRILL
   to be a giant Ethernet, where the RBridges connected to that cloud
   will perceive that backbone to be a single link with hundreds of
   neighbors.



   In TRILL (unlike in Layer 3 IS-IS), the DRB is selected based solely
   on priority and MAC address.  In other words, if RB2 receives a
   TRILL-Hello from RB1 with higher (priority, MAC), RB2 defers to RB1
   as DRB, regardless of whether RB1 lists RB2 in RB1's TRILL-Hello.



   Although the neighbor list in a TRILL-Hello does not influence the
   DRB election, it does determine what is announced in LSPs.  RB1 only
   reports links to RBridges with which it has two-way connectivity.  If
   RB1 is the DRB on a link, and for whatever reason (MTU mismatch, or
   one-way connectivity) RB1 and RB2 do not have two-way connectivity,
   then RB2 does not report a link to RB1 (or the pseudonode), and RB1
   (or RB1 on behalf of the pseudonode) does not report a link to RB2.




4.4.2. TRILL-Hello Contents and Timing

   The TRILL-Hello has a new IS-IS message type.  It starts with the
   same fixed header as an IS-IS LAN Hello, which includes the 7-bit
   priority for the issuing RBridge to be DRB on that link.  TRILL-
   Hellos are sent with the same timing as IS-IS LAN Hellos.



   TRILL-Hello messages, including their Outer.MacDA and Outer.MacSA,
   but excluding any Outer.VLAN or other tags, MUST NOT exceed 1470
   octets in length and SHOULD NOT be padded.  The following information
   MUST appear in every TRILL-Hello.  References to "TLV" may actually
   be a "sub-TLV" as specified in separate documents [RFC6165]
   [RFC6326].



   1. The VLAN ID of the Designated VLAN for the link.



   2. A copy of the Outer.VLAN ID with which the Hello was tagged on
      sending.



   3. A 16-bit port ID assigned by the sending RBridge to the port the
      TRILL-Hello is sent on such that no two ports of that RBridge have
      the same port ID.



   4. A nickname of the sending RBridge.



   5. Two flags as follows:



      5.a. A flag that, if set, indicates that the sender has detected

           VLAN mapping on the link, within the past 2 of its Holding
           Times.



      5.b. A flag that, if set, indicates that the sender believes it is

           appointed forwarder for the VLAN and port on which the TRILL-
           Hello was sent.



   The following information MAY appear:



   1. The set of VLANs for which end-station service is enabled on the
      port.



   2. Several flags as follows:



      2.a. A flag that, if set, indicates that the sender's port was

           configured as an access port.



      2.b. A flag that, if set, indicates that the sender's port was

           configured as a trunk port.



      2.c. A bypass pseudonode flag, as described below in this section.



   3. If the sender is the DRB, the Rbridges (excluding itself) that it
      appoints as forwarders for that link and the VLANs for which it
      appoints them.  As described below, this TLV is designed so that
      not all the appointment information need be included in each
      Hello.  Its absence means that appointed forwarders should
      continue as previously assigned.



   4. The TRILL neighbor list.  This is a new TLV, not the same as the
      IS-IS Neighbor TLV, in order to accommodate fragmentation and
      reporting MTU on the link (see Section 4.4.2.1).



   The Appointed Forwarders TLV specifies a range of VLANs and, within
   that range, specifies which Rbridge, if any, other than the DRB, is
   appointed forwarder for the VLANs in that range [RFC6326].
   Appointing an RBridge as forwarder on a port for a VLAN that is not
   enabled on that port has no effect.



   It is anticipated that many links between RBridges will be point-to-
   point, in which case using a pseudonode merely adds to the
   complexity.  If the DRB specifies the bypass pseudonode bit in its
   TRILL-Hellos, the RBridges on the link just report their adjacencies
   as point-to-point.  This has no effect on how LSPs are flooded on a
   link.  It only affects what LSPs are generated.



   For example, if RB1 and RB2 are the only RBridges on the link and RB1
   is the DRB, then if RB1 creates a pseudonode that is used, there are
   3 LSPs: for, say, RB1.25 (the pseudonode), RB1, and RB2, where RB1.25
   reports connectivity to RB1 and RB2, and RB1 and RB2 each just say
   they are connected to RB1.25.  Whereas if DRB RB1 sets the bypass
   pseudonode bit in its Hellos, then there will be only 2 LSPs: RB1 and
   RB2 each reporting connectivity to each other.



   A DRB SHOULD set the bypass pseudonode bit for its links unless, for
   a particular link, it has seen at least two simultaneous adjacencies
   on the link at some point since it last rebooted.




4.4.2.1. TRILL Neighbor List

   The new TRILL Neighbor TLV includes the following information for
   each neighbor it lists:



   1.  The neighbor's MAC address.



   2.  MTU size to this neighbor as a 2-octet unsigned integer in units
      of 4-octet chunks.  The value zero indicates that the MTU is
      untested.



   3.  A flag for "failed minimum MTU test".



To allow partial reporting of neighbors, the neighbor IDs MUST be
sorted by ID.  If a set of neighbors { X1, X2, X3, ...  Xn } is
reported in RB1's Hello, then X1 < X2 < X3, ...  < Xn.  If RBridge
RB2's ID is between X1 and Xn, and does not appear in RB1's Hello,
then RB2 knows that RB1 has not heard RB2's Hello.



   Additionally there are two overall TRILL Neighbor List TLV flags:
   "the smallest ID I reported in this Hello is the smallest ID of any
   neighbor", and "the largest ID I reported in this Hello is the
   largest ID of any neighbor".  If all the neighbors fit in RB1's
   TRILL-Hello, both flags will be set.



If RB1 reports { X1, ...  Xn } in its Hello, with the "smallest" flag
set, and RB2's ID is smaller than X1, then RB2 knows that RB1 has not
heard RB2's Hello.  Similarly, if RB2's ID is larger than Xn and the
"largest" flag is set, then RB2 knows that RB1 has not heard RB2's
Hello.



   To ensure that any RBridge RB2 can definitively determine whether RB1
   can hear RB2, RB1's neighbor list MUST eventually cover every
   possible range of IDs, that is, within a period that depends on RB1's
   policy and not necessarily within any specific period such as the
   holding time.  In other words, if X1 is the smallest ID reported in
   one of RB1's neighbor lists, and the "smallest" flag is not set, then
   X1 MUST also appear as the largest ID reported in a different TRILL-
   Hello neighbor list.  Or, fragments may overlap, as long as there is
   no gap, such that some range, say, between Xi and Xj, never appears
   in any fragment.




4.4.3. TRILL MTU-Probe and TRILL Hello VLAN Tagging

   The MTU-probe mechanism is designed to determine the MTU for
   transmissions between RBridges.  MTU-probes and probe
   acknowledgements are only sent on the Designated VLAN.



   An RBridge RBn maintains for each port the same VLAN information as a
   customer IEEE [802.1Q-2005] bridge, including the set of VLANs
   enabled for output through that port (see Section 4.9.2).  In
   addition, RBn maintains the following TRILL-specific VLAN parameters
   per port:



      a) Desired Designated VLAN: the VLAN that RBn, if it is the DRB,
         will specify in its TRILL-Hellos as the VLAN to be used by all
         RBridges on the link to communicate all TRILL frames, except
         some TRILL-Hellos.  This MUST be a VLAN enabled on RBn's port.
         It defaults to the numerically lowest enabled VLAN ID, which is
         VLAN 1 for a default configuration RBridge.



      b) Designated VLAN: the VLAN being used on the link for all TRILL
         frames except some TRILL Hellos.  This is RBn's Desired
         Designated VLAN if RBn believes it is the DRB or the Designated
         VLAN in the DRB's Hellos if RBn is not the DRB.



      c) Announcing VLANs set.  This defaults to the enabled VLANs set
         on the port but may be configured to be a subset of the enabled
         VLANs.



      d) Forwarding VLANs set: the set of VLANs for which an RBridge
         port is appointed VLAN forwarder on the port.  This MUST
         contain only enabled VLANs for the port, possibly all enabled
         VLANs.



   On each of its ports that is not configured to use P2P Hellos, an
   RBridge sends TRILL-Hellos Outer.VLAN tagged with each VLAN in a set
   of VLANs.  This set depends on the RBridge's DRB status and the above
   VLAN parameters.  RBridges send TRILL Hellos Outer.VLAN tagged with
   the Designated VLAN, unless that VLAN is not enabled on the port.  In
   addition, the DRB sends TRILL Hellos Outer.VLAN tagged with each
   enabled VLAN in its Announcing VLANs set.  All non-DRB RBridges send
   TRILL-Hellos Outer.VLAN tagged with all enabled VLANs that are in the
   intersection of their Forwarding VLANs set and their Announcing VLANs
   set.  More symbolically, TRILL-Hello frames, when sent, are sent as
   follows:



If sender is DRB
   intersection ( Enabled VLANs,
   union ( Designated VLAN, Announcing VLANs ) )

If sender is not DRB
   intersection ( Enabled VLANs,
   union ( Designated VLAN,
   intersection ( Forwarding VLANs, Announcing VLANs ) ) )



   Configuring the Announcing VLANs set to be null minimizes the number
   of TRILL-Hellos.  In that case, TRILL-Hellos are only tagged with the
   Designated VLAN.  Great care should be taken in configuring an
   RBridge to not send TRILL Hellos on any VLAN where that RBridge is
   appointed forwarder as, under some circumstances, failure to send
   such Hellos can lead to loops.



   The number of TRILL-Hellos is maximized, within this specification,
   by configuring the Announcing VLANs set to be the set of all enabled
   VLAN IDs, which is the default.  In that case, the DRB will send
   TRILL-Hello frames tagged with all its Enabled VLAN tags; in
   addition, any non-DRB RBridge RBn will send TRILL-Hello frames tagged
   with the Designated VLAN, if enabled, and tagged with all VLANs for
   which RBn is an appointed forwarder.  (It is possible to send even
   more TRILL-Hellos.  In particular, non-DRB RBridges could send TRILL-
   Hellos on enabled VLANs for which they are not an appointed forwarder
   and which are not the Designated VLAN.  This would cause no harm
   other than a further communications and processing burden.)



   When an RBridge port comes up, until it has heard a TRILL-Hello from
   a higher priority RBridge, it considers itself to be DRB on that port
   and sends TRILL-Hellos on that basis.  Similarly, even if it has at
   some time recognized some other RBridge on the link as DRB, if it
   receives no TRILL-Hellos on that port from an RBridge with higher
   priority as DRB for a long enough time, as specified by IS-IS, it
   will revert to believing itself DRB.




4.4.4. Multiple Ports on the Same Link

   It is possible for an RBridge RB1 to have multiple ports to the same
   link.  It is important for RB1 to recognize which of its ports are on
   the same link, so, for instance, if RB1 is appointed forwarder for
   VLAN A, RB1 knows that only one of its ports acts as appointed
   forwarder for VLAN A on that link.



   RB1 detects this condition based on receiving TRILL-Hello messages
   with the same IS-IS pseudonode ID on multiple ports.  RB1 might have
   one set of ports, say, { p1, p2, p3 } on one link, and another set of
   ports { p4, p5 } on a second link, and yet other ports, say, p6, p7,
   p8, that are each on distinct links.  Let us call a set of ports on
   the same link a "port group".



   If RB1 detects that a set of ports, say, { p1, p2, p3 }, is a port
   group on a link, then RB1 MUST ensure that it does not cause loops
   when it encapsulates and decapsulates traffic from/to that link.  If
   RB1 is appointed forwarder for VLAN A on that Ethernet link, RB1 MUST
   encapsulate/decapsulate VLAN A on only one of the ports.  However, if
   RB1 is appointed forwarder for more than one VLAN, RB1 MAY choose to
   load split among its ports, using one port for some set of VLANs, and
   another port for a disjoint set of VLANs.



   If RB1 detects VLAN mapping occurring (see Section 4.4.5), then RB1
   MUST NOT load split as appointed forwarder, and instead MUST act as
   appointed VLAN forwarder on that link on only one of its ports in the
   port group.



   When forwarding TRILL-encapsulated multi-destination frames to/from a
   link on which RB1 has a port group, RB1 MAY choose to load split
   among its ports, provided that it does not duplicate frames, and
   provided that it keeps frames for the same flow on the same port.  If
   RB1's neighbor on that link, RB2, accepts multi-destination frames on
   that tree on that link from RB1, RB2 MUST accept the frame from any
   of RB2's adjacencies to RB1 on that link.



   If an RBridge has more than one port connected to a link and those
   ports have the same MAC address, they can be distinguished by the
   port ID contained in TRILL-Hellos.




4.4.5. VLAN Mapping within a Link

   IEEE [802.1Q-2005] does not provide for bridges changing the C-tag
   VLAN ID for a tagged frame they receive, that is, mapping VLANs.
   Nevertheless, some bridge products provide this capability and, in
   any case, bridged LANs can be configured to display this behavior.
   For example, a bridge port can be configured to strip VLAN tags on
   output and send the resulting untagged frames onto a link leading to
   another bridge's port configured to tag these frames with a different
   VLAN.  Although each port's configuration is legal under
   [802.1Q-2005], in the aggregate they perform manipulations not
   permitted on a single customer [802.1Q-2005] bridge.  Since RBridge
   ports have the same VLAN capabilities as customer [802.1Q-2005]
   bridges, this can occur even in the absence of bridges.  (VLAN
   mapping is referred to in IEEE 802.1 as "VLAN ID translation".)



   RBridges include the Outer.VLAN ID inside every TRILL-Hello message.
   When a TRILL-Hello is received, RBridges compare this saved copy with
   the Outer.VLAN ID information associated with the received frame.  If
   these differ and the VLAN ID inside the Hello is X and the Outer.VLAN
   is Y, it can be assumed that VLAN ID X is being mapped into VLAN ID
   Y.



   When non-DRB RB2 detects VLAN mapping, based on receiving a TRILL-
   Hello where the VLAN tag in the body of the Hello differs from the
   one in the outer header, it sets a flag in all of its TRILL-Hellos
   for a period of two of its Holding Times since the last time RB2
   detected VLAN mapping.  When DRB RB1 is informed of VLAN mapping,
   either because of receiving a TRILL-Hello that has been VLAN-mapped,
   or because of seeing the "VLAN mapping detected" flag in a neighbor's
   TRILL-Hello on the link, RB1 re-assigns VLAN forwarders to ensure
   there is only a single forwarder on the link for all VLANs.




4.5. Distribution Trees

   RBridges use distribution trees to forward multi-destination frames
   (see Section 2.4.2).  Distribution trees are bidirectional.  Although
   a single tree is logically sufficient for the entire campus, the
   computation of additional distribution trees is warranted for the
   following reasons: it enables multipathing of multi-destination
   frames and enables the choice of a tree root closer to or, in the
   limit, identical with the ingress RBridge.  Such a closer tree root
   improves the efficiency of the delivery of multi-destination frames
   that are being delivered to a subset of the links in the campus and
   reduces out-of-order delivery when a unicast address transitions
   between unknown and known.  If applications are in use where
   occasional out-of-order unicast frames due to such transitions are a
   problem, the RBridge campus should be engineered to make sure they
   are of extremely low probability, such as by using the ESADI
   protocol, configuring addresses to eliminate unknown destination
   unicast frames, or using keep alive frames.



   An additional level of flexibility is the ability of an RBridge to
   acquire multiple nicknames, and therefore have multiple trees rooted
   at the same RBridge.  Since the tree number is used as a tiebreaker
   for equal cost paths, the different trees, even if rooted at the same
   RBridge, will likely utilize different equal cost paths.



   How an ingress RBridge chooses the distribution tree or trees that it
   uses for multi-destination frames is beyond the scope of this
   document.  However, for the reasons stated above, in the absence of
   other factors, a good choice is the tree whose root is least cost
   from the ingress RBridge and that is the default for an ingress
   RBridge that uses a single tree to distribute multi-destination
   frames.



   RBridges will precompute all the trees that might be used, and keep
   state for Reverse Path Forwarding Check filters (see Section 4.5.2).
   Also, since the tree number is used as a tiebreaker, it is important
   for all RBridges to know:



o  how many trees to compute
o  which trees to compute
o  what the tree number for each tree is
o  which trees each ingress RBridge might choose (for building
   Reverse Path Forwarding Check filters)



   Each RBridge advertises in its LSP a "tree root" priority for its
   nickname or for each of its nicknames if it has been configured to
   have more than one.  This is a 16-bit unsigned integer that defaults,
   for an unconfigured RBridge, to 0x8000.  Tree roots are ordered with
   highest numerical priority being highest priority, then with system
   ID of the RBridge (numerically higher = higher priority) as
   tiebreaker, and if that is equal, by the numerically higher nickname
   value, as an unsigned integer, having priority.



   Each RBridge advertises in its LSP the maximum number of distribution
   trees that it can compute and the number of trees that it wants all
   RBridges in the campus to compute.  The number of trees, k, that are
   computed for the campus is the number wanted by the RBridge RB1,
   which has the nickname with the highest "tree root" priority, but no
   more than the number of trees supported by the RBridge in the campus
   that supports the fewest trees.  If RB1 does not specify the specific
   distribution tree roots as described below, then the k highest
   priority trees are the trees that will be computed by all RBridges.
   Note that some of these k highest priority trees might be rooted at
   the same RBridge, if that RBridge has multiple nicknames.



   If an RBridge specifies the number of trees it can compute, or the
   number of trees it wants computed for the campus, as 0, it is treated
   as specifying them as 1.  Thus, k defaults to 1.



   In addition, the RBridge RB1 having the highest root priority
   nickname might explicitly advertise a set of s trees by providing a
   list of s nicknames.  In that case, the first k of those s trees will
   be computed.  If s is less than k, or if any of the s nicknames
   associated with the trees RB1 is advertising does not exist within
   the LSP database, then the RBridges still compute k trees, but the
   remaining trees they select are the highest priority trees, such that
   k trees are computed.



   There are two exceptions to the above, which can cause fewer
   distribution trees to be computed, as follows:



   o  A nickname whose tree root priority is zero is not selected as a
      tree root based on priority, although it may be selected by being
      listed by the RBridge holding the highest priority tree root
      nickname.  The one exception to this is that if all nicknames have
      priority zero, then the highest priority among them as determined



      by the tiebreakers is used as a tree root so that there is always
      guaranteed to be at least one distribution tree.



   o  As a transient condition, two or more identical nicknames can
      appear in the list of roots for trees to be computed.  In such a
      case, it is useless to compute a tree for the nickname(s) that are
      about to be lost by the RBridges holding them.  So a distribution
      tree is only computed for the instance of the nickname where the
      priority to hold that nickname value is highest, reducing the
      total number of trees computed.  (It would also be of little use
      to go further down the priority ordered list of possible tree root
      nicknames to maintain the number of trees as the additional tree
      roots found this way would only be valid for a very brief nickname
      transition period.)



   The k trees calculated for a campus are ordered and numbered from 1
   to k.  In addition to advertising the number k, RB1 might explicitly
   advertise a set of s trees by providing a list of s nicknames as
   described above.



   - If s == k, then the trees are numbered in the order that RB1
     advertises them.



   - If s == 0, then the trees are numbered in order of decreasing
     priority.  For example, if RB1 advertises only that k=2, then the
     highest priority tree is number 1 and the 2nd highest priority tree
     is number 2.



‑ If s < k, then those advertised by RB1 are numbered from 1 in the
  order advertised.  Then the remainder are chosen by priority order
  from among the remaining possible trees with the numbering
  continuing.  For example, if RB1 advertises k=4, advertises
  { Tx, Ty } as the nicknames of the root of the trees, and the
  campus‑wide priority ordering of trees in decreasing order is Ty >
  Ta > Tc > Tb > Tx, the numbering will be as follows: Tx is 1 and Ty
  is 2 since that is the order they are advertised in by RB1.  Then
  Ta is 3 and Tc is 4 because they are the highest priority trees
  that have not already been numbered.




4.5.1. Distribution Tree Calculation

   RBridges do not use spanning tree to calculate distribution trees.
   Instead, distribution trees are calculated based on the link state
   information, selecting a particular RBridge nickname as the root.
   Each RBridge RBn independently calculates a tree rooted at RBi by
   performing the SPF (Shortest Path First) calculation with RBi as the
   root without requiring any additional exchange of information.



   It is important, when building a distribution tree, that all RBridges
   choose the same links for that tree.  Therefore, when there are equal
   cost paths for a particular tree, all RBridges need to use the same
   tiebreakers.  It is also desirable to allow splitting of traffic on
   as many links as possible.  For this reason, a simple tiebreaker such
   as "always choose the parent with lower ID" would not be desirable.
   Instead, TRILL uses the tree number as a parameter in the tiebreaking
   algorithm.



   When building the tree number j, remember all possible equal cost
   parents for node N.  After calculating the entire "tree" (actually,
   directed graph), for each node N, if N has "p" parents, then order
   the parents in ascending order according to the 7-octet IS-IS ID
   considered as an unsigned integer, and number them starting at zero.
   For tree j, choose N's parent as choice j mod p.



   Note that there might be multiple equal cost links between N and
   potential parent P that have no pseudonodes, because they are either
   point-to-point links or pseudonode-suppressed links.  Such links will
   be treated as a single link for the purpose of tree building, because
   they all have the same parent P, whose IS-IS ID is "P.0".



   In other words, the set of potential parents for N, for the tree
   rooted at R, consists of those that give equally minimal cost paths
   from N to R and that have distinct IS-IS IDs, based on what is
   reported in LSPs.




4.5.2. Multi-Destination Frame Checks

   When a multi-destination TRILL-encapsulated frame is received by an
   RBridge, there are four checks performed, each of which may cause the
   frame to be discarded:



   1. Tree Adjacency Check: Each RBridge RBn keeps a set of adjacencies
      ( { port, neighbor } pairs ) for each distribution tree it is
      calculating.  One of these adjacencies is toward the tree root
      RBi, and the others are toward the leaves.  Once the adjacencies
      are chosen, it is irrelevant which ones are towards the root RBi
      and which are away from RBi.  RBridges MUST drop a multi-
      destination frame that arrives at a port from an RBridge that is
      not an adjacency for the tree on which the frame is being
      distributed.  Let's suppose that RBn has calculated that
      adjacencies a, c, and f are in the RBi tree.  A multi-destination
      frame for the distribution tree RBi is received only from one of
      the adjacencies a, c, or f (otherwise it is discarded) and
      forwarded to the other two adjacencies.  Should RBn have multiple
      ports on a link, a multi-destination frame it sends on one of
      these ports will be received by the others but will be discarded
      as an RBridge is not adjacent to itself.



   2. RPF Check: Another technique used by RBridges for avoiding
      temporary multicast loops during topology changes is the Reverse
      Path Forwarding Check.  It involves checking that a multi-
      destination frame, based on the tree and the ingress RBridge,
      arrives from the expected link.  RBridges MUST drop multi-
      destination frames that fail the RPF check.



      To limit the amount of state necessary to perform the RPF check,
      each RBridge RB2 MUST announce which trees RB2 may choose when RB2
      ingresses a multi-destination packet.  When any RBridge, say, RB3,
      is computing the tree from nickname X, RB3 computes, for each
      RBridge RB2 that might act as ingress for tree X, the link on
      which RB3 should receive a packet from ingress RB2 on tree X, and
      note for that link that RB2 is a legal ingress RBridge for tree X.



      The information to determine which trees RB2 might choose is
      included in RB2's LSP.  Similarly to how the highest priority
      RBridge RB1 specifies the k trees that will be computed by all
      RBridges, RB2 specifies a number j, which is the total number of
      different trees RB2 might specify, and the specific trees RB2
      might specify are a combination of specified trees and trees
      selected from highest priority trees.  If RB2 specifies any trees
      that are not in the k trees as specified by RB1, they are ignored.



      The j potential ingress trees for RB2 are the ones with nicknames
      that RB2 has explicitly specified in "specified ingress tree
      nicknames" (and that are included in the k campus-wide trees
      selected by highest priority RBridge RB1), with the remainder (up
      to the maximum of {j,k}) being the highest priority of the k
      campus-wide trees.



      The default value for j is 1.  The value 0 for j is special and
      means that RB2 can pick any of the k trees being computed for the
      campus.



   3. Parallel Links Check: If the tree-building and tiebreaking for a
      particular multi-destination frame distribution tree selects a
      non-pseudonode link between RB1 and RB2, that "RB1-RB2 link" might
      actually consist of multiple links.  These parallel links would be
      visible to RB1 and RB2, but not to the rest of the campus (because
      the links are not represented by pseudonodes).  If this bundle of
      parallel links is included in a tree, it is important for RB1 and
      RB2 to decide which link to use, but is irrelevant to other
      RBridges, and therefore, the tiebreaking algorithm need not be
      visible to any RBridges other than RB1 and RB2.  In this case,
      RB1-RB2 adjacencies are ordered as follows, with the one "most
      preferred" adjacency being the one on which RB1 and RB2 transmit
      to and receive multi-destination frames from each other.



      a) Most preferred are those established by P2P Hellos.
         Tiebreaking among those is based on preferring the one with the
         numerically highest Extended Circuit ID as associated with the
         adjacency by the RBridge with the highest System ID.



      b) Next considered are those established through TRILL-Hello
         frames, with suppressed pseudonodes.  Note that the pseudonode
         is suppressed in LSPs, but still appears in the TRILL-Hello,
         and therefore is available for this tiebreaking.  Among these
         links, the one with the numerically largest pseudonode ID is
         preferred.



   4. Port Group Check: If an RBridge has multiple ports attached to the
      same link, a multi-destination frame it is receiving will arrive
      on all of them.  All but one received copy of such a frame MUST be
      discarded to avoid duplication.  All such frames that are part of
      the same flow must be accepted on the same port to avoid re-
      ordering.



   When a topology change occurs (including apparent changes during
   start up), an RBridge MUST adjust its input distribution tree filters
   no later than it adjusts its output forwarding.




4.5.3. Pruning the Distribution Tree

   Each distribution tree SHOULD be pruned per VLAN, eliminating
   branches that have no potential receivers downstream.  Multi-
   destination TRILL Data frames SHOULD only be forwarded on branches
   that are not pruned.



   Further pruning SHOULD be done in two cases: (1) IGMP [RFC3376], MLD
   [RFC2710], and MRD [RFC4286] messages, where these are to be
   delivered only to links with IP multicast routers; and (2) other
   multicast frames derived from an IP multicast address that should be
   delivered only to links that have registered listeners, plus links
   that have IP multicast routers, except for IP multicast addresses
   that must be broadcast.  Each of these cases is scoped per VLAN.



   Let's assume that RBridge RBn knows that adjacencies (a, c, and f)
   are in the nickname1 distribution tree.  RBn marks pruning
   information for each of the adjacencies in the nickname1-tree.  For
   each adjacency and for each tree, RBn marks:



   o  the set of VLANs reachable downstream,



   o  for each one of those VLANs, flags indicating whether there are
      IPv4 or IPv6 multicast routers downstream, and



   o  the set of Layer 2 multicast addresses derived from IP multicast
      groups for which there are receivers downstream.




4.5.4. Tree Distribution Optimization

   RBridges MUST determine the VLAN associated with all native frames
   they ingress and properly enforce VLAN rules on the emission of
   native frames at egress RBridge ports according to how those ports
   are configured and designated as appointed forwarders.  RBridges
   SHOULD also prune the distribution tree of multi-destination frames
   according to VLAN.  But, since they are not required to do such
   pruning, they may receive TRILL data or ESADI frames that should have
   been VLAN pruned earlier in the tree distribution.  They silently
   discard such frames.  A campus may contain some Rbridges that prune
   distribution trees on VLAN and some that do not.



   The situation is more complex for multicast.  RBridges SHOULD analyze
   IP-derived native multicast frames, and learn and announce listeners
   and IP multicast routers for such frames as discussed in Section 4.7
   below.  And they SHOULD prune the distribution of IP-derived
   multicast frames based on such learning and announcements.  But, they
   are not required to prune based on IP multicast listener and router
   attachment state.  And, unlike VLANs, where VLAN attachment state of
   ports MUST be maintained and honored, RBridges are not required to
   maintain IP multicast listener and router attachment state.



   An RBridge that does not examine native IGMP [RFC3376], MLD
   [RFC2710], or MRD [RFC4286] frames that it ingresses MUST advertise
   that it has IPv4 and IPv6 IP multicast routers attached for all the
   VLANs for which it is an appointed forwarder.  It need not advertise
   any IP-derived multicast listeners.  This will cause all IP-derived
   multicast traffic to be sent to this RBridge for those VLANs.  It
   then egresses that traffic onto the links for which it is appointed
   forwarder where the VLAN of the traffic matches the VLAN for which it
   is appointed forwarder on that link.  (This may cause the suppression
   of certain IGMP membership report messages from end stations, but
   that is not significant because any multicast traffic that such
   reports would be requesting will be sent to such end stations under
   these circumstances.)



   A campus may contain a mixture of Rbridges with different levels of
   IP-derived multicast optimization.  An RBridge may receive IP-derived
   multicast frames that should have been pruned earlier in the tree
   distribution.  It silently discards such frames.



   See also "Considerations for Internet Group Management Protocol
   (IGMP) and Multicast Listener Discovery (MLD) Snooping Switches"
   [RFC4541].




4.5.5. Forwarding Using a Distribution Tree

   With full optimization, forwarding a multi-destination data frame is
   done as follows.  References to adjacencies below do not include the
   adjacency on which a frame was received.



   o  The RBridge RBn receives a multi-destination TRILL Data frame with
      inner VLAN-x and a TRILL header indicating that the selected tree
      is the nickname1 tree;



   o  if the source from which the frame was received is not one of the
      adjacencies in the nickname1 tree for the specified ingress
      RBridge, the frame is dropped (see Section 4.5.1);



   o  else, if the frame is an IGMP or MLD announcement message or an
      MRD query message, then the encapsulated frame is forwarded onto
      adjacencies in the nickname1 tree that indicate there are
      downstream VLAN-x IPv4 or IPv6 multicast routers as appropriate;



   o  else, if the frame is for a Layer 2 multicast address derived from
      an IP multicast group, but its IP address is not the range of IP
      multicast addresses that must be treated as broadcast, the frame
      is forwarded onto adjacencies in the nickname1 tree that indicate
      there are downstream VLAN-x IP multicast routers of the
      corresponding type (IPv4 or IPv6), as well as adjacencies that
      indicate there are downstream VLAN-x receivers for that group
      address;



   o  else (the inner frame is for a Layer 2 multicast address not
      derived from an IP multicast group or an unknown destination or
      broadcast or an IP multicast address that is required to be
      treated as broadcast), the frame is forwarded onto an adjacency if
      and only if that adjacency is in the nickname1 tree, and marked as
      reaching VLAN-x links.



   For each link for which RBn is appointed forwarder, RBn additionally
   checks to see if it should decapsulate the frame and send it to the
   link in native form, or process the frame locally.



   TRILL ESADI frames will be delivered only to RBridges that are
   appointed forwarders for their VLAN.  Such frames will be multicast
   throughout the campus, like other non-IP-derived multicast data
   frames, on the distribution tree chosen by the RBridge that created
   the TRILL ESADI frame, and pruned according to the Inner.VLAN ID.
   Thus, all the RBridges that are appointed forwarders for a link in
   that VLAN receive them.




4.6. Frame Processing Behavior

   This section describes RBridge behavior for all varieties of received
   frames, including how they are forwarded when appropriate.  Section
   4.6.1 covers native frames, Section 4.6.2 covers TRILL frames, and
   Section 4.6.3 covers Layer 2 control frames.  Processing may be
   organized or sequenced in a different way than described here as long
   as the result is the same.  See Section 1.4 for frame type
   definitions.



   Corrupt frames, for example, frames that are not a multiple of 8
   bits, are too short or long for the link protocol/hardware in use, or
   have a bad FCS are discarded on receipt by an RBridge port as they
   are discarded on receipt at an IEEE 802.1 bridge port.



   Source address information ( { VLAN, Outer.MacSA, port } ) is learned
   by default from any frame with a unicast source address (see Section
   4.8).




4.6.1. Receipt of a Native Frame

   If the port is configured as disabled or if end-station service is
   disabled on the port by configuring it as a trunk port or configuring
   it to use P2P Hellos, the frame is discarded.



   The ingress Rbridge RB1 determines the VLAN ID for a native frame
   according to the same rules as IEEE [802.1Q-2005] bridges do (see
   Appendix D and Section 4.9.2).  Once the VLAN is determined, if RB1
   is not the appointed forwarder for that VLAN on the port where the
   frame was received or is inhibited, the frame is discarded.  If it is
   appointed forwarder for that VLAN and is not inhibited (see Section
   4.2.4.3), then the native frame is forwarded according to Section
   4.6.1.1 if it is unicast and according to Section 4.6.1.2 if it is
   multicast or broadcast.




4.6.1.1. Native Unicast Case

   If the destination MAC address of the native frame is a unicast
   address, the following steps are performed.



   The Layer 2 destination address and VLAN are looked up in the ingress
   RBridge's database of MAC addresses and VLANs to find the egress
   RBridge RBm or the local egress port or to discover that the
   destination is the receiving RBridge or is unknown.  One of the
   following four cases will apply:



   1. If the destination is the receiving RBridge, the frame is locally
      processed.



   2. If the destination is known to be on the same link from which the
      native frame was received but is not the receiving RBridge, the
      RBridge silently discards the frame, since the destination should
      already have received it.



   3. If the destination is known to be on a different local link for
      which RBm is the appointed forwarder, then RB1 converts the native
      frame to a TRILL Data frame with an Outer.MacDA of the next hop
      RBridge towards RBm, a TRILL header with M = 0, an ingress
      nickname for RB1, and the egress nickname for RBm.  If ingress RB1
      has multiple nicknames, it SHOULD use the same nickname in the
      ingress nickname field whenever it encapsulates a native frame
      from any particular source MAC address and VLAN.  This simplifies
      end node learning.  If RBm is RB1, processing then proceeds as in
      Section 4.6.2.4; otherwise, the Outer.MacSA is set to the MAC
      address of the RB1 port on the path to the next hop RBridge
      towards RBm and the frame is queued for transmission out of that
      port.



   4. If a unicast destination MAC is unknown in the frame's VLAN, RB1
      handles the frame as described in Section 4.6.1.2 for a broadcast
      frame except that the Inner.MacDA is the original native frame's
      unicast destination address.




4.6.1.2. Native Multicast and Broadcast Frames

   If the RBridge has multiple ports attached to the same link, all but
   one received copy of a native multicast or broadcast frame is
   discarded to avoid duplication.  All such frames that are part of the
   same flow must be accepted on the same port to avoid re-ordering.



   If the frame is a native IGMP [RFC3376], MLD [RFC2710], or MRD
   [RFC4286] frame, then RB1 SHOULD analyze it, learn any group
   membership or IP multicast router presence indicated, and announce
   that information for the appropriate VLAN in its LSP (see Section
   4.7).



   For all multi-destination native frames, RB1 forwards the frame in
   native form to its links where it is appointed forwarder for the
   frame's VLAN, subject to further pruning and inhibition.  In
   addition, it converts the native frame to a TRILL Data frame with the
   All-RBridges multicast address as Outer.MacDA, a TRILL header with
   the multi-destination bit M = 1, the ingress nickname for RB1, and
   the egress nickname for the distribution tree it decides to use.  It
   then forwards the frame on the pruned distribution tree (see Section
   4.5) setting the Outer.MacSA of each copy sent to the MAC address of
   the RB1 port on which it is sent.



   The default is for RB1 to write into the egress nickname field the
   nickname for a distribution tree, from the set of distribution trees
   RB1 has announced it might use, whose root is least cost from RB1.
   RB1 MAY choose different distribution trees for different frames if
   RB1 has been configured to path-split multicast.  In that case, RB1
   MUST select a tree by specifying a nickname that is a distribution
   tree root (see Section 4.5).  Also, RB1 MUST select a nickname that
   RB1 has announced (in RB1's own LSP) to be one of those that RB1
   might use.  The strategy RB1 uses to select distribution trees in
   multipathing multi-destination frames is beyond the scope of this
   document.




4.6.2. Receipt of a TRILL Frame

   A TRILL frame either has the TRILL or L2-IS-IS Ethertype or has a
   multicast Outer.MacDA allocated to TRILL (see Section 7.2).  The
   following tests are performed sequentially, and the first that
   matches controls the handling of the frame:



   1. If the Outer.MacDA is All-IS-IS-RBridges and the Ethertype is
      L2-IS-IS, the frame is handled as described in Section 4.6.2.1.



   2. If the Outer.MacDA is a multicast address allocated to TRILL other
      than All-RBridges, the frame is discarded.



   3. If the Outer.MacDA is a unicast address other than the receiving
      Rbridge port MAC address, the frame is discarded.  (Such discarded
      frames are most likely addressed to another RBridge on a multi-
      access link and that other Rbridge will handle them.)



   4. If the Ethertype is not TRILL, the frame is discarded.



   5. If the Version field in the TRILL header is greater than 0, the
      frame is discarded.



   6. If the hop count is 0, the frame is discarded.



   7. If the Outer.MacDA is multicast and the M bit is zero or if the
      Outer.MacDA is unicast and M bit is one, the frame is discarded.



   8. By default, an RBridge MUST NOT forward TRILL-encapsulated frames
      from a neighbor with which it does not have a TRILL IS-IS
      adjacency.  RBridges MAY be configured per port to accept these
      frames for forwarding in cases where it is known that a non-
      peering device (such as an end station) is configured to originate
      TRILL-encapsulated frames that can be safely forwarded.



   9. The Inner.MacDA is then tested.  If it is the All-ESADI-RBridges
      multicast address and RBn implements the ESADI protocol,
      processing proceeds as in Section 4.6.2.2 below.  If it is any
      other address or RBn does not implement ESADI, processing proceeds
      as in Section 4.6.2.3.




4.6.2.1. TRILL Control Frames

   The frame is processed by the TRILL IS-IS instance on RBn and is not
   forwarded.




4.6.2.2. TRILL ESADI Frames

   If M == 0, the frame is silently discarded.



   The egress nickname designates the distribution tree.  The frame is
   forwarded as described in Section 4.6.2.5.  In addition, if the
   forwarding Rbridge is an appointed forwarder for a link in the
   specified VLAN and implements the TRILL ESADI protocol and ESADI is
   enabled at the forwarding Rbridge for that VLAN, the inner frame is
   decapsulated and provided to that local ESADI protocol.




4.6.2.3. TRILL Data Frames

   The M flag is then checked.  If it is zero, processing continues as
   described in Section 4.6.2.4, if it is one, processing continues as
   described in Section 4.6.2.5.




4.6.2.4. Known Unicast TRILL Data Frames

   The egress nickname in the TRILL header is examined, and if it is
   unknown or reserved, the frame is discarded.



   If RBn is a transit RBridge, the hop count is decremented by one and
   the frame is forwarded to the next hop RBridge towards the egress
   RBridge.  (The provision permitting RBridges to decrease the hop
   count by more than one under some circumstances (see Section 3.6)
   applies only to multi-destination frames, not to the known unicast
   frames considered in this subsection.)  The Inner.VLAN is not
   examined by a transit RBridge when it forwards a known unicast TRILL
   Data frame.  For the forwarded frame, the Outer.MacSA is the MAC
   address of the transmitting port, the Outer.MacDA is the unicast
   address of the next hop RBridge, and the VLAN is the Designated VLAN
   on the link onto which the frame is being transmitted.



   If RBn is not a transit RBridge, that is, if the egress RBridge
   indicated is the RBridge performing the processing, the Inner.MacSA
   and Inner.VLAN ID are, by default, learned as associated with the
   ingress nickname unless that nickname is unknown or reserved or the
   Inner.MacSA is not unicast.  Then the frame being forwarded is
   decapsulated to native form, and the following checks are performed:



   o  The Inner.MacDA is checked.  If it is not unicast, the frame is
      discarded.



   o  If the Inner.MacDA corresponds to the RBridge doing the
      processing, the frame is locally delivered.



   o  The Inner.VLAN ID is checked.  If it is 0x0 or 0xFFF, the frame is
      discarded.



   o  The Inner.MacDA and Inner.VLAN ID are looked up in RBn's local
      address cache and the frame is then either sent onto the link
      containing the destination, if the RBridge is appointed forwarder
      for that link for the frame's VLAN and is not inhibited (or
      discarded if it is inhibited), or processed as in one of the
      following two paragraphs.



   A known unicast TRILL Data frame can arrive at the egress Rbridge
   only to find that the combination of Inner.MacDA and Inner.VLAN is
   not actually known by that RBridge.  One way this can happen is that
   the address information may have timed out in the egress RBridge MAC
   address cache.  In this case, the egress RBridge sends the native
   frame out on all links that are in the frame's VLAN for which the
   RBridge is appointed forwarder and has not been inhibited, except
   that it MAY refrain from sending the frame on links where it knows
   there cannot be an end station with the destination MAC address, for
   example, the link port is configured as a trunk (see Section 4.9.1).



   If, due to manual configuration or learning from Layer 2
   registration, the destination MAC and VLAN appear in RBn's local
   address cache for two or more links for which RBn is an uninhibited
   appointed forwarder for the frame's VLAN, RBn sends the native frame
   on all such links.




4.6.2.5. Multi-Destination TRILL Data Frames

   The egress and ingress nicknames in the TRILL header are examined
   and, if either is unknown or reserved, the frame is discarded.



   The Outer.MacSA is checked and the frame discarded if it is not a
   tree adjacency for the tree indicated by the egress RBridge nickname
   on the port where the frame was received.  The Reverse Path
   Forwarding Check is performed on the ingress and egress nicknames and
   the frame discarded if it fails.  If there are multiple TRILL-Hello
   pseudonode suppressed parallel links to the previous hop RBridge, the
   frame is discarded if it has been received on the wrong one.  If the
   RBridge has multiple ports connected to the link, the frame is
   discarded unless it was received on the right one.  For more
   information on the checks in this paragraph, see Section 4.5.2.



   If the Inner.VLAN ID of the frame is 0x0 or 0xFFF, the frame is
   discarded.



   If the RBridge is an appointed forwarder for the Inner.VLAN ID of the
   frame, the Inner.MacSA and Inner.VLAN ID are, by default, learned as
   associated with the ingress nickname unless that nickname is unknown
   or reserved or the Inner.MacSA is not unicast.  A copy of the frame
   is then decapsulated, sent in native form on those links in its VLAN
   for which the RBridge is appointed forwarder subject to additional
   pruning and inhibition as described in Section 4.2.4.3, and/or
   locally processed as appropriate.



   The hop count is decreased (possibly by more than one; see Section
   3.6), and the frame is forwarded down the tree specified by the
   egress RBridge nickname pruned as described in Section 4.5.



   For the forwarded frame, the Outer.MacSA is set to that of the port
   on which the frame is being transmitted, the Outer.MacDA is the
   All-RBridges multicast address, and the VLAN is the Designated VLAN
   of the link on which the frame is being transmitted.




4.6.3. Receipt of a Layer 2 Control Frame

   Low-level control frames received by an RBridge are handled within
   the port where they are received as described in Section 4.9.



   There are two types of high-level control frames, distinguished by
   their destination address, which are handled as described in the
   sections referenced below.



Name   Section   Destination Address

BPDU   4.9.3     01‑80‑C2‑00‑00‑00
VRP    4.9.4     01‑80‑C2‑00‑00‑21




4.7. IGMP, MLD, and MRD Learning

   Ingress RBridges SHOULD learn, based on native IGMP [RFC3376], MLD
   [RFC2710], and MRD [RFC4286] frames they receive in VLANs for which
   they are an uninhibited appointed forwarder, which IP-derived
   multicast messages should be forwarded onto which links.  Such frames
   are also, in general, encapsulated as TRILL Data frames and
   distributed as described below and in Section 4.5.



   An IGMP or MLD membership report received in native form from a link
   indicates a multicast group listener for that group on that link.  An
   IGMP or MLD query or an MRD advertisement received in native form
   from a link indicates the presence of an IP multicast router on that
   link.



   IP multicast group membership reports have to be sent throughout the
   campus and delivered to all IP multicast routers, distinguishing IPv4
   and IPv6.  All IP-derived multicast traffic must also be sent to all
   IP multicast routers for the same version of IP.



   IP multicast data SHOULD only be sent on links where there is either
   an IP multicast router for that IP type (IPv4 or IPv6) or an IP
   multicast group listener for that IP-derived multicast MAC address,
   unless the IP multicast address is in the range required to be
   treated as broadcast.



   RBridges do not need to announce themselves as listeners to the IPv4
   All-Snoopers multicast group (the group used for MRD reports
   [RFC4286]), because the IPv4 multicast address for that group is in
   the range where all frames sent to that IP multicast address must be
   broadcast (see [RFC4541], Section 2.1.2).  However, RBridges that are
   performing IPv6-derived multicast optimization MUST announce
   themselves as listeners to the IPv6 All-Snoopers multicast group.



   See also "Considerations for Internet Group Management Protocol
   (IGMP) and Multicast Listener Discovery (MLD) Snooping Switches"
   [RFC4541].




4.8. End-Station Address Details

   RBridges have to learn the MAC addresses and VLANs of their locally
   attached end stations for link/VLAN pairs for which they are the
   appointed forwarder.  Learning this enables them to do the following:



   o  Forward the native form of incoming known unicast TRILL Data
      frames onto the correct link.



   o  Decide, for an incoming native unicast frame from a link, where
      the RBridge is the appointed forwarder for the frame's VLAN,
      whether the frame is



      -  known to have been destined for another end station on the same
         link, so the RBridge need do nothing, or



      -  has to be converted to a TRILL Data frame and forwarded.



   RBridges need to learn the MAC addresses, VLANs, and remote RBridges
   of remotely attached end stations for VLANs for which they and the
   remote RBridge are an appointed forwarder, so they can efficiently
   direct native frames they receive that are unicast to those addresses
   and VLANs.




4.8.1. Learning End-Station Addresses

   There are five independent ways an RBridge can learn end-station
   addresses as follows:



   1. From the observation of VLAN-x frames received on ports where it
      is appointed VLAN-x forwarder, learning the { source MAC, VLAN,
      port } triplet of received frames.



   2. The { source MAC, VLAN, ingress RBridge nickname } triplet of any
      native frames that it decapsulates.



   3. By Layer 2 registration protocols learning the { source MAC, VLAN,
      port } of end stations registering at a local port.



   4. By running the TRILL ESADI protocol for one or more VLANs and
      thereby receiving remote address information and/or transmitting
      local address information.



   5. By management configuration.



   RBridges MUST implement capabilities 1 and 2 above.  RBridges use
   these capabilities unless configured, for one or more particular
   VLANs and/or ports, not to learn from either received frames or from
   decapsulating native frames to be transmitted or both.



   RBridges MAY implement capabilities 3 and 4 above.  If capability 4
   is implemented, the ESADI protocol is run only when the RBridge is
   configured to do so on a per-VLAN basis.



   RBridges SHOULD implement capability 5.



   Entries in the table of learned MAC and VLAN addresses and associated
   information also have a one-octet unsigned confidence level
   associated with each entry whose rationale is given below.  Such
   information learned from the observation of data has a confidence of
   0x20 unless configured to have a different confidence.  This
   confidence level can be configured on a per-RBridge basis separately
   for information learned from local native frames and that learned
   from remotely originated encapsulated frames.  Such information
   received via the TRILL ESADI protocol is accompanied by a confidence
   level in the range 0 to 254.  Such information configured by
   management defaults to a confidence level of 255 but may be
   configured to have another value.



   The table of learned MAC addresses includes (1) { confidence, VLAN,
   MAC address, local port } for addresses learned from local native
   frames and local registration protocols, (2) { confidence, VLAN, MAC
   address, egress RBridge nickname } for addresses learned from remote
   encapsulated frames and ESADI link state databases, and (3)
   additional information to implement timeout of learned addresses,
   statically configured addresses, and the like.



   When a new address and related information learned from observing
   data frames are to be entered into the local database, there are
   three possibilities:



   A. If this is a new { address, VLAN } pair, the information is

      entered accompanied by the confidence level.



   B. If there is already an entry for this { address, VLAN } pair with

      the same accompanying delivery information, the confidence level
      in the local database is set to the maximum of its existing
      confidence level and the confidence level with which it is being
      learned.  In addition, if the information is being learned with
      the same or a higher confidence level than its existing confidence
      level, timer information is reset.



   C. If there is already an entry for this { address, VLAN } pair with

      different information, the learned information replaces the older
      information only if it is being learned with higher or equal
      confidence than that in the database entry.  If it replaces older
      information, timer information is also reset.




4.8.2. Learning Confidence Level Rationale

   The confidence level mechanism allows an RBridge campus manager to
   cause certain address learning sources to prevail over others.  In a
   default configuration, without the optional ESADI protocol, addresses
   are only learned from observing local native frames and the
   decapsulation of received TRILL Data frames.  Both of these sources
   default to confidence level 0x20 so, since learning at an equal or
   high confidence overrides previous learning, the learning in such a
   default case mimics default 802.1 bridge learning.



   While RBridge campus management policies are beyond the scope of this
   document, here are some example types of policies that can be
   implemented with the confidence mechanism and the rationale for each:



   o  Locally received native frames might be considered more reliable
      than decapsulated frames received from remote parts of the campus.
      To stop MAC addresses learned from such local frames from being
      usurped by remotely received forged frames, the confidence in
      locally learned addresses could be increased or that in addresses
      learned from remotely sourced decapsulated frames decreased.



   o  MAC address information learned through a cryptographically
      authenticated Layer 2 registration protocol, such as 802.1X with a
      cryptographically based EAP method, might be considered more
      reliable than information learned through the mere observation of
      data frames.  When such authenticated learned address information
      is transmitted via the ESADI protocol, the use of authentication
      in the TRILL ESADI LSP frames could make tampering with it in
      transit very difficult.  As a result, it might be reasonable to
      announce such authenticated information via the ESADI protocol
      with a high confidence, so it would override any alternative
      learning from data observation.



   Manually configured address information is generally considered
   static and so defaults to a confidence of 0xFF while no other source
   of such information can be configured to a confidence any higher than
   0xFE.  However, for other cases, such as where the manual
   configuration is just a starting point that the Rbridge campus
   manager wishes to be dynamically overridable, the confidence of such
   manually configured information may be configured to a lower value.




4.8.3. Forgetting End-Station Addresses

   While RBridges need to learn end-station addresses as described
   above, it is equally important that they be able to forget such
   information.  Otherwise, frames for end stations that have moved to a
   different part of the campus could be indefinitely black-holed by
   RBridges with stale information as to the link to which the end
   station is attached.



   For end-station address information locally learned from frames
   received, the time out from the last time a native frame was received
   or decapsulated with the information conforms to the recommendations
   of [802.1D].  It is referred to as the "Ageing Time" and is
   configurable per RBridge with a range of from 10 seconds to 1,000,000
   seconds and a default value of 300 seconds.



   The situation is different for end-station address information
   acquired via the TRILL ESADI protocol.  It is up to the originating
   RBridge to decide when to remove such information from its ESADI LSPs
   (or up to ESADI protocol timeouts if the originating RBridge becomes
   inaccessible).



   When an RBridge ceases to be appointed forwarder for VLAN-x on a
   port, it forgets all end-station address information learned from the
   observation of VLAN-x native frames received on that port.  It also
   increments a per-VLAN counter of the number of times it lost
   appointed forwarder status on one of its ports for that VLAN.



   When, for all of its ports, RBridge RBn is no longer appointed
   forwarder for VLAN-x, it forgets all end-station address information
   learned from decapsulating VLAN-x native frames.  Also, if RBn is
   participating in the TRILL ESADI protocol for VLAN-x, it ceases to so
   participate after sending a final LSP nulling out the end-station
   address information for the VLAN that it had been originating.  In
   addition, all other RBridges that are VLAN-x forwarder on at least
   one of their ports notice that the link state data for RBn has
   changed to show that it no longer has a link on VLAN-x.  In response,
   they forget all end-station address information they have learned
   from decapsulating VLAN-x frames that show RBn as the ingress
   RBridge.



   When the appointed forwarder lost counter for RBridge RBn for VLAN-x
   is observed to increase via the TRILL IS-IS link state database but
   RBn continues to be an appointed forwarder for VLAN-x on at least one
   of its ports, every other RBridge that is an appointed forwarder for
   VLAN-x modifies the aging of all the addresses it has learned by
   decapsulating native frames in VLAN-x from ingress RBridge RBn as
   follows: the time remaining for each entry is adjusted to be no
   larger than a per-RBridge configuration parameter called (to
   correspond to [802.1D]) "Forward Delay".  This parameter is in the
   range of 4 to 30 seconds with a default value of 15 seconds.




4.8.4. Shared VLAN Learning

   RBridges can map VLAN IDs into a smaller number of identifiers for
   purposes of address learning, as [802.1Q-2005] bridges can.  Then,
   when a lookup is done in learned address information, this identifier
   is used for matching in place of the VLAN ID.  If the ID of the VLAN
   on which the address was learned is not retained, then there are the
   following consequences:



   o  The RBridge no longer has the information needed to participate in
      the TRILL ESADI protocol for the VLANs whose ID is not being
      retained.



   o  In cases where Section 4.8.3 above requires the discarding of
      learned address information based on a particular VLAN, when the
      VLAN ID is not available for entries under a shared VLAN
      identifier, instead the time remaining for each entry under that
      shared VLAN identifier is adjusted to be no longer than the
      RBridge's "Forward Delay".



   Although outside the scope of this specification, there are some
   Layer 2 features in which a set of VLANs has shared learning, where
   one of the VLANs is the "primary" and the other VLANs in the group
   are "secondaries".  An example of this is where traffic from
   different communities is separated using VLAN tags, and yet some
   resource (such as an IP router or DHCP server) is to be shared by all
   the communities.  A method of implementing this feature is to give a
   VLAN tag, say, Z, to a link containing the shared resource, and have
   the other VLANs, say, A, C, and D, be part of the group { primary =
   Z, secondaries = A, C, D }.  An RBridge, aware of this grouping,
   attached to one of the secondary VLANs in the group also claims to be
   attached to the primary VLAN.  So an RBridge attached to A would
   claim to also be attached to Z.  An RBridge attached to the primary
   would claim to be attached to all the VLANs in the group.



   This document does not specify how VLAN groups might be used.  Only
   RBridges that participate in a VLAN group will be configured to know
   about the VLAN group.  However, to detect misconfiguration, an
   RBridge configured to know about a VLAN group SHOULD report the VLAN
   group in its LSP.




4.9. RBridge Ports

   Section 4.9.1 below describes the several RBridge port configuration
   bits, Section 4.9.2 gives a logical port structure in terms of frame
   processing, and Sections 4.9.3 and 4.9.4 describe the handling of
   high-level control frames.




4.9.1. RBridge Port Configuration

   There are four per-port configuration bits as follows:



   o  Disable port bit.  When this bit is set, all frames received or to
      be transmitted are discarded, with the possible exception of some
      Layer 2 control frames (see Section 1.4) that may be generated and
      transmitted or received and processed within the port.  By
      default, ports are enabled.



   o  End-station service disable (trunk port) bit.  When this bit is
      set, all native frames received on the port and all native frames
      that would have been sent on the port are discarded.  (See
      Appendix B.)  (Note that, for this document, "native frames" does
      not include Layer 2 control frames.)  By default, ports are not
      restricted to being trunk ports.



      If a port with end-station service disabled reports, in a TRILL-
      Hello frame it sends out that port, which VLANs it provides end-
      station support for, it reports that there are none.



   o  TRILL traffic disable (access port) bit.  If this bit is set, the
      goal is to avoid sending any TRILL frames, except TRILL-Hello
      frames, on the port since it is intended only for native end-
      station traffic.  By default, ports are not restricted to being
      access ports.  This bit is reported in TRILL-Hello frames.  If RB1
      is the DRB and has this bit set in its TRILL-Hello, the DRB still
      appoints VLAN forwarders.  However, usually no pseudonode is
      reported, and none of the inter-RBridge links associated with that
      link are reported in LSPs.



      If the DRB RB1 does not have this bit set, but neighbor RB2 on the
      link does have the bit set, then RB1 does not appoint RB2 as
      appointed forwarder for any VLAN, and none of the RBridges
      (including the pseudonode) report RB2 as a neighbor in LSPs.



      In some cases even though the DRB has the "access port" flag set,
      the DRB MAY choose to create a pseudonode for the access port.  In
      this case, the other RBridges report connectivity to the
      pseudonode in their LSP, but the DRB sets the "overload" flag in
      the pseudonode LSP.



   o  Use P2P Hellos bit.  If this bit is set, Hellos sent on this port
      are IS-IS P2P Hellos.  By default TRILL-Hellos are used.  See
      Section 4.2.4.1 for more information on P2P links.



   The dominance relationship of these four configuration bits is as
   follows, where configuration bits to the left dominate those to the
   right.  That is to say, when any pair of bits is asserted,
   inconsistencies in behavior they mandate are resolved in favor of
   behavior mandated by the bit to the left of the other bit in this
   list.



         Disable > P2P > Access > Trunk




4.9.2. RBridge Port Structure

   An RBridge port can be modeled as having a lower-level structure
   similar to that of an [802.1Q-2005] bridge port as shown in Figure
   11.  In this figure, the double lines represent the general flow of
   the frames and information while single lines represent information
   flow only.  The dashed lines in connection with VRP (GVRP/MVRP) are
   to show that VRP support is optional.  An actual RBridge port
   implementation may be structured in any way that provides the correct
   behavior.



                  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
                  |                RBridge
                  |
                  | Interport Forwarding, IS‑IS.  Management, ...
                  |
                  +‑‑‑‑++‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑++‑‑
                       ||                      |             ||
                 TRILL || Data                 |             ||
                       ||                   +‑‑+‑‑‑‑‑‑‑‑‑+   ||
         +‑‑‑‑‑‑‑‑‑‑‑‑‑++‑‑‑‑‑+             |   TRILL    |   ||
         |    Encapsulation   |      +‑‑‑‑‑‑+ IS‑IS Hello|   ||
         |    Decapsulation   |      |      | Processing |   ||
         |     Processing     |      |      +‑‑‑‑‑++‑‑‑‑‑+   ||
         +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+      |            ||         ||
         |  RBridge Appointed +‑‑‑‑‑‑+            ||         ||
     +‑‑‑+   Forwarder and    |                   ||         ||
     |   |  Inhibition Logic  +==============\\   ||   //====++
     |   +‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑+   Native       \\ ++ //
     |             |        |     Frames         \++/
     |             |        |                     ||
+‑‑‑‑+‑‑‑‑‑+  +‑ ‑ + ‑ ‑ +  |                     ||
|  RBridge |  |  RBridge |  |                     || All TRILL and
|   BPDU   |  |    VRP   |  |                     || Native Frames
|Processing|  |Processing|  |                     ||
+‑‑‑‑‑++‑‑‑+  + ‑ ‑ ‑+‑ ‑+  |            +‑‑‑‑‑‑‑‑++‑‑+ <‑ EISS
      ||             |      |            |   802.1Q   |
      ||            |       |            | Port VLAN  |
      ||             |      |            |and Priority|
      ||            |       |            | Processing |
  +‑‑‑++‑‑‑‑‑‑‑‑‑‑‑‑++‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+ <‑‑ ISS
  |        802.1/802.3 Low‑Level Control Frame        |
  |        Processing, Port/Link Control Logic        |
  +‑‑‑‑‑‑‑‑‑‑‑‑++‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
               ||
               ||        +‑‑‑‑‑‑‑‑‑‑‑‑+
               ||        | 802.3 PHY  |
               ++========+ (Physical  +======== 802.3
                         | Interface) |         Link
                         +‑‑‑‑‑‑‑‑‑‑‑‑+



                  Figure 11: Detailed RBridge Port Model



   Low-level control frames are handled in the lower-level port/link
   control logic in the same way as in an [802.1Q-2005] bridge port.
   This can optionally include a variety of 802.1 or link specific
   protocols such as PAUSE (Annex 31B of [802.3]), link layer discovery
   [802.1AB], link aggregation [802.1AX], MAC security [802.1AE], or
   port-based access control [802.1X].  While handled at a low level,
   these frames may affect higher-level processing.  For example, a
   Layer 2 registration protocol may affect the confidence in learned
   addresses.  The upper interface to this lower-level port control
   logic corresponds to the Internal Sublayer Service (ISS) in
   [802.1Q-2005].



   High-level control frames (BPDUs and, if supported, VRP frames) are
   not VLAN tagged.  Although they extend through the ISS interface,
   they are not subject to port VLAN processing.  Behavior on receipt of
   a VLAN tagged BPDU or VLAN tagged VRP frame is unspecified.  If a VRP
   is not implemented, then all VRP frames are discarded.  Handling of
   BPDUs is described in Section 4.9.3.  Handling of VRP frames is
   described in Section 4.9.4.



   Frames other than Layer 2 control frames, that is, all TRILL and
   native frames, are subject to port VLAN and priority processing that
   is the same as for an [802.1Q-2005] bridge.  The upper interface to
   the port VLAN and priority processing corresponds to the Extended
   Internal Sublayer Service (EISS) in [802.1Q-2005].



   In this model, RBridge port processing below the EISS layer is
   identical to an [802.1Q-2005] bridge except for (1) the handling of
   high-level control frames and (2) that the discard of frames that
   have exceeded the Maximum Transit Delay is not mandatory but MAY be
   done.



   As described in more detail elsewhere in this document, incoming
   native frames are only accepted if the RBridge is an uninhibited
   appointed forwarder for the frame's VLAN, after which they are
   normally encapsulated and forwarded; outgoing native frames are
   usually obtained by decapsulation and are only output if the RBridge
   is an uninhibited appointed forwarder for the frame's VLAN.



   TRILL-Hellos, MTU-probes, and MTU-acks are handled per port and, like
   all TRILL IS-IS frames, are never forwarded.  They can affect the
   appointed forwarder and inhibition logic as well as the RBridge's
   LSP.



   Except TRILL-Hellos, MTU-probes, and MTU-acks, all TRILL control as
   well as TRILL data and ESADI frames are passed up to higher-level
   RBridge processing on receipt and passed down for transmission on
   creation or forwarding.  Note that these frames are never blocked due
   to the appointed forwarder and inhibition logic, which affects only
   native frames, but there are additional filters on some of them such
   as the Reverse Path Forwarding Check.




4.9.3. BPDU Handling

   If RBridge campus topology were static, RBridges would simply be end
   stations from a bridging perspective, terminating but not otherwise
   interacting with spanning tree.  However, there are reasons for
   RBridges to listen to and sometimes to transmit BPDUs as described
   below.  Even when RBridges listen to and transmit BPDUs, this is a
   local RBridge port activity.  The ports of a particular RBridge never
   interact so as to make the RBridge as a whole a spanning tree node.




4.9.3.1. Receipt of BPDUs

   Rbridges MUST listen to spanning tree configuration BPDUs received on
   a port and keep track of the root bridge, if any, on that link.  If
   MSTP is running on the link, this is the CIST root.  This information
   is reported per VLAN by the RBridge in its LSP and may be used as
   described in Section 4.2.4.3.  In addition, the receipt of spanning
   tree configuration BPDUs is used as an indication that a link is a
   bridged LAN, which can affect the RBridge transmission of BPDUs.



   An RBridge MUST NOT encapsulate or forward any BPDU frame it
   receives.



   RBridges discard any topology change BPDUs they receive, but note
   Section 4.9.3.3.




4.9.3.2. Root Bridge Changes

   A change in the root bridge seen in the spanning tree BPDUs received
   at an RBridge port may indicate a change in bridged LAN topology,
   including the possibility of the merger of two bridged LANs or the
   like, without any physical indication at the port.  During topology
   transients, bridges may go into pre-forwarding states that block
   TRILL-Hello frames.  For these reasons, when an RBridge sees a root
   bridge change on a port for which it is appointed forwarder for one
   or more VLANs, it is inhibited for a period of time between zero and
   30 seconds.  (An inhibited appointed forwarder discards all native
   frames received from or that it would otherwise have sent to the
   link.)  This time period is configurable per port and defaults to 30
   seconds.



   For example, consider two bridged LANs carrying multiple VLANs, each
   with various RBridge appointed forwarders.  Should they become
   merged, due to a cable being plugged in or the like, those RBridges
   attached to the original bridged LAN with the lower priority root
   will see a root bridge change while those attached to the other
   original bridged LAN will not.  Thus, all appointed forwarders in the
   lower priority set will be inhibited for a time period while things
   are sorted out by BPDUs within the merged bridged LAN and TRILL-Hello
   frames between the RBridges involved.




4.9.3.3. Transmission of BPDUs

   When an RBridge ceases to be appointed forwarder for one or more
   VLANs out a particular port, it SHOULD, as long as it continues to
   receive spanning tree BPDUs on that port, send topology change BPDUs
   until it sees the topology change acknowledged in a spanning tree
   configuration BPDU.



   RBridges MAY support a capability for sending spanning tree BPDUs for
   the purpose of attempting to force a bridged LAN to partition as
   discussed in Appendix A.3.3.




4.9.4. Dynamic VLAN Registration

   Dynamic VLAN registration provides a means for bridges (and less
   commonly end stations) to request that VLANs be enabled or disabled
   on ports leading to the requestor.  This is done by VLAN registration
   protocol (VRP) frames: GVRP or MVRP.  RBridges MAY implement GVRP
   and/or MVRP as described below.



   VRP frames are never encapsulated as TRILL frames between RBridges or
   forwarded in native form by an RBridge.  If an RBridge does not
   implement a VRP, it discards any VRP frames received and sends none.



   RBridge ports may have dynamically enabled VLANs.  If an RBridge
   supports a VRP, the actual enablement of dynamic VLANs is determined
   by GVRP/MVRP frames received at the port as it would be for an
   [802.1Q-2005] / [802.1ak] bridge.



   An RBridge that supports a VRP sends GVRP/MVRP frames as an
   [802.1Q-2005] / [802.1ak] bridge would send on each port that is not
   configured as an RBridge trunk port or P2P port.  For this purpose,
   it sends VRP frames to request traffic in the VLANs for which it is
   appointed forwarder and in the Designated VLAN, unless the Designated
   VLAN is disabled on the port, and to not request traffic in any other
   VLAN.




5. RBridge Parameters

   This section lists parameters for RBridges.  It is expected that the
   TRILL MIB will include many of the items listed in this section plus
   additional Rbridge status and data including traffic and error
   counts.



   The default value and range are given for parameters added by TRILL.
   Where a parameter is defined as a 16-bit unsigned integer and an
   explicit maximum is not given, that maximum is 2**16-1.  For
   parameters imported from [802.1Q-2005], [802.1D], or IS-IS [ISO10589]
   [RFC1195], see those standards for default and range if not given
   here.




5.1. Per RBridge

   The following parameters occur per RBridge:



   o  Number of nicknames, which defaults to 1 and may be configured in
      the range of 1 to 256.



   o  The desired number of distribution trees to be calculated by every
      RBridge in the campus and a desired number of distribution trees
      for the advertising RBridge to use, both of which are unsigned
      16-bit integers that default to 1 (see Section 4.5).



   o  The maximum number of distribution trees the RBridge can compute.
      This is a 16-bit unsigned integer that is implementation and
      environment dependent and not subject to management configuration.



   o  Two lists of nicknames, one designating the distribution trees to
      be computed and one designating distribution trees to be used as
      discussed in Section 4.5.  By default, these lists are empty.



   o  The parameters Ageing Timer and Forward Delay with the default and
      range specified in [802.1Q-2005].



o  Two unsigned octets that are, respectively, the confidence in
   { MAC, VLAN, local port } triples learned from locally received
   native frames and the confidence in { MAC, VLAN, remote RBridge }
   triples learned from decapsulating frames.  These each default to
   0x20 and may each be configured to values from 0x00 to 0xFE.



   o  The desired minimum acceptable inter-RBridge link MTU for the
      campus, that is, originatingLSPBufferSize.  This is a 16-bit
      unsigned integer number of octets that defaults to 1470 bytes,
      which is the minimum valid value.  Any lower value being
      advertised by an RBridge is ignored.



   o  The number of failed MTU-probes before the RBridge concludes that
      a particular MTU is not supported, which defaults to 3 and may be
      configured between 1 and 255.



   Static end-station address information and confidence in such end
   station information statically configured can also be configured with
   a default confidence of 0xFF and range of 0x00 to 0xFF.  By default,
   there is no such static address information.  The quantity of such
   information that can be configured is implementation dependent.




5.2. Per Nickname Per RBridge

   The following is configuration information per nickname at each
   RBridge:



   o  Priority to hold the nickname, which defaults to 0x40 if no
      specific value has been configured or 0xC0 if it is configured
      (see Section 3.7.3).



   o  Nickname priority to be selected as a distribution tree root, a
      16-bit unsigned integer that defaults to 0x8000.



   o  Nickname value, an unsigned 16-bit quantity that defaults to the
      configured value if configured, else to the last value held if the
      RBridge coming up after a reboot and that value is remembered,
      else to a random value; however, in all cases the reserved values
      0x0000 and 0xFFC0 through 0xFFFF are excluded (see Section 3.7.3).




5.3. Per Port Per RBridge

   An RBridge has the following per-port configuration parameters:



   o  The same parameters as an [802.1Q-2005] port in terms of C-VLAN
      IDs.  In addition, there is an Announcing VLANs set that defaults
      to the enabled VLANs on the port (see Section 4.4.3) and ranges
      from the null set to the set of all legal VLAN IDs.



   o  The same parameters as an [802.1Q-2005] port in terms of frame
      priority code point mapping (see [802.1Q-2005]).



   o  The inhibition time for the port when it observed a change in the
      root bridge of an attached bridged LAN.  This is in units of
      seconds, defaults to 30, and can be configured to any value from 0
      to 30.



   o  The Desired Designated VLAN that the RBridge will advertise in its
      TRILL Hellos if it is the DRB for the link via that port.  This
      defaults to the lowest VLAN ID enabled on the port and may be
      configured to any valid VLAN ID that is enabled on the port (0x001
      through 0xFFE).



   o  Four per-port configuration bits: disable port (default 0 ==
      enabled), disable end-station service (trunk, default 0 ==
      enabled), access port (default 0 == not restricted to being an
      access port), and use P2P Hellos (default 0 == use TRILL Hellos).
      (See Section 4.9.1.)



   o  One bit per port such that, if the bit is set, it disables
      learning { MAC address, VLAN, port } triples from locally received
      native frames on the port.  Default value is 0 == learning
      enabled.



   o  The priority of the RBridge to be DRB and its Holding Time via
      that port with defaults and range as specified in IS-IS [ISO10589]
      [RFC1195].



   o  A bit that, when set, enables the receipt of TRILL-encapsulated
      frames from an Outer.MacSA with which the RBridges does not have
      an IS-IS adjacency.  Default value is 0 == disabled.



   o  Configuration for the optional send-BPDUs solution to the wiring
      closet topology problem as described in Appendix A.3.3.  Default
      Bridge Address is the System ID of the RBridge with the lowest
      System ID.  If RB1 and RB2 are part of a wiring closet topology,
      both need to be configured to know about this, and know the ID
      that should be used in the spanning tree protocol on the specified
      port.




5.4. Per VLAN Per RBridge

   An RBridge has the following per-VLAN configuration parameters:



   o  Per-VLAN ESADI protocol participation flag, 7-bit priority, and
      Holding Time.  Default participation flag is 0 == not
      participating.  Default and range of priority and Holding Time as
      specified in IS-IS [ISO10589] [RFC1195].



   o  One bit per VLAN that, if set, disables learning { MAC address,
      VLAN, remote RBridge } triples from frames decapsulated in the
      VLAN.  Defaults to 0 == learning enabled.




6. Security Considerations

   Layer 2 bridging is not inherently secure.  It is, for example,
   subject to spoofing of source addresses and bridging control
   messages.  A goal for TRILL is that RBridges do not add new issues
   beyond those existing in current bridging technology.
   Countermeasures are available such as to configure the TRILL IS-IS
   and ESADI protocols to use IS-IS security [RFC5304] [RFC5310] and
   ignore unauthenticated TRILL control and ESADI frames received.
   RBridges using IS-IS security will need configuration.



   IEEE 802.1 port admission and link security mechanisms, such as
   [802.1X] and [802.1AE], can also be used.  These are best thought of
   as being implemented below TRILL (see Section 4.9.2) and are outside
   the scope of TRILL (just as they are generally out of scope for
   bridging standards [802.1D] and 802.1Q); however, TRILL can make use
   of secure registration through the confidence level communicated in
   the optional TRILL ESADI protocol (see Section 4.8).



   TRILL encapsulates native frames inside the RBridge campus while they
   are in transit between ingress RBridge and egress RBridge(s) as
   described in Sections 2.3 and 4.1.  Thus, TRILL ignorant devices with
   firewall features that cannot be detected by RBridges as end stations
   will generally not be able to inspect the content of such frames for
   security checking purposes.  This may render them ineffective.  Layer
   3 routers and hosts appear to RBridges to be end stations, and native
   frames will be decapsulated before being sent to such devices.  Thus,
   they will not see the TRILL Ethertype.  Firewall devices that do not
   appear to an RBridge to be an end station, for example, bridges with
   co-located firewalls, should be modified to understand TRILL
   encapsulation.



   RBridges do not prevent nodes from impersonating other nodes, for
   instance, by issuing bogus ARP/ND replies.  However, RBridges do not
   interfere with any schemes that would secure neighbor discovery.




6.1. VLAN Security Considerations

   TRILL supports VLANs.  These provide logical separation of traffic,
   but care should be taken in using VLANs for security purposes.  To
   have reasonable assurance of such separation, all the RBridges and
   links (including bridged LANs) in a campus must be secured and
   configured so as to prohibit end stations from using dynamic VLAN
   registration frames or otherwise gaining access to any VLAN carrying
   traffic for which they are not authorized to read and/or inject.



   Furthermore, if VLANs were used to keep some information off links
   where it might be observed in a bridged LAN, this will no longer
   work, in general, when bridges are replaced with RBridges; with
   encapsulation and a different outer VLAN tag, the data will travel
   the least cost transit path regardless of VLAN.  Appropriate counter
   measures are to use end-to-end encryption or an appropriate TRILL
   security option should one be specified.




6.2. BPDU/Hello Denial-of-Service Considerations

   The TRILL protocol requires that an appointed forwarder at an RBridge
   port be temporarily inhibited if it sees a TRILL-Hello from another
   RBridge claiming to be the appointed forwarder for the same VLAN or
   sees a root bridge change out that port.  Thus, it would seem that
   forged BPDUs showing repeated root bridge changes and forged TRILL-
   Hello frames with the Appointed Forwarder flag set could represent a
   significant denial-of-service attack.  However, the situation is not
   as bad as it seems.



   The best defense against forged TRILL-Hello frames or other IS-IS
   messages is the use of IS-IS security [RFC5304] [RFC5310].  Rogue end
   stations would not normally have access to the required IS-IS keying
   material needed to forge authenticatible messages.



   Authentication similar to IS-IS security is usually unavailable for
   BPDUs.  However, it is also the case that in typical modern wired
   LANs, all the links are point-to-point.  If you have an all-RBridged
   point-to-point campus, then the worst that an end-station can do by
   forging BPDUs or TRILL-Hello frames is to deny itself service.  This
   could be either through falsely inhibiting the forwarding of native
   frames by the RBridge to which it is connected or by falsely
   activating the optional decapsulation check (see Section 4.2.4.3).



   However, when an RBridge campus contains bridged LANs, those bridged
   LANs appear to any connected RBridges to be multi-access links.  The
   forging of BPDUs by an end-station attached to such a bridged LAN
   could affect service to other end-stations attached to the same
   bridged LAN.  Note that bridges never forward BPDUs but process them,
   although this processing may result in the issuance of further BPDUs.
   Thus, for an end-station to forge BPDUs to cause continuing changes
   in the root bridge as seen by an RBridge through intervening bridges
   would typically require it to cause root bridge thrashing throughout
   the bridged LAN that would be disruptive even in the absence of
   RBridges.



   Some bridges can be configured to not send BPDUs and/or to ignore
   BPDUs on particular ports, and RBridges can be configured not to
   inhibit appointed forwarding on a port due to root bridge changes;
   however, such configuration should be used with caution as it can be
   unsafe.




7. Assignment Considerations

   This section discuses IANA and IEEE 802 assignment considerations.
   See [RFC5226].




7.1. IANA Considerations

   A new IANA registry has been created for TRILL Parameters with two
   subregistries as below.



   The initial contents of the TRILL Nicknames subregistry are as
   follows:



0x0000 Reserved to indicate no nickname specified
0x0001‑0xFFBF Dynamically allocated by the RBridges within each
    RBridge campus
0xFFC0‑0xFFFE Available for allocation by RFC Required (single
    value) or IETF Review (single or multiple values)
0xFFFF Permanently reserved



   The initial contents of the TRILL Multicast Address subregistry are
   as follows:



01‑80‑C2‑00‑00‑40  Assigned as All‑RBridges
01‑80‑C2‑00‑00‑41  Assigned as All‑IS‑IS‑RBridges
01‑80‑C2‑00‑00‑42  Assigned as All‑ESADI‑RBridges
01‑80‑C2‑00‑00‑43 to 01‑80‑C2‑00‑00‑4F  Available for allocation
                   by IETF Review




7.2. IEEE Registration Authority Considerations

   The Ethertype 0x22F3 is assigned by the IEEE Registration Authority
   to the TRILL Protocol.



   The Ethertype 0x22F4 is assigned by the IEEE Registration Authority
   for L2-IS-IS.



   The block of 16 multicast MAC addresses from <01-80-C2-00-00-40> to
   <01-80-C2-00-00-4F> is assigned by the IEEE Registration Authority
   for IETF TRILL protocol use.




8. Normative References


   [802.1ak]
  "IEEE Standard for Local and metropolitan area networks /
              Virtual Bridged Local Area Networks / Multiple
              Registration Protocol", IEEE Standard 802.1ak-2007, 22
              June 2007.




   [802.1D]
   "IEEE Standard for Local and metropolitan area networks /
              Media Access Control (MAC) Bridges", 802.1D-2004, 9 June
              2004.




   [802.1Q-2005]

              "IEEE Standard for Local and metropolitan area networks /
              Virtual Bridged Local Area Networks", 802.1Q-2005, 19 May
              2006.




   [802.3]
    "IEEE Standard for Information technology /
              Telecommunications and information exchange between
              systems / Local and metropolitan area networks / Specific
              requirements Part 3: Carrier sense multiple access with
              collision detection (CSMA/CD) access method and physical
              layer specifications", 802.3-2008, 26 December 2008.




   [ISO10589]
 ISO/IEC, "Intermediate system to Intermediate system
              routeing information exchange protocol for use in
              conjunction with the Protocol for providing the
              Connectionless-mode Network Service (ISO 8473)", ISO/IEC
              10589:2002.




   [RFC1112]
  Deering, S., "Host extensions for IP multicasting", STD 5,
              RFC 1112, August 1989.




   [RFC1195]
  Callon, R., "Use of OSI IS-IS for routing in TCP/IP and
              dual environments", RFC 1195, December 1990.




   [RFC2119]
  Bradner, S., "Key words for use in RFCs to Indicate
              Requirement Levels", BCP 14, RFC 2119, March 1997.




   [RFC2464]
  Crawford, M., "Transmission of IPv6 Packets over Ethernet
              Networks", RFC 2464, December 1998.




   [RFC2710]
  Deering, S., Fenner, W., and B. Haberman, "Multicast
              Listener Discovery (MLD) for IPv6", RFC 2710, October
              1999.




   [RFC3376]
  Cain, B., Deering, S., Kouvelas, I., Fenner, B., and A.
              Thyagarajan, "Internet Group Management Protocol, Version
              3", RFC 3376, October 2002.




   [RFC3417]
  Presuhn, R., Ed., "Transport Mappings for the Simple
              Network Management Protocol (SNMP)", STD 62, RFC 3417,
              December 2002.




   [RFC3419]
  Daniele, M. and J. Schoenwaelder, "Textual Conventions for
              Transport Addresses", RFC 3419, December 2002.




   [RFC4286]
  Haberman, B. and J. Martin, "Multicast Router Discovery",
              RFC 4286, December 2005.




   [RFC5226]
  Narten, T. and H. Alvestrand, "Guidelines for Writing an
              IANA Considerations Section in RFCs", BCP 26, RFC 5226,
              May 2008.




   [RFC5303]
  Katz, D., Saluja, R., and D. Eastlake 3rd, "Three-Way
              Handshake for IS-IS Point-to-Point Adjacencies", RFC 5303,
              October 2008.




   [RFC5305]
  Li, T. and H. Smit, "IS-IS Extensions for Traffic
              Engineering", RFC 5305, October 2008.




   [RFC6165]
  Banerjee, A. and D. Ward, "Extensions to IS-IS for Layer-2
              Systems", RFC 6165, April 2011.




   [RFC6326]
  Eastlake, D., Banerjee, A., Dutt, D., Perlman, R., and A.
              Ghanwani, "Transparent Interconnection of Lots of Links
              (TRILL) Use of IS-IS", RFC 6326, July 2011.




9. Informative References


   [802.1AB]
  "IEEE Standard for Local and Metropolitan Networks /
              Station and Media Access Control Connectivity Discovery",
              802.1AB-2009, 17 September 2009.




   [802.1ad]
  "IEEE Standard for and metropolitan area networks /
              Virtual Bridged Local Area Networks / Provider Bridges",
              802.1ad-2005, 26 May 2005.




   [802.1ah]
  "IEEE Standard for Local and Metropolitan Area Networks /
              Virtual Bridged Local Area Networks / Provider Backbone
              Bridges", 802.1ah-2008, 1 January 2008.



[802.1aj]  Virtual Bridged Local Area Networks / Two‑Port Media
           Access Control (MAC) Relay, 802.1aj Draft 4.2, 24
           September 2009.




   [802.1AE]
  "IEEE Standard for Local and metropolitan area networks /
              Media Access Control (MAC) Security", 802.1AE-2006, 18
              August 2006.




   [802.1AX]
  "IEEE Standard for Local and metropolitan area networks /
              Link Aggregation", 802.1AX-2008, 1 January 2008.




   [802.1X]
  "IEEE Standard for Local and metropolitan area networks /
              Port Based Network Access Control", 802.1X-REV Draft 2.9,
              3 September 2008.




   [RBridges]
 Perlman, R., "RBridges: Transparent Routing", Proc.
              Infocom 2005, March 2004.




   [RFC1661]
  Simpson, W., Ed., "The Point-to-Point Protocol (PPP)", STD
              51, RFC 1661, July 1994.




   [RFC3411]
  Harrington, D., Presuhn, R., and B. Wijnen, "An
              Architecture for Describing Simple Network Management
              Protocol (SNMP) Management Frameworks", STD 62, RFC 3411,
              December 2002.




   [RFC4086]
  Eastlake 3rd, D., Schiller, J., and S. Crocker,
              "Randomness Requirements for Security", BCP 106, RFC 4086,
              June 2005.




   [RFC4541]
  Christensen, M., Kimball, K., and F. Solensky,
              "Considerations for Internet Group Management Protocol
              (IGMP) and Multicast Listener Discovery (MLD) Snooping
              Switches", RFC 4541, May 2006.




   [RFC4789]
  Schoenwaelder, J. and T. Jeffree, "Simple Network
              Management Protocol (SNMP) over IEEE 802 Networks", RFC
              4789, November 2006.




   [RFC5304]
  Li, T. and R. Atkinson, "IS-IS Cryptographic
              Authentication", RFC 5304, October 2008.




   [RFC5310]
  Bhatia, M., Manral, V., Li, T., Atkinson, R., White, R.,
              and M. Fanto, "IS-IS Generic Cryptographic
              Authentication", RFC 5310, February 2009.




   [RFC5342]
  Eastlake 3rd, D., "IANA Considerations and IETF Protocol
              Usage for IEEE 802 Parameters", BCP 141, RFC 5342,
              September 2008.




   [RFC5556]
  Touch, J. and R. Perlman, "Transparent Interconnection of
              Lots of Links (TRILL): Problem and Applicability
              Statement", RFC 5556, May 2009.




   [RP1999]
   Perlman, R., "Interconnection: Bridges, Routers, Switches,
              and Internetworking Protocols, 2nd Edition", Addison
              Wesley Longman, Chapter 3, 1999.




   [VLAN-MAPPING]

              Perlman, R., Dutt, D., Banerjee, A., Rijhsinghani, A., and
              D. Eastlake 3rd, "RBridges: Campus VLAN and Priority
              Regions", Work in Progress, April 2011.




Appendix A. Incremental Deployment Considerations

   Some aspects of partial RBridge deployment are described below for
   link cost determination (Appendix A.1) and possible congestion due to
   appointed forwarder bottlenecks (Appendix A.2).  A particular example
   of a problem related to the TRILL use of a single appointed forwarder
   per link per VLAN (the "wiring closet topology") is explored in
   detail in Appendix A.3.




A.1. Link Cost Determination

   With an RBridged campus having no bridges or repeaters on the links
   between RBridges, the RBridges can accurately determine the number of
   physical hops involved in a path and the line speed of each hop,
   assuming this is reported by their port logic.  With intervening
   devices, this is no longer possible.  For example, as shown in Figure
   12, the two bridges B1 and B2 can completely hide a slow link so that
   both Rbridges RB1 and RB2 incorrectly believe the link is faster.



+‑‑‑‑‑+        +‑‑‑‑+        +‑‑‑‑+        +‑‑‑‑‑+
|     |  Fast  |    |  Slow  |    |  Fast  |     |
| RB1 +‑‑‑‑‑‑‑‑+ B1 +‑‑‑‑‑‑‑‑+ B2 +‑‑‑‑‑‑‑‑+ RB2 |
|     |  Link  |    |  Link  |    |  Link  |     |
+‑‑‑‑‑+        +‑‑‑‑+        +‑‑‑‑+        +‑‑‑‑‑+



                  Figure 12: Link Cost of a Bridged Link



   Even in the case of a single intervening bridge, two RBridges may
   know they are connected but each sees the link as a different speed
   from how it is seen by the other.



   However, this problem is not unique to RBridges.  Bridges can
   encounter similar situations due to links hidden by repeaters, and
   routers can encounter similar situations due to links hidden by
   bridges, repeaters, or Rbridges.




A.2. Appointed Forwarders and Bridged LANs

   With partial RBridge deployment, the RBridges may partition a bridged
   LAN into a relatively small number of relatively large remnant
   bridged LANs, or possibly not partition it at all so a single bridged
   LAN remains.  Such configuration can result in the following problem:



   The requirement that native frames enter and leave a link via the
   link's appointed forwarder for the VLAN of the frame can cause
   congestion or suboptimal routing.  (Similar problems can occur within
   a bridged LAN due to the spanning tree algorithm.)  The extent to
   which such a problem will occur is highly dependent on the network
   topology.  For example, if a bridged LAN had a star-like structure
   with core bridges that connected only to other bridges and peripheral
   bridges that connected to end stations and are connected to core
   bridges, the replacement of all of the core bridges by RBridges
   without replacing the peripheral bridges would generally improve
   performance without inducing appointed forwarder congestion.



   Solutions to this problem are discussed below and a particular
   example explored in Appendix A.3.



   Inserting RBridges so that all the bridged portions of the LAN stay
   connected to each other and have multiple RBridge connections is
   generally the least efficient arrangement.



   There are four techniques that may help if the problem above occurs
   and that can, to some extent, be used in combination:



   1. Replace more IEEE 802.1 customer bridges with RBridges so as to
      minimize the size of the remnant bridged LANs between RBridges.
      This requires no configuration of the RBridges unless the bridges
      they replace required configuration.



   2. Re-arrange network topology to minimize the problem.  If the
      bridges and RBridges involved are configured, this may require
      changes in their configuration.



   3. Configure the RBridges and bridges so that end stations on a
      remnant bridged LAN are separated into different VLANs that have
      different appointed forwarders.  If the end stations were already
      assigned to different VLANs, this is straightforward (see Section
      4.2.4.2).  If the end stations were on the same VLAN and have to
      be split into different VLANs, this technique may lead to
      connectivity problems between end stations.



   4. Configure the RBridges such that their ports that are connected to
      the bridged LAN send spanning tree configuration BPDUs (see
      Section A.3.3) in such a way as to force the partition of the
      bridged LAN.  (Note: A spanning tree is never formed through an
      RBridge but always terminates at RBridge ports.)  To use this
      technique, the RBridges must support this optional feature, and
      would need to be configured to use it, but the bridges involved
      would rarely have to be configured.  This technique makes the
      bridged LAN unavailable for TRILL through traffic because the
      bridged LAN partitions.



   Conversely to item 3 above, there may be bridged LANs that use VLANs,
   or use more VLANs than would otherwise be necessary, to support the
   Multiple Spanning Tree Protocol or otherwise reduce the congestion
   that can be caused by a single spanning tree.  Replacing the IEEE
   802.1 bridges in such LANs with RBridges may enable a reduction in or
   elimination of VLANs and configuration complexity.




A.3. Wiring Closet Topology

   If 802.1 bridges are present and RBridges are not properly
   configured, the bridge spanning tree or the DRB may make
   inappropriate decisions.  Below is a specific example of the more
   general problem that can occur when a bridged LAN is connected to
   multiple RBridges.



   In cases where there are two (or more) groups of end nodes, each
   attached to a bridge (say, B1 and B2), and each bridge is attached to
   an RBridge (say, RB1 and RB2, respectively), with an additional link
   connecting B1 and B2 (see Figure 13), it may be desirable to have the
   B1-B2 link only as a backup in case one of RB1 or RB2 or one of the
   links B1-RB1 or B2-RB2 fails.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|             |          |      |
|  Data    +‑‑‑‑‑+    +‑‑‑‑‑+   |
| Center  ‑| RB1 |‑‑‑‑| RB2 |‑  |
|          +‑‑‑‑‑+    +‑‑‑‑‑+   |
|             |          |      |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
              |          |
              |          |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|             |          |      |
|          +‑‑‑‑+     +‑‑‑‑+    |
| Wiring   | B1 |‑‑‑‑‑| B2 |    |
| Closet   +‑‑‑‑+     +‑‑‑‑+    |
| Bridged                       |
| LAN                           |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                     Figure 13: Wiring Closet Topology



   For example, B1 and B2 may be in a wiring closet and it may be easy
   to provide a short, high-bandwidth, low-cost link between them while
   RB1 and RB2 are at a distant data center such that the RB1-B1 and
   RB2-B2 links are slower and more expensive.



   Default behavior might be that one of RB1 or RB2 (say, RB1) would
   become DRB for the bridged LAN including B1 and B2 and appoint itself
   forwarder for the VLANs on that bridged LAN.  As a result, RB1 would
   forward all traffic to/from the link, so end nodes attached to B2
   would be connected to the campus via the path B2-B1-RB1, rather than
   the desired B2-RB2.  This wastes the bandwidth of the B2-RB2 path and
   cuts available bandwidth between the end stations and the data center
   in half.  The desired behavior would be to make use of both the
   RB1-B1 and RB2-B2 links.



   Three solutions to this problem are described below.




A.3.1. The RBridge Solution

   Of course, if B1 and B2 are replaced with RBridges, the right thing
   will happen without configuration (other than VLAN support), but this
   may not be immediately practical if bridges are being incrementally
   replaced by RBridges.




A.3.2. The VLAN Solution

   If the end stations attached to B1 and B2 are already divided among a
   number of VLANs, RB1 and RB2 could be configured so that whichever
   becomes DRB for this link will appoint itself forwarder for some of
   these VLANs and appoint the other RBridge for the remaining VLANs.
   Should either of the RBridges fail or become disconnected, the other
   will have only itself to appoint as forwarder for all the VLANs.



   If the end stations are all on a single VLAN, then it would be
   necessary to assign them between at least two VLANs to use this
   solution.  This may lead to connectivity problems that might require
   further measures to rectify.




A.3.3. The Spanning Tree Solution

   Another solution is to configure the relevant ports on RB1 and RB2 to
   be part of a "wiring closet group", with a configured per-RBridge
   port "Bridge Address" Bx (which may be RB1 or RB2's System ID).  Both
   RB1 and RB2 emit spanning tree BPDUs on their configured ports as
   highest priority root Bx.  This causes the spanning tree to logically
   partition the bridged LAN as desired by blocking the B1-B2 link at
   one end or the other (unless one of the bridges is configured to also
   have highest priority and has a lower ID, which we consider to be a
   misconfiguration).  With the B1-B2 link blocked, RB1 and RB2 cannot
   see each other's TRILL-Hellos via that link and each acts as
   Designated RBridge and appointed forwarder for its respective
   partition.  Of course, with this partition, no TRILL through traffic
   can flow through the RB1-B1-B2-RB2 path.



   In the spanning tree configuration BPDU, the Root is "Bx" with
   highest priority, cost to Root is 0, Designated Bridge ID is "RB1"
   when RB1 transmits and "RB2" when RB2 transmits, and port ID is a
   value chosen independently by each of RB1 and RB2 to distinguish each
   of its own ports.  The topology change flag is zero, and the topology
   change acknowledgement flag is set if and only if a topology change
   BPDU has been received on the port since the last configuration BPDU
   was transmitted on the port.  (If RB1 and RB2 were actually bridges
   on the same shared medium with no bridges between them, the result
   would be that the one with the larger ID sees "better" BPDUs (because
   of the tiebreaker on the third field: the ID of the transmitting
   bridge), and would turn off its port.)



   Should either RB1 or the RB1-B1 link or RB2 or the RB2-B2 link fail,
   the spanning tree algorithm will stop seeing one of the RBx roots and
   will unblock the B1-B2 link maintaining connectivity of all the end
   stations with the data center.



   If the link RB1-B1-B2-RB2 is on the cut set of the campus and RB2 and
   RB1 have been configured to believe they are part of a wiring closet
   group, the campus becomes partitioned as the link is blocked.




A.3.4. Comparison of Solutions

   Replacing all 802.1 customer bridges with RBridges is usually the
   best solution with the least amount of configuration required,
   possibly none.



   The VLAN solution works well with a relatively small amount of
   configuration if the end stations are already divided among a number
   of VLANs.  If they are not, it becomes more complex and problematic.



   The spanning tree solution does quite well in this particular case.
   But it depends on both RB1 and RB2 having implemented the optional
   feature of being able to configure a port to emit spanning tree BPDUs
   as described in Appendix A.3.3 above.  It also makes the bridged LAN
   whose partition is being forced unavailable for through traffic.
   Finally, while in this specific example it neatly breaks the link
   between the two bridges B1 and B2, if there were a more complex
   bridged LAN, instead of exactly two bridges, there is no guarantee
   that it would partition into roughly equal pieces.  In such a case,
   you might end up with a highly unbalanced load on the RB1-B1 link and
   the RB2-B2 link although this is still better than using only one of
   these links exclusively.




Appendix B. Trunk and Access Port Configuration

   Many modern bridged LANs are organized into a core and access model,
   The core bridges have only point-to-point links to other bridges
   while the access bridges connect to end stations, core bridges, and
   possibly other access bridges.  It seems likely that some RBridge
   campuses will be organized in a similar fashion.



   An RBridge port can be configured as a trunk port, that is, a link to
   another RBridge or RBridges, by configuring it to disable end-station
   support.  There is no reason for such a port to have more than one
   VLAN enabled and in its Announcing Set on the port.  Of course, the
   RBridge (or RBridges) to which it is connected must have the same
   VLAN enabled.  There is no reason for this VLAN to be other than the
   default VLAN 1 unless the link is actually over carrier Ethernet or
   other facilities that only provide some other specific VLAN or the
   like.  Such configuration minimizes wasted TRILL-Hellos and
   eliminates useless decapsulation and transmission of multi-
   destination traffic in native form onto the link (see Sections 4.2.4
   and 4.9.1).



   An RBridge access port would be expected to lead to a link with end
   stations and possibly one or more bridges.  Such a link might also
   have more than one RBridge connected to it to provide more reliable
   service to the end stations.  It would be a goal to minimize or
   eliminate transit traffic on such a link as it is intended for end-
   station native traffic.  This can be accomplished by turning on the
   access port configuration bit for the RBridge port or ports connected
   to the link as further detailed in Section 4.9.1.



   When designing RBridge configuration user interfaces, consideration
   should be given to making it convenient to configure ports as trunk
   and access ports.




Appendix C. Multipathing

   Rbridges support multipathing of both known unicast and multi-
   destination traffic.  Implementation of multipathing is optional.



   Multi-destination traffic can be multipathed by using different
   distribution tree roots for different frames.  For example, assume
   that in Figure 14 end stations attached to RBy are the source of
   various multicast streams each of which has multiple listeners
   attached to various of RB1 through RB9.  Assuming equal bandwidth
   links, a distribution tree rooted at RBy will predominantly use the
   vertical links among RB1 through RB9 while one rooted at RBz will
   predominantly use the horizontal.  If RBy chooses its nickname as the
   distribution tree root for half of this traffic and an RBz nickname
   as the root for the other half, it may be able to substantially
   increase the aggregate bandwidth by making use of both the vertical
   and horizontal links among RB1 through RB9.



   Since the distribution trees an RBridge must calculate are the same
   for all RBridges and transit RBridges MUST respect the tree root
   specified by the ingress RBridge, a campus will operate correctly
   with a mix of RBridges some of which use different roots for
   different multi-destination frames they ingress and some of which use
   a single root for all such frames.



        +‑‑‑+
        |RBy|‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
        +‑‑‑+               |
       /  |  \              |
     /    |    \            |
   /      |      \          |
+‑‑‑+   +‑‑‑+   +‑‑‑+       |
|RB1|‑‑‑|RB2|‑‑‑|RB3|       |
+‑‑‑+   +‑‑‑+   +‑‑‑+\      |
  |       |       |    \    |
+‑‑‑+   +‑‑‑+   +‑‑‑+    \+‑‑‑+
|RB4|‑‑‑|RB5|‑‑‑|RB6|‑‑‑‑‑|RBz|
+‑‑‑+   +‑‑‑+   +‑‑‑+    /+‑‑‑+
  |       |       |    /
+‑‑‑+   +‑‑‑+   +‑‑‑+/
|RB7|‑‑‑|RB8|‑‑‑|RB9|
+‑‑‑+   +‑‑‑+   +‑‑‑+



                  Figure 14: Multi-Destination Multipath



   Known unicast Equal Cost Multipathing (ECMP) can occur at an RBridge
   if, instead of using a tiebreaker criterion when building SPF paths,
   information is retained about ports through which equal cost paths
   are available.  Different unicast frames can then be sent through
   those different ports and will be forwarded by equal cost paths.  For
   example, in Figure 15, which shows only RBridges and omits any
   bridges present, there are three equal cost paths between RB1 and RB2
   and two equal cost paths between RB2 and RB5.  Thus, for traffic
   transiting this part of the campus from left to right, RB1 may be
   able to perform three way ECMP and RB2 may be able to perform two-way
   ECMP.



   A transit RBridge receiving a known unicast frame forwards it towards
   the egress RBridge and is not concerned with whether it believes
   itself to be on any particular path from the ingress RBridge or a
   previous transit RBridge.  Thus, a campus will operate correctly with
   a mix of RBridges some of which implement ECMP and some of which do
   not.



   There are actually three possibilities for the parallel paths between
   RB1 and RB2 as follows:



   1. If two or three of these paths have pseudonodes, then all three
      will be distinctly visible in the campus-wide link state and ECMP
      as described above is applicable.



   2. If the paths use P2P Hellos or otherwise do not have pseudonodes,
      these three paths would appear as a single adjacency in the link
      state.  In this case, multipathing across them would be an
      entirely local matter for RB1 and RB2.  It can be freely done for
      known unicast frames but not for multi-destination frames as
      described in Section 4.5.2.



   3. If and only if the three paths between RB1 and RB2 are single hop
      equal bandwidth links with no intervening bridges, then it would
      be permissible to combine them into one logical link through the
      [802.1AX] "link aggregation" feature.  Rbridges MAY implement link
      aggregation since that feature operates below TRILL (see Section
      4.9.2).



                      +‑‑‑+       double line = 10 Gbps
        ‑‑‑‑‑      ===|RB3|‑‑‑     single line = 1 Gbps
       /     \   //   +‑‑‑+   \
   +‑‑‑+     +‑‑‑+            +‑‑‑+
===|RB1|‑‑‑‑‑|RB2|            |RB5|===
   +‑‑‑+     +‑‑‑+            +‑‑‑+
       \     /   \    +‑‑‑+   //
        ‑‑‑‑‑     ‑‑‑‑|RB4|===
                      +‑‑‑+



                    Figure 15: Known Unicast Multipath



   When multipathing is used, frames that follow different paths will be
   subject to different delays and may be re-ordered.  While some
   traffic may be order/delay insensitive, typically most traffic
   consists of flows of frames where re-ordering within a flow is
   damaging.  How to determine flows or what granularity flows should
   have is beyond the scope of this document.  (This issue is discussed
   in [802.1AX].)




Appendix D. Determination of VLAN and Priority

   A high-level, informative summary of how VLAN ID and priority are
   determined for incoming native frames, omitting some details, is
   given in the bulleted items below.  For more detailed information,
   see [802.1Q-2005].



   o  When an untagged native frame arrives, an unconfigured RBridge
      associates the default priority zero and the VLAN ID 1 with it.
      It actually sets the VLAN for the untagged frame to be the "port
      VLAN ID" associated with that port.  The port VLAN ID defaults to
      VLAN ID 1 but may be configured to be any other VLAN ID.  An
      Rbridge may also be configured on a per-port basis to discard such
      frames or to associate a different priority code point with them.
      Determination of the VLAN ID associated with an incoming untagged
      non-control frame may also be made dependent on the Ethertype or
      NSAP (referred to in 802.1 as the Protocol) of the arriving frame,
      the source MAC address, or other local rules.



   o  When a priority tagged native frame arrives, an unconfigured
      RBridge associates with it both the port VLAN ID, which defaults
      to 1, and the priority code point provided in the priority tag in
      the frame.  An Rbridge may be configured on a per-port basis to
      discard such frames or to associate them with a different VLAN ID
      as described in the point immediately above.  It may also be
      configured to map the priority code point provided in the frame by
      specifying, for each of the eight possible values that might be in
      the frame, what actual priority code point will be associated with
      the frame by the RBridge.



   o  When a C-tagged (formerly called Q-tagged) native frame arrives,
      an unconfigured RBridge associates with it the VLAN ID and
      priority in the C-tag.  An RBridge may be configured on a per-port
      per-VLAN basis to discard such frames.  It may also be configured
      on a per-port basis to map the priority value as specified above
      for priority tagged frames.



   In 802.1, the process of associating a priority code point with a
   frame, including mapping a priority provided in the frame to another
   priority, is referred to as priority "regeneration".




Appendix E. Support of IEEE 802.1Q-2005 Amendments

   This informational appendix briefly comments on RBridge support for
   completed and in-process amendments to IEEE [802.1Q-2005].  There is
   no assurance that existing RBridge protocol specifications or
   existing bridges will support not yet specified future [802.1Q-2005]
   amendments just as there is no assurance that existing bridge
   protocol specifications or existing RBridges will support not yet
   specified future TRILL amendments.



   The information below is frozen as of 25 October 2009.  For the
   latest status, see the IEEE 802.1 working group
   (http://grouper.ieee.org/groups/802/1/).




E.1. Completed Amendments

   802.1ad-2005 Provider Bridges - Sometimes called "Q-in-Q", because

         VLAN tags used to be called "Q-tags", 802.1ad specifies
         Provider Bridges that tunnel customer bridge traffic within
         service VLAN tags (S-tags).  If the customer LAN is an RBridge
         campus, that traffic will be bridged by Provider Bridges.
         Customer bridge features involving Provider Bridge awareness,
         such as the ability to configure a customer bridge port to add
         an S-tag to a frame before sending it to a Provider Bridge, are
         below the EISS layer and can be supported in RBridge ports
         without modification to the TRILL protocol.



   802.1ag-2007 Connectivity Fault Management (CFM) - This 802.1 feature

         is at least in part dependent on the symmetric path and other
         characteristics of spanning tree.  The comments provided to the
         IETF TRILL working group by the IEEE 802.1 working group stated
         that "TRILL weakens the applicability of CFM".



   802.1ak-2007 Multiple Registration Protocol - Supported to the extent

         described in Section 4.9.4.



   802.1ah-2008 Provider Backbone Bridges - Sometimes called "MAC-in-

         MAC", 802.1ah provides for Provider Backbone Bridges that
         tunnel customer bridge traffic within different outer MAC
         addresses and using a tag (the "I-tag") to preserve the
         original MAC addresses and signal other information.  If the
         customer LAN is an RBridge campus, that traffic will be bridged
         by Provider Backbone Bridges.  Customer bridge features
         involving Provider Backbone Bridge awareness, such as the
         ability to configure a customer bridge port to add an I-tag to
         a frame before sending it to a Provider Backbone Bridge, are
         below the EISS layer and can be supported in RBridge ports
         without modification to the TRILL protocol.



   802.1Qaw-2009 Management of Data-Driven and Data-Dependent

         Connectivity Fault - Amendment building on 802.1ag.  See
         comments on 802.1ag-2007 above.



   802.1Qay-2009 Provider Backbone Bridge Traffic Engineering -

         Amendment building on 802.1ah to configure traffic engineered
         routing.  See comments on 802.1ah-2008 above.




E.2. In-Process Amendments

   The following are amendments to IEEE [802.1Q-2005] that are in
   process.  As such, the brief comments below are based on drafts and
   may be incorrect for later versions or any final amendment.



   802.1aj Two-port MAC Relay [802.1aj] - This amendment specifies a MAC

         relay that will be transparent to RBridges.  RBridges are
         compatible with IEEE 802.1aj devices as currently specified, in
         the same sense that IEEE 802.1Q-2005 bridges are compatible
         with such devices.



   802.1aq Shortest Path Bridging - This amendment provides for improved

         routing in bridged LANs.



   802.1Qat Stream Reservation Protocol - Modification to 802.1Q to

         support the 802.1 Timing and Synchronization.  This protocol
         reserves resources for streams at supporting bridges.



   802.1Qau Congestion Notification - It currently appears that

         modifications to RBridge behavior above the EISS level would be
         needed to support this amendment.  Such modifications are
         beyond the scope of this document.



   802.1Qav Forwarding and Queuing Enhancements for Time-Sensitive

         Streams - Modification to 802.1Q to support the 802.1 Timing
         and Synchronization protocol.  This amendment specifies methods
         to support the resource reservations made through the 802.1Qat
         protocol (see above).



   802.1Qaz Enhanced Transmission Selection - It appears that this

         amendment will be below the EISS layer and can be supported in
         RBridge ports without modification to the TRILL protocol.



   802.1Qbb Priority-based Flow Control - Commonly called "per-priority

         pause", it appears that this amendment will be below the EISS
         layer and can be supported in RBridge ports without
         modification to the TRILL protocol.



   802.1bc Remote Customer Service Interfaces.  This is an extension to

         802.1Q provider bridging.  See 802.1ad-2005 above.



   802.1Qbe Multiple Backbone Service Instance Identifier (I-SID)

         Registration Protocol (MIRP).  This is an extension to 802.1Q
         provider backbone bridging.  See 802.1ah-2008 above.



   802.1Qbf Provider Backbone Bridge Traffic Engineering (PBB-TE)

         Infrastructure Segment Protection.  This amendment extends
         802.1Q to support certain types of failover between provider
         backbone bridges.  See 802.1ah-2008 above.
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Abstract

   The IETF TRILL (TRansparent Interconnection of Lots of Links)
   protocol provides optimal pair-wise data forwarding without
   configuration, safe forwarding even during periods of temporary
   loops, and support for multipathing of both unicast and multicast
   traffic.  TRILL accomplishes this by using IS-IS (Intermediate System
   to Intermediate System) link state routing and by encapsulating
   traffic using a header that includes a hop count.  Devices that
   implement TRILL are called Routing Bridges (RBridges).



   TRILL supports multi-access LAN (Local Area Network) links that can
   have multiple end stations and RBridges attached.  This document
   describes four aspects of the TRILL LAN Hello protocol used on such
   links, particularly adjacency, designated RBridge selection, and MTU
   (Maximum Transmission Unit) and pseudonode procedures, with state
   machines.  There is no change for IS-IS point-to-point Hellos used on
   links configured as point-to-point in TRILL.
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   Internet Standards is available in Section 2 of RFC 5741.
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   and how to provide feedback on it may be obtained at
   http://www.rfc-editor.org/info/rfc6327.
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1. Introduction

   The IETF TRILL (TRansparent Interconnection of Lots of Links)
   protocol [RFC6325] provides optimal pair-wise data frame forwarding
   without configuration, safe forwarding even during periods of
   temporary loops, and support for multipathing of both unicast and
   multicast traffic.  TRILL accomplishes this by using [IS-IS]
   (Intermediate System to Intermediate System) link state routing and
   encapsulating traffic using a header that includes a hop count.  The
   design supports VLANs (Virtual Local Area Networks) and optimization
   of the distribution of multi-destination frames based on VLANs and
   IP-derived multicast groups.  Devices that implement TRILL are called
   RBridges (Routing Bridges).



   The purpose of this document is to improve the quality of the
   description of four aspects of the TRILL LAN (Local Area Network)
   Hello protocol that RBridges use on broadcast (LAN) links.  It
   includes reference implementation details.  Alternative
   implementations that interoperate on the wire are permitted.  There
   is no change for IS-IS point-to-point Hellos used on links configured
   as point-to-point in TRILL.



   The scope of this document is limited to the following aspects of the
   TRILL LAN Hello protocol:



      - Adjacency formation



      - DRB (Designated RBridge aka DIS (Designated Intermediate
        System)) election



      - Rules for 2-way and MTU (Maximum Transmission Unit) matching for
        advertisements



      - Creation and use of pseudonodes



   For other aspects of the TRILL base protocol, see [RFC6325].




1.1. Content and Precedence

   Section 2 below explains the rationale for the differences between
   the TRILL LAN Hello protocol and the Layer 3 IS-IS LAN Hello protocol
   [IS-IS] [RFC1195] in light of the environment for which the TRILL
   protocol is designed.  It also describes the purposes of the TRILL
   LAN Hello protocol.



   Section 3 describes the adjacency state machine and its states and
   relevant events.



   Section 4 describes the Designated RBridge (DRB) election state
   machine for RBridge ports and its states and relevant events.



   Section 5 describes MTU testing and matching on a TRILL link.



   Section 6 discusses pseudonode creation and use.



   Section 7 provides more details on the reception and transmission of
   TRILL LAN Hellos.



   Section 8 discusses multiple ports from one RBridge on the same link.



   In case of conflict between this document and [RFC6325], this
   document prevails.




1.2. Terminology and Acronyms

   This document uses the acronyms defined in [RFC6325] supplemented by
   the following additional acronym:



      SNPA - Subnetwork Point of Attachment



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].




2. The TRILL-Hello Environment and Purposes

   [IS-IS] has subnetwork-independent functions and subnetwork-dependent
   functions.  Currently, Layer 3 use of IS-IS supports two types of
   subnetworks: (1) point-to-point link subnetworks between routers and
   (2) general broadcast (LAN) subnetworks.  Because of the differences
   between the environment of Layer 3 routers and the environment of
   TRILL RBridges, instead of the broadcast (LAN) subnetwork-dependent
   functions encountered at Layer 3, which are specified in [IS-IS]
   Section 8.4, the TRILL protocol uses modified subnetwork-dependent
   functions for a LAN subnetwork.  The environmental differences are
   described in Sections 2.1 through 2.4, followed by a summation, in
   Section 2.5, of the purposes of the TRILL LAN Hello protocol.




2.1. Incrementally Replacing 802.1Q-2005 Bridges

   RBridges can incrementally replace IEEE [802.1Q-2005] bridges.  Thus,
   RBridges need to provide similar services, including delivery of
   frames only to links in the frame's VLAN and priority queuing of
   frames, to the extent that multiple queues are implemented at any
   particular RBridge port.



   RBridge ports are IEEE [802.1Q-2005] ports in terms of their frame
   VLAN and priority configuration and processing as described in
   Section 2.6 of [RFC6325].  When a frame is received through an
   RBridge port, like a frame received through any [802.1Q-2005] port,
   it has an associated VLAN ID and frame priority.  When a frame is
   presented to an [802.1Q-2005] port for queuing and transmission, it
   must be accompanied by a VLAN ID and frame priority.  However,
   whether the frame, if actually transmitted, will be VLAN tagged is
   determined by whether or not the port is configured to "strip VLAN
   tags".  Furthermore, in the general case, a broadcast (LAN) link
   between RBridges can be a VLAN-capable bridged LAN that may be
   configured to partition VLANs.



   Because devices that restrict VLAN connectivity, such as bridged LANs
   or provider bridging equipment, can be part of the link between
   RBridges, TRILL Data and TRILL IS-IS frames between RBridges use the
   link's Designated VLAN.  The Designated VLAN is dictated for a link
   by the elected Designated RBridge (equivalent to the Designated
   Intermediate System at Layer 3).  Because TRILL Data frames flow
   between RBridges on a link only in the link's Designated VLAN,
   adjacency for routing calculations is based only on connectivity
   characteristics in that VLAN.




2.2. Handling Native Frames

   Ordinary Layer 3 data packets are already "tamed" when they are
   originated by an end station: they include a hop count and Layer 3
   source and destination address fields.  Furthermore, for ordinary
   data packets, there is no requirement to preserve their outer Layer 2
   addressing and, at least if the packets are unicast, they are
   addressed to their first hop router.  In contrast, RBridges running
   TRILL must accept, transport, and deliver untamed "native" frames (as
   defined in Section 1.4 of [RFC6325]).  Native frames lack a TRILL hop
   count field.  Native frames also have Layer 2 addresses that indicate
   their source and are used as the basis for their forwarding.  These
   Layer 2 addresses must be preserved for delivery to the native
   frame's Layer 2 destination.  One resulting difference is that
   RBridge ports providing native frame service must receive in
   promiscuous MAC (Media Access Control) address mode, while Layer 3
   router ports typically receive in a regularly selective MAC address
   mode.



   TRILL handles this by having, on the link where an end station
   originated a native frame, one RBridge "ingress" such a locally
   originated native frame by adding a TRILL Header that includes a hop
   count, thus converting it to a TRILL Data frame.  This augmented
   frame is then routed to one RBridge on the link having the
   destination end station for the frame (or one RBridge on each such
   link if it is a multi-destination frame).  Such final RBridges
   perform an "egress" function, removing the TRILL Header and
   delivering the original frame to its destination(s).  (For the
   purposes of TRILL, a Layer 3 router is an end station.)



   Care must be taken to avoid a loop that would involve egressing a
   native frame and then re-ingressing it because, while it is in native
   form, it would not be protected by a hop count.  Such a loop could
   involve multiplication of the number of frames each time around and
   would likely saturate all links involved within milliseconds.  For
   TRILL, safety against such loops for a link is more important than
   data connectivity on that link.



   The primary TRILL defense mechanism against such loops, which is
   mandatory, is to assure that, as far as practically possible, there
   is only a single RBridge on each link that is in charge of ingressing
   and egressing native frames from and to that link.  This is the
   Designated RBridge that is elected using TRILL LAN Hellos as further
   described in Sections 2.5 and 4 below.



   Because bridged LANs between RBridges can be configured in complex
   ways (e.g., so that some VLANs pass frames unidirectionally) and loop
   safety is important, there are additional TRILL defenses against
   loops that are beyond the scope of this document.  Specifically,
   these defend against the occurrence of looping traffic that is in
   native format for part of the loop.  These additional defenses have
   no effect on adjacency states or the receipt or forwarding of TRILL
   Data frames; they only affect native frame ingress and egress.




2.3. Zero or Minimal Configuration

   RBridges are expected to provide service with zero configuration,
   except for services such as non-default VLAN or priority that require
   configuration when offered by [802.1Q-2005] bridges.  This differs
   from Layer 3 routing where routers typically need to be configured as
   to the subnetworks connected to each port, etc., to provide service.




2.4. MTU Robustness

   TRILL IS-IS needs to be robust against links with reasonably
   restricted MTUs, including links that accommodate only classic
   Ethernet frames, despite the addition of reasonable headers such as
   VLAN tags.  This is particularly true for TRILL LAN Hellos so as to
   assure that a unique DRB is elected.



   TRILL will also be used inside data centers where it is not uncommon
   for all or most of the links and switches to support frames
   substantially larger than the classic Ethernet maximum.  For example,
   they may have an MTU adequate to comfortably handle Fiber Channel
   over Ethernet frames, for which T11 recommends a 2,500-byte MTU
   [FCoE].  It would be beneficial for an RBridge campus with such a
   large MTU to be able to safely make use of it.



   These needs are met by limiting the size of TRILL LAN Hellos and by
   the use of MTU testing as described below.




2.5. Purposes of the TRILL-Hello Protocol

   There are three purposes for the TRILL-Hello protocol as listed below
   along with a reference to the section of this document in which each
   is discussed:



   a) To determine which RBridge neighbors have acceptable connectivity
      to be reported as part of the topology (Section 3)



   b) To elect a unique Designated RBridge on the link (Section 4)



   c) To determine the MTU with which it is possible to communicate with
      each RBridge neighbor (Section 5)



   In Layer 3 IS-IS, all three of these functions are combined.  Hellos
   may be padded to the maximum length (see [RFC3719], Section 6) so
   that a router neighbor is not even discovered if it is impossible to
   communicate with it using maximum-sized packets.  Also, even if
   Hellos from a neighbor R2 are received by R1, if connectivity to R2
   is not 2-way (i.e., R2 does not list R1 in R2's Hello), then R1 does
   not consider R2 as a Designated Router candidate.  Because of this
   logic, it is possible at Layer 3 for multiple Designated Routers to
   be elected on a LAN, with each representing the LAN as a pseudonode.
   It appears to the topology as if the LAN is now two or more separate
   LANs.  Although this is surprising, it does not disrupt Layer 3
   IS-IS.



   In contrast, this behavior is not acceptable for TRILL, since in
   TRILL it is important that all RBridges on the link know about each
   other, and choose a single RBridge to be the DRB and to control the
   native frame ingress and egress on that link.  Otherwise, multiple
   RBridges might encapsulate/decapsulate the same native frame, forming
   loops that are not protected by the hop count in the TRILL header as
   discussed above.



   So, the TRILL-Hello protocol is best understood by focusing on each
   of these functions separately.



   One other issue with TRILL LAN Hellos is to ensure that subsets of
   the information can appear in any single message, and be processable,
   in the spirit of IS-IS Link State PDUs (LSPs) and Complete Sequence
   Number PDUs (CSNPs).  TRILL-Hello frames, even though they are not
   padded, can become very large.  An example where this might be the
   case is when some sort of backbone technology interconnects hundreds
   of TRILL sites over what would appear to TRILL to be a giant
   Ethernet, where the RBridges connected to that cloud will perceive
   that backbone to be a single link with hundreds of neighbors.  Thus,
   the TRILL Hello uses a different Neighbor TLV [RFC6326] that lists
   neighbors seen for a range of MAC (SNPA) addresses.




3. Adjacency State Machinery

   Each RBridge port has associated with it a port state, as discussed
   in Section 4, and a table of zero or more adjacencies as discussed in
   this section.  The states such adjacencies can have, the events that
   cause state changes, the actions associated with those state changes,
   and a state table and diagram are given below.




3.1. TRILL LAN Hellos, MTU Test, and VLANs

   The determination of LSP-reported adjacencies on links that are not
   configured as point-to-point is made using TRILL LAN Hellos (see also
   Section 7) and an optional MTU test.  Appropriate TRILL LAN Hello
   exchange and the satisfaction of the MTU test, if the MTU test is
   enabled (see Section 5), is required for there to be an adjacency
   that will be reported in an LSP of the RBridge in question.



   Because bridges acting as glue on the LAN might be configured in such
   a way that some VLANs are partitioned, it is necessary for RBridges
   to transmit Hellos with multiple VLAN tags.  The conceptually
   simplest solution may have been to have all RBridges transmit up to
   4,094 times as many Hellos, one with each legal VLAN ID enabled at
   each port, but this would obviously have deleterious performance
   implications.  So, the TRILL protocol specifies that if RB1 knows it
   is not the DRB, it transmits its Hellos on only a limited set of
   VLANs, and only an RBridge that believes itself to be the DRB on a
   port "sprays" its TRILL Hellos on all of its enabled VLANs at a port
   (with the ability to configure to send on only a subset of those).
   The details are given in [RFC6325], Section 4.4.3.



   If the MAC (SNPA) address of more than one RBridge port on a link are
   the same, all but one of such ports are put in the Suspended state
   (see Section 4) and do not participate in the link except to monitor
   whether they should stay suspended.



   All TRILL LAN Hellos issued by an RBridge on a particular port MUST
   have the same source MAC address, priority, desired Designated VLAN,
   and Port ID, regardless of the VLAN in which the Hello is sent.  Of
   course, the priority and desired Designated VLAN can change on
   occasion, but then the new value must similarly be used in all TRILL
   Hellos on the port, regardless of VLAN.




3.2. Adjacency Table Entries and States

   Each adjacency is in one of the following four states:



      Down:

         This is a virtual state for convenience in creating state
         diagrams and tables.  It indicates that the adjacency is non-
         existent, and there is no entry in the adjacency table for it.



      Detect:

         An adjacent neighbor has been detected either (1) not on the
         Designated VLAN or (2) on the Designated VLAN, but neither
         2-way connectivity nor the MTU of such connectivity has been
         confirmed.



      2-Way:

         2-way connectivity to the neighbor has been found on the
         Designated VLAN but MTU testing is enabled and has not yet
         confirmed that the connectivity meets the campus minimum MTU
         requirement.



      Report:

         There is 2-way connectivity to the neighbor on the Designated
         VLAN and either MTU testing has confirmed that the connectivity
         meets the campus minimum MTU requirement or MTU testing is not
         enabled.  This connectivity will be reported in an LSP (with
         appropriate provision for the link pseudonode, if any, as
         described in Section 6).



   For an adjacency in any of the three non-down states (Detect, 2-Way,
   or Report), there will be an adjacency table entry.  That entry will
   give the state of the adjacency and will also include the information
   listed below.



      o  The address of the neighbor (that is, its SNPA address, usually
         a 48-bit MAC address), and the Port ID and the System ID in the
         received Hellos.  Together, these three quantities uniquely
         identify the adjacency.



      o  Exactly two Hello holding timers, each consisting of a 16-bit
         unsigned integer number of seconds: a Designated VLAN holding
         timer and a non-Designated VLAN holding timer.



      o  The 7-bit unsigned priority of the neighbor to be the DRB.



      o  The VLAN that the neighbor RBridge wants to be the Designated
         VLAN on the link, called the desired Designated VLAN.




3.3. Adjacency and Hello Events

   The following events can change the state of an adjacency:



      A0.  Receive a TRILL Hello whose source MAC address (SNPA) is

           equal to that of the port on which it is received.  This is a
           special event that is handled as described immediately after
           this list of events.  It does not appear in the state
           transition table or diagram.



      A1.  Receive a TRILL Hello (other than an A0 event) on the

           Designated VLAN with a TRILL Neighbor TLV that explicitly
           lists the receiver's (SNPA) address.



      A2.  Receive a TRILL Hello (other than an A0 event) that either

           (1) is not on the Designated VLAN (any TRILL Neighbor TLV in
           such a Hello is ignored) or (2) is on the Designated VLAN but
           does not contain a TRILL Neighbor TLV covering an address
           range that includes the receiver's (SNPA) address.



      A3.  Receive a TRILL Hello (other than an A0 event) on the

           Designated VLAN with one or more TRILL Neighbor TLVs covering
           an address range that includes the receiver's (SNPA) address
           -- and none of which lists the receiver.



      A4.  The expiration of one or both Hello holding timers results in

           them both being expired.



      A5.  The Designated VLAN Hello holding timer expires, but the non-

           Designated VLAN Hello holding timer still has time left until
           it expires.



      A6.  MTU test successful.



      A7.  MTU test was successful but now fails.



      A8.  The RBridge port goes operationally down.



   For the special A0 event, the Hello is examined to determine if it is
   higher priority to be the DRB than the port on which it is received
   as described in Section 4.2.1.  If the Hello is of lower priority
   than the receiving port, it is discarded with no further action.  If
   it is of higher priority than the receiving port, then any
   adjacencies for that port are discarded (transitioned to the Down
   state), and the port is suspended as described in Section 4.2.



   The receipt of a TRILL LAN Hello with a source MAC (SNPA) address
   different from that of the receiving port (that is, the occurrence of
   events A1, A2, or A3), causes the following actions (except where the
   Hello would create a new adjacency table entry, the table is full, or
   the Hello is too low priority to displace an existing entry as
   described in Section 3.6).  The Designated VLAN used in these actions
   is the Designated VLAN dictated by the DRB determined without taking
   the received TRILL LAN Hello into account (see Section 4).



      o  If the receipt of the Hellos creates a new adjacency table
         entry, the neighbor RBridge MAC (SNPA) address, Port ID, and
         System ID are set from the Hello.



      o  The appropriate Hello holding timer for the adjacency,
         depending on whether or not the Hello was received on the
         Designated VLAN, is set to the Holding Time field of the Hello.
         If the receipt of the Hello is creating a new adjacency table
         entry, the other timer is set to expired.



      o  The priority of the neighbor RBridge to be the DRB is set to
         the priority field of the Hello.



      o  The VLAN that the neighbor RBridge wants to be the Designated
         VLAN on the link is set from the Hello.



      o  If the creation of a new adjacency table entry or the priority
         update above changes the results of the DRB election on the
         link, the appropriate RBridge port event (D2 or D3) occurs,
         after the above actions, as described in Section 4.2.



      o  If there is no change in the DRB, but the neighbor Hello is
         from the DRB and has a changed Designated VLAN from the
         previous Hello received from the DRB, the result is a change in
         Designated VLAN for the link as specified in Section 4.2.3.



   An event A4 resulting in both Hello Holding timers for an adjacency
   being expired and the adjacency going Down may also result in an
   event D3 as described in Section 4.2.



   Concerning events A6 and A7, if MTU testing is not enabled, A6 is
   considered to occur immediately upon the adjacency entering the 2-Way
   state, and A7 cannot occur.



   See further TRILL LAN Hello receipt details in Section 7.




3.4. Adjacency State Diagram and Table

   The table below shows the transitions between the states defined
   above based on the events defined above:



| Event |  Down  | Detect | 2‑Way  | Report |
+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+
|  A1   | 2‑Way  | 2‑Way  | 2‑Way  | Report |
|  A2   | Detect | Detect | 2‑Way  | Report |
|  A3   | Detect | Detect | Detect | Detect |
|  A4   |  N/A   | Down   | Down   | Down   |
|  A5   |  N/A   | Detect | Detect | Detect |
|  A6   |  N/A   |  N/A   | Report | Report |
|  A7   |  N/A   |  N/A   | 2‑Way  | 2‑Way  |
|  A8   | Down   | Down   | Down   | Down   |



   N/A indicates that the event to the left is Not Applicable in the
   state at the top of the column.  These events affect only a single
   adjacency.  The special A0 event transitions all adjacencies to Down,
   as explained immediately after the list of adjacency events above.
   The diagram below presents the same information as that in the state
   table:



       +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
       |     Down      |<‑‑‑‑‑‑‑‑+
       +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+         |
         |     |  ^  |           |
    A2,A3|     |A8|  |A1         |
         |     +‑‑+  |           |
         |           +‑‑‑‑‑‑‑‑‑‑‑|‑‑‑+
         V                       |   |
       +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ A4,A8  |   |
+‑‑‑‑‑>|      Detect    |‑‑‑‑‑‑‑>|   |
|      +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+        |   |
|        |  |         ^          |   |
|      A1|  |A2,A3,A5 |          |   |
|        |  +‑‑‑‑‑‑‑‑‑+          |   |
|        |                       |   |
|        |          +‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑+
|        |          |            |
|        V          V            |
|A3,A5 +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ A4,A8  |
|<‑‑‑‑‑|     2‑Way      |‑‑‑‑‑‑‑>|
|      +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+        |
|       |   ^ |        ^         |
|     A6|   | |A1,A2,A7|         |
|       |   | +‑‑‑‑‑‑‑‑+         |
|       |   |                    |
|       |   |A7                  |
|       V   |                    |
|A3,A5 +‑‑‑‑‑‑‑‑‑‑‑‑‑+ A4,A8     |
|<‑‑‑‑‑|   Report    |‑‑‑‑‑‑‑‑‑‑>|
       +‑‑‑‑‑‑‑‑‑‑‑‑‑+
         |         ^
         |A1,A2,A6 |
         +‑‑‑‑‑‑‑‑‑+




3.5. Multiple Parallel Links

   There can be multiple parallel adjacencies between neighbor RBridges
   that are visible to TRILL.  (Multiple low-level links that have been
   bonded together by technologies such as link aggregation [802.1AX]
   appear to TRILL as a single link over which only a single TRILL
   adjacency could be established.)



   Any such links that have pseudonodes (see Section 6) are
   distinguished in the topology; such adjacencies, if they are in the
   Report state, appear in LSPs as per Section 6.  However, there can be
   multiple parallel adjacencies without pseudonodes because they are
   point-to-point adjacencies or LAN adjacencies for which a pseudonode
   is not being created.  Such parallel, non-pseudonode adjacencies in
   the Report state appear in LSPs as a single adjacency.  The cost of
   such an adjacency MAY be adjusted downwards to account for the
   parallel paths.  Multipathing across such parallel connections can be
   freely done for unicast TRILL Data traffic on a per-flow basis but is
   restricted for multi-destination traffic, as described in Section
   4.5.2 (point 3) and Appendix C of [RFC6325].




3.6. Insufficient Space in Adjacency Table

   If the receipt of a TRILL LAN Hello would create a new adjacency
   table entry (that is, would transition an adjacency out of the Down
   state), there may be no space for the new entry.  In that case, the
   DRB election priority (see Section 4.2.1) of the new entry that would
   be created is compared with that priority for the existing entries.
   If the new entry is higher priority than the lowest priority existing
   entry, it replaces the lowest priority existing entry, which is
   transitioned to the Down state.




4. RBridge LAN Ports and DRB State

   The information at an RBridge associated with each of its LAN ports
   includes the following:



      o  Enablement bit, which defaults to enabled.



      o  SNPA address (usually a 48-bit MAC address) of the port.



      o  Port ID, used in TRILL Hellos sent on the port.



      o  The Holding Time, used in TRILL Hellos sent on the port.



      o  The Priority to be the DRB, used in TRILL Hellos sent on the
         port.



      o  The DRB status of the port, determined as specified below.



      o  A 16-bit unsigned Suspension timer, measured in seconds.



      o  The desired Designated VLAN.  The VLAN this RBridge wants to be
         the Designated VLAN for the link out this port, used in TRILL
         Hellos sent on the port.



      o  A table of zero or more adjacencies (see Section 3).




4.1. Port Table Entries and DRB Election State

   The TRILL equivalent of the DIS (Designated Intermediate System) on a
   link is the DRB or Designated RBridge.  The DRB election state
   machinery is described below.



   Each RBridge port is in one of the following four DRB states:



      Down:

         The port is operationally down.  It might be administratively
         disabled or down at the link layer.  In this state, there will
         be no adjacency table entries for the port, and no TRILL Hellos
         or other IS-IS PDUs or TRILL Data frames are accepted or
         transmitted.



      Suspended:

         Operation of the port is suspended because there is a higher
         priority port on the link with the same MAC (SNPA) address.
         This is the same as the down state with the exception that
         TRILL Hellos are accepted for the sole purpose of determining
         whether to change the value of the Suspension timer for the
         port as described below.



      DRB:

         The port is the DRB and can receive and transmit TRILL Data
         frames.



      Not DRB:

         The port is deferring to another port on the link, which it
         believes is the DRB, but can still receive and transmit TRILL
         Data frames.




4.2. DRB Election Events

   The following events can change the DRB state of a port:



      D1.  Expiration of the suspension timer while the port is in the

           Suspended state or the enablement of the port.



      D2.  Adjacency table for the port changes, and there are now

           entries for one or more other RBridge ports on the link that
           appear to be higher priority to be the DRB than the local
           port.



      D3.  The port is not Down or Suspended, and the adjacency table

           for the port changes, so there are now no entries for other
           RBridge ports on the link that appear to be higher priority
           to be the DRB than the local port.



      D4.  Receipt of a TRILL Hello with the same MAC address (SNPA) as

           the receiving port and higher priority to be the DRB as
           described for event A0.



      D5.  The port becomes operationally down.



   Event D1 is considered to occur on RBridge boot if the port is
   administratively and link-layer enabled.



   Event D4 causes the port to enter the Suspended state and all
   adjacencies for the port to be discarded (transitioned to the Down
   state).  If the port was in some state other than Suspended, the
   suspension timer is set to the Holding Time in the Hello that causes
   event D4.  If it was in the Suspended state, the suspension timer is
   set to the maximum of its current value and the Holding Time in the
   Hello that causes event D4.




4.2.1. DRB Election Details

   Events D2 and D3 constitute losing and winning the DRB election at
   the port, respectively.



   The candidates for election are the local RBridge and all RBridges
   with which there is an adjacency on the port in an adjacency state
   other than Down state.  The winner is the RBridge with highest
   priority to be the DRB, as determined from the 7-bit priority field
   in that RBridge's Hellos received and the local port's priority to be
   the DRB field, with MAC (SNPA) address as a tiebreaker, Port ID as a
   secondary tiebreaker, and System ID as a tertiary tiebreaker.  These
   fields are compared as unsigned integers with the larger magnitude
   being considered higher priority.



   Resort to the secondary and tertiary tiebreakers should only be
   necessary in rare circumstances when multiple ports have the same
   priority and MAC (SNPA) address and some of them are not yet
   suspended.  For example, RB1, that has low priority to be the DRB on
   the link, could receive Hellos from two other ports on the link that
   have the same MAC address as each other and are higher priority to be
   the DRB.  One of these two ports with the same MAC address will be
   suspended, cease sending Hellos, and the Hello from it received by
   RB1 will eventually time out.  But, in the meantime, RB1 can use the
   tiebreakers to determine which port is the DRB and thus which port's
   Hello to believe for such purposes as setting the Designated VLAN on
   the link.




4.2.2. Change in DRB

   Events D2 and D3 result from a change in the apparent DRB on the
   link.  Unnecessary DRB changes should be avoided, especially on links
   offering native frame service, as a DRB change will generally cause a
   transient interruption to native frame service.



   If a change in the DRB on the link changes the Designated VLAN on the
   link, the actions specified in Section 4.2.3 are taken.



   If an RBridge changes in either direction between being the
   Designated RBridge and not being the Designated RBridge at a port,
   this will generally change the VLANs on which Hellos are sent by that
   RBridge on that port as specified in Section 4.4.3 of [RFC6325].




4.2.3. Change in Designated VLAN

   Unnecessary changes in the Designated VLAN on a link should be
   avoided because a change in the Designated VLAN can cause a transient
   interruption to TRILL Data forwarding on the link.  When practical,
   all RBridge ports on a link should be configured with the same
   desired Designated VLAN so that, in case the winner of the DRB
   election changes, for any reason, the Designated VLAN will remain the
   same.



   If an RBridge detects a change in Designated VLAN on a link, then,
   for all adjacency table entries for a port to that link, the RBridge
   takes the following steps in the order given:



      o  The non-Designated VLAN Hello Holding timer is set to the
         maximum of its time to expiration and the current time to
         expiration of the Designated VLAN Hello Holding timer.



      o  The Designated VLAN Hello Holding timer is then set to expired
         (if necessary), and an event A5 occurs for the adjacency (see
         Section 3.3).



   If the Designated VLAN for a link changes, this will generally change
   the VLANs on which Hellos are sent by an RBridge port on that link as
   specified in Section 4.4.3 of [RFC6325].




4.3. State Table and Diagram

   The table below shows the transitions between the DRB states defined
   above based on the events defined above:



| Event | Down   | Suspend |  DRB    | Not DRB |
+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|  D1   | DRB    | DRB     |  N/A    |  N/A    |
|  D2   |  N/A   |  N/A    | Not DRB | Not DRB |
|  D3   |  N/A   |  N/A    | DRB     | DRB     |
|  D4   |  N/A   | Suspend | Suspend | Suspend |
|  D5   | Down   | Down    | Down    | Down    |



   N/A indicates that the event to the left is Not Applicable in the
   state at the top of the column.



   The diagram below presents the same information as in the state
   table:



 +‑‑‑‑‑‑‑‑‑‑‑‑‑+
 |  Down       |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
 +‑+‑‑‑+‑‑‑‑‑‑‑+     ^         |
   |   |   ^         |         |
 D1|   |D5 |         |         |
   |   +‑‑‑+         |D5       |
   |                 |         |
   |        +‑‑‑‑‑‑‑‑+‑‑‑‑+    |
   |        |  Suspended  |<‑‑‑|‑‑‑+
   |        +‑+‑‑‑‑‑+‑‑‑‑‑+    |   |
   |        D1|  ^  |   ^      |   |
   |          |  |  |D4 |      |   |
   |          |  |  +‑‑‑+      |   |
   |          |  |             |   |
   |          |  |D4           |   |
   V          V  |             |   |
 +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑+ D5        |   |
 |          DRB    |‑‑‑‑‑‑‑‑‑‑>|   |
 +‑‑‑‑‑‑‑‑+‑‑+‑‑‑‑‑+           |   |
     ^    |  |  ^              |   |
     |  D2|  |D3|              |   |
     |    |  +‑‑+              |   |
     |    |         D4         |   |
     |D3  |  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑+
     |    V  |                 |
+‑‑‑‑+‑‑‑‑‑‑‑+‑+ D5            |
|   Not DRB    |‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
+‑‑‑‑+‑‑‑‑‑‑‑‑‑+
     |    ^
     |D2  |
     +‑‑‑‑+




5. MTU Matching

   The purpose of MTU testing is to ensure that the links used in the
   campus topology can pass TRILL IS-IS and Data frames at the RBridge
   campus MTU.



   An RBridge, RB1, determines the desired campus link MTU by
   calculating the minimum of its originatingL1LSPBufferSize and the
   originatingL1LSPBufferSize of other RBridges in the campus, as
   advertised in the link state database, but not less than 1,470 bytes.
   Although originatingL1LSPBufferSize in Layer 3 [IS-IS] is limited to
   the range 512 to 1,492 bytes inclusive, in TRILL it is limited to the
   range 1,470 to 65,535 bytes inclusive.



   Although MTU testing is optional, it is mandatory for an RBridge to
   respond to an MTU-probe PDU with an MTU-ack PDU [RFC6325] [RFC6326].
   Use of multicast or unicast for MTU-probe and MTU-ack is an
   implementation choice.  However, the burden on the link is generally
   minimized by multicasting MTU-probes when a response from all other
   RBridges on the link is desired, such as when initializing or re-
   confirming MTU, unicasting MTU-probes when a response from a single
   RBridge is desired, such as one that has just been detected on the
   link, and unicasting all MTU-ack frames.



   RB1 can test the MTU size to RB2 as described in Section 4.3.2 of
   [RFC6325].  For this purpose, MTU testing is only done in the
   Designated VLAN.  An adjacency that fails the MTU test at the campus
   MTU will not enter the Report state or, if the adjacency is in that
   state, it leaves that state.  Thus, an adjacency failing the MTU test
   will not be reported by the RBridge performing the test.  Since
   inclusion in least-cost route computation requires the adjacency to
   be reported by both ends, as long as the MTU failure is noticed by
   the RBridge at either end of the adjacency, it will not be so used.



   If it tests MTU, RB1 reports the largest size for which the MTU test
   succeeds or a flag indicating that it fails at the campus MTU.  This
   report always appears with the neighbor in RB1's TRILL Neighbor TLV.
   RB1 MAY also report this with the adjacency in an Extended
   Reachability TLV in RB1's LSP.  RB1 MAY choose to test MTU sizes
   greater than the desired campus MTU as well as the desired campus
   MTU.



   Most types of TRILL IS-IS frames, such as LSPs, can make use of the
   campus MTU.  The exceptions are TRILL Hellos, which must be kept
   small for loop safety, and the MTU PDUs, whose size must be adjusted
   appropriately for the tests being performed.




6. Pseudonodes

   The Designated RBridge (DRB), determined as described above, controls
   whether a pseudonode will be used on a link.



   If the DRB sets the bypass pseudonode bit in its TRILL LAN Hellos,
   the RBridges on the link (including the DRB) just directly report all
   their adjacencies on the LAN that are in the Report state.  If the
   DRB does not set the bypass pseudonode bit in its TRILL Hellos, then
   (1) the DRB reports in its LSP its adjacency to the pseudonode, (2)
   the DRB sends LSPs on behalf of the pseudonode in which it reports
   adjacency to all other RBridges on the link where it sees that
   adjacency in the Report state, and (3) all other RBridges on the link
   report their adjacency to the pseudonode if they see their adjacency
   to the DRB as being in the Report state and do not report any other
   adjacencies on the link.  Setting the bypass pseudonode bit has no
   effect on how LSPs are flooded on a link.  It only affects what LSPs
   are generated.



   It is anticipated that many links between RBridges will actually be
   point-to-point, in which case using a pseudonode merely adds to the
   complexity.  For example, if RB1 and RB2 are the only RBridges on the
   link, and RB1 is DRB, then if RB1 creates a pseudonode that is used,
   there are 3 LSPs: for, say, RB1.25 (the pseudonode), RB1, and RB2,
   where RB1.25 reports connectivity to RB1 and RB2, and RB1 and RB2
   each just say they are connected to RB1.25.  Whereas if DRB RB1 sets
   the bypass pseudonode bit in its Hellos, then there will be only 2
   LSPs: RB1 and RB2 each reporting connectivity to each other.



   A DRB SHOULD set the bypass pseudonode bit in its Hellos if it has
   not seen at least two simultaneous adjacencies in the Report state
   since it last rebooted or was reset by network management.




7. TRILL-Hello Reception and Transmission

   This section provides further details on the receipt and transmission
   of TRILL LAN Hellos.



   TRILL LAN Hellos, like all TRILL IS-IS frames, are primarily
   distinguished from Layer 3 IS-IS frames by being sent to the
   All-IS-IS-RBridges multicast address (01-80-C2-00-00-41).  TRILL
   IS-IS frames also have the L2-IS-IS Ethertype (0x22F4) and are
   Ethertype encoded.



   Although future extensions to TRILL may include use of Level 2 IS-IS,
   [RFC6325] specifies TRILL using a single Level 1 Area with Area
   Address zero (see Section 4.2 of [RFC6326]).



   IS-IS Layer 3 routers are frequently connected to other Layer 3
   routers that are part of a different routing domain.  In that case,
   the externalDomain flag (see [IS-IS]) is normally set for the port
   through which such a connection is made.  The setting of this flag to
   "true" causes no IS-IS PDUs to be sent out the port and any IS-IS
   PDUs received to be discarded, including Hellos.  RBridges operate in
   a different environment where all neighbor RBridges merge into a
   single campus.  For loop safety, RBridges do not implement the
   externalDomain flag or implement it with the fixed value "false".
   They send and receive TRILL LAN Hellos on every port that is not
   disabled or configured as point-to-point.




7.1. Transmitting TRILL Hellos

   TRILL LAN Hellos are sent with the same timing as Layer 3 IS-IS LAN
   Hellos [IS-IS]; however, no Hellos are sent if a port is in the
   Suspended or Down states.



   TRILL-Hello PDUs SHOULD NOT be padded and MUST NOT be sent exceeding
   1,470 octets; however, a received TRILL Hello longer than 1,470
   octets is processed normally.



   TRILL-Hello PDU headers MUST conform to the following:



      o  Maximum Area Addresses equal to 1.



      o  Circuit Type equal to 1.



   Each TRILL Hello MUST contain an Area Addresses TLV listing only the
   single Area zero, and an MT Port Capabilities TLV containing a VLAN-
   FLAGS sub-TLV [RFC6326].  If a Protocols Supported TLV is present, it
   MUST list the TRILL NLPID (0xC0).



   The TRILL Neighbor TLV sent in a Hello MUST show the neighbor
   information, as sensed by the transmitting RBridge, for the VLAN on
   which the Hello is sent.  Since implementations conformant to this
   document maintain such information on a per-VLAN basis only for the
   Designated VLAN, such implementations only send the TRILL Neighbor
   TLV in TRILL Hellos on the Designated VLAN.



   It is RECOMMENDED that, if there is sufficient room, a TRILL Neighbor
   TLV or TLVs, as described in Section 4.4.2.1 of [RFC6325], covering
   the entire range of MAC addresses and listing all adjacencies with a
   non-zero Designated VLAN Hello Holding time, or an empty list of
   neighbors if there are no such adjacencies, be in TRILL Hellos sent
   on the Designated VLAN.  If this is not possible, then TRILL Neighbor
   TLV's covering sub-ranges of MAC addresses should be sent so that the
   entire range is covered reasonably promptly.  Delays in sending TRILL
   Neighbor TLVs will delay the advancement of adjacencies to the Report
   state and the discovery of some link failures.  Rapid (for example,
   sub-second) detection of link or node failures is best addressed with
   a protocol designed for that purpose, such as Bidirectional
   Forwarding Detection (BFD) [RFC5880], use of which with TRILL will be
   specified in a separate document.



   To ensure that any RBridge RB2 can definitively determine whether RB1
   can hear RB2, RB1's neighbor list MUST eventually cover every
   possible range of IDs, that is, within a period that depends on RB1's
   policy and not necessarily within any specific period such as its
   Holding Time.  In other words, if X1 is the smallest ID reported in
   one of RB1's neighbor lists, and the "smallest" flag is not set, then
   X1 MUST appear in a different neighbor list as well, as the largest
   ID reported in that fragment.  Or lists may overlap, as long as there
   is no gap, such that some range, say between Xi and Xj, never appears
   in any list.



   A TRILL Hello MAY also contain any TLV permitted in a Layer 3 IS-IS
   Hello.  TLVs that are unsupported/unknown are ignored.




7.2. Receiving TRILL Hellos

   Assuming a frame has the All-IS-IS-RBridges multicast address and
   L2-IS-IS Ethertype, it will be examined to see if it appears to be an
   IS-IS PDU.  If so, and it appears to be a LAN Hello PDU, the
   following tests are performed.



      o  If the Circuit Type field is not 1, the PDU is discarded.



      o  If the PDU does not contain an Area Address TLV or it contains
         an Area Address TLV that is not the single Area Address zero,
         it is discarded.



      o  If the Hello includes a Protocols Supported TLV that does not
         list the TRILL NLPID (0xC0), it is discarded.  It is acceptable
         if there is no Protocols Supported TLV present.



      o  If the Hello does not contain an MT Port Capabilities TLV
         containing a VLAN-FLAGS sub-TLV [RFC6326], it is discarded.



      o  If the maximumAreaAddresses field of the PDU is not 1, it is
         discarded.



      o  If IS-IS authentication is in use on the link and the PDU
         either has no Authentication TLV or validation of that
         Authentication TLV fails, it is discarded.



   If none of the rules in the list above has been satisfied, and the
   frame is parseable, it is assumed to be a well-formed TRILL Hello
   received on the link.  It is treated as an event A0, A1, A2, or A3
   based on the criteria listed in Section 3.3.




8. Multiple Ports on the Same Link

   It is possible for an RBridge RB1 to have multiple ports on the same
   link that are not in the Suspended state.  It is important for RB1 to
   recognize which of its ports are on the same link.  RB1 can detect
   this condition based on receiving TRILL LAN Hello messages with the
   same LAN ID on multiple ports.



   The DRB election is port-based (see Section 4) and only the Hellos
   from the elected port can perform certain functions such as dictating
   the Designated VLAN or whether a pseudonode will be used; however,
   the election also designates the RBridge with that port as DRB for
   the link.  An RBridge may choose to load split some tasks among its
   ports on the link if it has more than one and it is safe to do so as
   described in Section 4.4.4 of [RFC6325].




9. Security Considerations

   This memo provides improved documentation of some aspects of the
   TRILL base protocol standard, particularly four aspects of the TRILL
   LAN Hello protocol.  It does not change the security considerations
   of the TRILL base protocol.  See Section 6 of [RFC6325].
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1. Introduction

   The TRILL Protocol [RFC6325] defines a set of mechanisms used to
   communicate between RBridges.  These devices can bridge together
   large 802 networks using link-state protocols in place of the
   traditional spanning tree mechanisms [RFC5556].



   Over Ethernet, TRILL uses two separate Ethertypes to distinguish
   between encapsulation headers, which carry user data, and link-state
   messages, which compute network topology using a protocol based on
   [IS-IS] [RFC6326].  These two protocols must be distinguished from
   one another, and segregated from all other traffic.



   In a network where PPP [RFC1661] is used to interconnect routers
   (often over telecommunications links), it may be advantageous to be
   able to bridge between Ethernet segments over those PPP links, and
   thus integrate remote networks with an existing TRILL cloud.  The
   existing Bridging Control Protocol (BCP) [RFC3518] allows direct
   bridging of Ethernet frames over PPP.  However, this mechanism is
   inefficient and inadequate for TRILL, which can be optimized for use
   over PPP links.



   To interconnect these devices over PPP links, three protocol numbers
   are needed, and are reserved as follows:



Value (in hex)  Protocol Name
‑‑‑‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
 005d           TRILL Network Protocol (TNP)
 405d           TRILL Link State Protocol (TLSP)
 805d           TRILL Network Control Protocol (TNCP)



   The usage of these three protocols is described in detail in the
   following section.



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].




2. PPP TRILL Negotiation

   The TRILL Network Control Protocol (TNCP) is responsible for
   negotiating the use of the TRILL Network Protocol (TNP) and TRILL
   Link State Protocol (TLSP) on a PPP link.  TNCP uses the same option
   negotiation mechanism and state machine as described for LCP
   (Section 4 of [RFC1661]).



   TNCP packets MUST NOT be exchanged until PPP has reached the Network-
   Layer Protocol phase.  Any TNCP packets received when not in that
   phase MUST be silently ignored.



   The encapsulated network layer data, carried in TNP packets, and
   topology information, carried in TLSP packets, MUST NOT be sent
   unless TNCP is in the Opened state.  If a TNP or TLSP packet is
   received when TNCP is not in the Opened state and LCP is in the
   Opened state, an implementation MUST silently discard the unexpected
   TNP or TLSP packet.




2.1. TNCP Packet Format

   Exactly one TNCP packet is carried in the PPP Information field, with
   the PPP Protocol field set to hex 805d (TNCP).  A summary of the TNCP
   packet format is shown below.  The fields are transmitted from left
   to right.



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|     Code      |  Identifier   |            Length             |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    Data ...
+‑+‑+‑+‑+



   Code



      Only LCP Code values 1 through 7 (Configure-Request,
      Configure-Ack, Configure-Nak, Configure-Reject, Terminate-Request,
      Terminate-Ack, and Code-Reject) are used.  All other codes SHOULD
      result in a TNCP Code-Reject reply.



   Identifier and Length



      These are as documented for LCP.



   Data



This field contains data formatted as described in Section 5 of
[RFC1661].  Codes 1‑4 use Type‑Length‑Data sequences, Codes 5
and 6 use uninterpreted data, and Code 7 uses a Rejected‑Packet,
all as described in [RFC1661].



   Because no Configuration Options have been defined for TNCP,
   negotiating the use of the TRILL Protocol with IS-IS for the link
   state protocol is the default when no options are specified.  A
   future document may specify the use of Configuration Options to
   enable different TRILL operating modes, such as the use of a
   different link state protocol.




2.2. TNP Packet Format

   When TNCP is in the Opened state, TNP packets are sent by setting the
   PPP Protocol field to hex 005d (TNP) and placing TRILL-encapsulated
   data representing exactly one encapsulated packet in the PPP
   Information field.



   A summary of this format is provided below:



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| V | R |M|Op‑Length| Hop Count | Egress (RB2) Nickname         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Ingress (RB1) Nickname        | Inner Destination MAC ...
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑



   This is identical to the TRILL Ethernet format (Section 4.1 of
   [RFC6325], "Ethernet Data Encapsulation"), except that the Outer MAC
   (Media Access Control) header and Ethertype are replaced by the PPP
   headers and Protocol Field, and the Ethernet Frame Check Sequence
   (FCS) is not present.  Both user data and End-Station Address
   Distribution Information (ESADI) packets are encoded in this format.



   The PPP FCS follows the encapsulated data on links where the PPP FCS
   is in use.



   Unlike the TRILL Ethernet encapsulation, PPP nodes do not have MAC
   addresses, so no outer MAC is present.  (High-Level Data Link Control
   (HDLC) addresses MAY be present in some situations; such usage is
   outside the scope of this document.)




2.3. TLSP Packet Format

   When TNCP is in the Opened state, TLSP packets are sent by setting
   the PPP Protocol field to hex 405d (TLSP) and placing exactly one
   IS-IS Payload (Section 4.2.3 of [RFC6325], "TRILL IS-IS Frames") in
   the PPP Information field.



   Note that point-to-point IS-IS links have only an arbitrary circuit
   ID, and do not use MAC addresses for identification.




3. TRILL PPP Behavior

1. On a PPP link, TRILL always uses point‑to‑point (P2P) Hellos.
   There is no need for TRILL‑Hello frames, nor is per‑port
   configuration necessary.  P2P Hello messages, per "Point‑to‑Point
   IS to IS hello PDU" (Section 9.7 of [IS‑IS]), do not use Neighbor
   IDs in the same manner as on Ethernet.  However, per
   Section 4.2.4.1 of [RFC6325], the three‑way IS‑IS handshake using
   extended circuit IDs is required on point‑to‑point links, such
   as PPP.



   2. RBridges are never appointed forwarders on PPP links.  If an
      implementation includes BCP [RFC3518], then it MUST ensure that
      only one of BCP or TNCP is negotiated on a link, and not both.  If
      the peer is an RBridge, then there is no need to pass
      unencapsulated frames, as the link can have no TRILL-ignorant peer
      to be concerned about.  If the peer is not an RBridge, then TNCP
      negotiation fails and TRILL is not used on the link.



   3. An implementation that has only PPP links might have no
      Organizationally Unique Identifier (OUI) that can form an IS-IS
      System ID.  Resolving that issue is outside the scope of this
      document; however, it is strongly RECOMMENDED that all TRILL
      implementations have at least one zero-configuration mechanism to
      obtain a valid System ID.  Refer to ISO/IEC 10589 [IS-IS]
      regarding System ID uniqueness requirements.



   4. TRILL MTU-probe and TRILL MTU-ack messages (Section 4.3.2 of
      [RFC6325]) are not needed on a PPP link.  Implementations MUST NOT
      send MTU-probe messages and SHOULD NOT reply to these messages.
      The MTU computed by LCP SHOULD be used instead.  Negotiating an
      LCP MTU of at least 1524, to allow for an inner Ethernet payload
      of 1500 octets, is RECOMMENDED.




4. Security Considerations

   Existing PPP and IS-IS security mechanisms may play important roles
   in a network of RBridges interconnected by PPP links.  At the TRILL
   IS-IS layer, the IS-IS authentication mechanism [RFC5304] [RFC5310]
   prevents fabrication of link-state control messages.



   Not all implementations need to include specific security mechanisms
   at the PPP layer, for example if they are designed to be deployed
   only in cases where the networking environment is trusted or where
   other layers provide adequate security.  A complete enumeration of
   possible deployment scenarios and associated threats and options is
   not possible and is outside the scope of this document.  For
   applications involving sensitive data, end-to-end security should
   always be considered in addition to link security to provide security
   in depth.



   However, in case a PPP layer authentication mechanism is needed to
   protect the establishment of a link and identify a link with a known
   peer, implementation of the PPP Challenge Handshake Authentication
   Protocol (CHAP) [RFC1994] is RECOMMENDED.  Should greater flexibility
   than that provided by CHAP be required, the Extensible Authentication
   Protocol (EAP) [RFC3748] is a good alternative.



   If TRILL-over-PPP packets also require confidentiality, the PPP
   Encryption Control Protocol (ECP) link encryption mechanisms
   [RFC1968] can protect the confidentiality and integrity of all
   packets on the PPP link.



   And when PPP is run over tunneling mechanisms, such as the Layer Two
   Tunneling Protocol (L2TP) [RFC3931], tunnel security protocols may be
   available.



   For general TRILL protocol security considerations, see [RFC6325].




5. IANA Considerations

   IANA has assigned three PPP Protocol field values, 005d, 405d, and
   805d, as described in Section 1 of this document.



   IANA has created a new "PPP TNCP Configuration Option Types" registry
   in the PPP-Numbers registry, using the same format as the existing
   "PPP LCP Configuration Option Types" registry.



   All TNCP Configuration Option Types except 0 are "Unassigned" and
   available for future use, based on "IETF Review", as described in
   BCP 26 [RFC5226].  Option 0 is allocated for use with Vendor-Specific
   Options, as described in [RFC2153].
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Abstract

   The IETF TRILL (TRansparent Interconnection of Lots of Links)
   protocol provides least cost pair-wise data forwarding without
   configuration in multi-hop networks with arbitrary topology, safe
   forwarding even during periods of temporary loops, and support for
   multipathing of both unicast and multicast traffic.  TRILL
   accomplishes this by using IS-IS (Intermediate System to Intermediate
   System) link state routing and by encapsulating traffic using a
   header that includes a hop count.  Devices that implement TRILL are
   called "RBridges" (Routing Bridges).



   TRILL supports multi-access LAN (Local Area Network) links that can
   have multiple end stations and RBridges attached.  Where multiple
   RBridges are attached to a link, native traffic to and from end
   stations on that link is handled by a subset of those RBridges called
   "Appointed Forwarders", with the intent that native traffic in each
   VLAN (Virtual LAN) be handled by at most one RBridge.  The purpose of
   this document is to improve the documentation of the Appointed
   Forwarder mechanism; thus, it updates RFC 6325.
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   and how to provide feedback on it may be obtained at
   http://www.rfc-editor.org/info/rfc6439.
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1. Introduction

   The IETF TRILL (TRansparent Interconnection of Lots of Links)
   protocol [RFC6325] provides optimal pair-wise data frame forwarding
   without configuration in multi-hop networks with arbitrary topology,
   safe forwarding even during periods of temporary loops, and support
   for multipathing of both unicast and multicast traffic.  TRILL
   accomplishes this by using IS-IS (Intermediate System to Intermediate
   System) [IS-IS] [RFC1195] link state routing and encapsulating
   traffic using a header that includes a hop count.  The design
   supports VLANs (Virtual Local Area Networks) and optimization of the
   distribution of multi-destination frames based on VLANs and IP-
   derived multicast groups.  Devices that implement TRILL are called
   "RBridges" (Routing Bridges).



   Section 2 of [RFC6327] explains the environment for which the TRILL
   protocol is designed and the differences between that environment and
   the typical Layer 3 routing environment.



   TRILL supports multi-access LAN (Local Area Network) links that can
   have multiple end stations and RBridges attached.  Where multiple
   RBridges are attached to a link, native traffic to and from end
   stations on that link is handled by a subset of those RBridges called
   "Appointed Forwarders", with the intent that native traffic in each
   VLAN be handled by at most one RBridge.  An RBridge can be Appointed
   Forwarder for many VLANs.



   The purpose of this document is to improve the documentation of the
   Appointed Forwarder mechanism; thus, it updates RFC 6325.  It
   includes reference implementation details.  Alternative
   implementations that interoperate on the wire are permitted.



   The Appointed Forwarder mechanism is irrelevant to any link on which
   end station service is not offered.  This includes links configured
   as point-to-point IS-IS links and any link with all RBridge ports on
   that link configured as trunk ports.  (In TRILL, configuration of a
   port as a "trunk port" just means that no end station service will be
   provided.  It does not imply that all VLANs are enabled on that
   port.)



   The Appointed Forwarder mechanism has no effect on the formation of
   adjacencies, the election of the Designated RBridge (DRB) for a link,
   MTU matching, or pseudonode formation.  Those topics are covered in
   [RFC6327].  Furthermore, Appointed Forwarder status has no effect on
   the forwarding of TRILL Data frames.  It only affects the handling of
   native frames.



   For other aspects of the TRILL base protocol, see [RFC6325] and
   [RFC6327].  Familiarity with [RFC6325] and [RFC6327] is assumed in
   this document.  In case of conflict between this document and
   [RFC6325], this document prevails.




1.1. Terminology and Acronyms

   This document uses the acronyms defined in [RFC6325].



   A "trunk port" is a port configured with the "end station service
   disable" bit on, as described in Section 4.9.1 of [RFC6325].



   In this document, the term "link" means "bridged LAN", that is to say
   some combination of physical links with zero or more bridges, hubs,
   repeaters, or the like.



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in
   [RFC2119].




2. Appointed Forwarders and Their Appointment

   The Appointed Forwarder on a link for VLAN-x is the RBridge that
   ingresses native frames from the link and egresses native frames to
   the link in VLAN-x.  By default, the DRB (Designated RBridge) on a
   link is in charge of native traffic for all VLANs on the link.  The
   DRB may, if it wishes, act as Appointed Forwarder for any VLAN and it
   may appoint other RBridges that have ports on the link as Appointed
   Forwarder for one or more VLANs.



   It is important that there not be two Appointed Forwarders on a link
   that are ingressing and egressing native frames for the same VLAN at
   the same time.  Should this occur, it could form a loop where frames
   are not protected by a TRILL Hop Count for part of the loop.  (Such a
   condition can even occur through two Appointed Forwarders for two
   different VLANs, VLAN-x and VLAN-y, if ports or bridges inside the
   link are configured to map frames between VLAN-x and VLAN-y as
   discussed in Section 2.4.)  While TRILL tries to avoid such
   situations, for loop safety there is also an "inhibition" mechanism
   (see Section 3) that can cause an RBridge that is an Appointed
   Forwarder to not ingress or egress native frames.



   As discussed in Section 5, an RBridge may have multiple ports on a
   link.  As discussed in [RFC6327], if there are multiple ports with
   the same Media Access Control (MAC) address on a link, all but one
   will be suspended.  The case of multiple ports on a link for one
   RBridge and the case of multiple ports with the same MAC address on a
   link and combinations of these cases are fully accommodated; however,
   multiple ports on a link for one RBridge is expected to be a rare
   condition and duplicate MAC addresses are not recommended by either
   TRILL or IEEE 802.1 standards.



   Appointed Forwarder status has no effect on the forwarding of TRILL
   Data frames.  It only affects the handling of native frames.



   There are three mechanisms by which an RBridge can be appointed or
   un-appointed as Appointed Forwarder: as a result of the DRB elections
   [RFC6327] as discussed in Section 2.1, as a result of action by the
   DRB as discussed in Section 2.2, as a result of a local configuration
   action as discussed in Section 2.3.




2.1. Appointment Effects of DRB Elections

   When an RBridge believes that it has become the DRB on a link, by
   default, it can act as Appointed Forwarder for any VLANs on that link
   that it chooses as long as its port is not configured as a trunk port
   and has that VLAN enabled (or at least one of its ports meets these
   criteria, if it has more than one port on the link).



   An RBridge loses all Appointed Forwarder status when:



   1.  it decides that it has lost the status of being the DRB for a
       link; or



   2.  it observes a change in the RBridge that is the DRB for the link
       without itself becoming the DRB.



   In the rare corner case where an RBridge has more than one port on a
   link, one of which was previously the DRB election winner but has
   just lost the DRB election to a different port of the same RBridge
   (possibly due to management configuration of port priorities), there
   is no change in which RBridge is the DRB.  Therefore, neither of the
   above points applies and there is no change in Appointed Forwarder
   status.




2.2. Appointment and Removal by the DRB

   The DRB may appoint other RBridges on the link through inclusion of
   one or more Appointed Forwarders sub-TLVs [RFC6326] in a TRILL Hello
   it sends on the Designated VLAN out the port that won the DRB
   election.  When the DRB sends any appointments in a TRILL Hello, it
   must send all appointments for that link in that Hello.  Any previous
   appointment not included is implicitly revoked.



   Although the DRB does not need to announce the VLANs for which it has
   chosen to act as Appointed Forwarder by sending appoints for itself,
   if the DRB wishes to revoke all appointments for RBridges other than
   itself on the link, it is recommended that it send a TRILL Hello with
   an appointment for itself for some VLAN.



   The DRB MUST NOT send any appointments on a link unless its DRB
   inhibition timer (see Section 3) for that link is expired.



   How the DRB decides what other RBridges on the link, if any, to
   appoint forwarder for which VLANs is beyond the scope of this
   document.




2.2.1. Processing Forwarder Appointments

   When a non-DRB RBridge that can offer end station service on a link
   receives a TRILL Hello that is not discarded for one of the reasons
   given in [RFC6327], it checks the source MAC address and the Port ID
   and System ID in the Hello to determine if it is from the winning DRB
   port.  If it is not from that port, any Appointed Forwarder sub-TLVs
   in the Hello are ignored, and there is no change in the receiving
   RBridge's Appointed Forwarder status.  Also, if no Appointed
   Forwarder sub-TLVs are present in the TRILL Hello, there is no change
   in the receiver's Appointed Forwarder status.



   However, if the TRILL Hello is from the winning DRB port and the
   Hello includes one or more Appointed Forwarder sub-TLVs, then the
   receiving RBridge becomes appointed for the VLANs that are both
   listed for it in the Hello and are enabled on the receiving port.
   (If the appointment includes VLAN IDs 0x000 or 0xFFF, they are
   ignored, but any other VLAN IDs are still effective.)  If the
   receiver was Appointed Forwarder for any other VLANs, its Appointed
   Forwarder status for such other VLANs is revoked.  For example, if
   none of these sub-TLVs in a Hello appoints the receiving RBridge,
   then it loses all Appointed Forwarder status and is no longer
   Appointed Forwarder for any VLAN on the port where the Hello was
   received.



   The handling of one or more Appointed Forwarder sub-TLVs in a Hello
   from the winning port that appoints the receiving RBridge is as
   follows.  An appointment in an Appointed Forwarder sub-TLV is for a
   specific RBridge and a contiguous interval of VLAN IDs; however, as
   stated above, it actually appoints that RBridge forwarder only for
   the VLAN(s) in that range that are enabled on one or more ports that
   RBridge has on the link (ignoring any ports configured as trunk ports
   or as IS-IS point-to-point ports).  If the RBridge was Appointed
   Forwarder for any additional VLANs beyond the VLANs for which it was
   being appointed, it loses Appointed Forwarder status for such
   additional VLANs.



   There is no reason for an RBridge to remember that it received a
   valid appointment message for a VLAN that was ineffective because the
   VLAN was not enabled on the port where the message was received or
   because the port was a trunk or point-to-point port.  It does not
   become Appointed Forwarder for such a VLAN just because that VLAN is
   later enabled or the port later reconfigured.



   It should be straightforward for the DRB to send, within one Hello,
   the appointments for several dozen VLAN IDs or several dozen blocks
   of contiguous VLAN IDs.  Should the VLANs the DRB wishes to appoint
   be inconveniently distributed, for example, the proverbial case where
   the DRB RB1 wishes to appoint RB2 forwarder for all even-numbered
   VLANs and appoint RB3 forwarder for all odd-numbered VLANs, the
   following method may be used.  The network manager normally controls
   what VLANs are enabled on RBridge port.  Thus, the network manager
   can appoint an RBridge forwarder for an arbitrary set of scattered
   VLANs by enabling only those VLANs on the relevant port (or ports)
   and then having the DRB send an appointment that appears to appoint
   the target RBridge forwarder for all VLANs.  However, for proper
   operation and inter-RBridge communication, the Designated VLAN for a
   link SHOULD be enabled on all RBridge ports on that link, and it may
   not be desired to appoint the RBridge forwarder for the Designated
   VLAN.  Thus, in the general case, it would require two appointments,
   although it would still only require one appointment if the
   Designated VLAN were an extreme low or high value such as VLAN 0xFFE
   or the default VLAN 1.



   For example, assume the DRB wants RB2 to be Appointed Forwarder for
   all even-numbered VLANs and the Designated VLAN for the link is VLAN
   101.  The network manager could cause all even-numbered VLANs plus
   VLAN 101 to be enabled on the relevant port of RB2 and then, with the
   desired effect, cause the DRB to send appointments to RB2 appointing
   it forwarder for all VLANs from 1 through 100 and from 102 through
   4,094.



   Should the network manager have misconfigured the enabled VLANs and
   Appointed Forwarders, resulting in two RBridges believing they are
   Appointed Forwarders for the same VLAN, then item 4 in Section 3 will
   cause one or more of the RBridges to be inhibited for that VLAN.




2.2.2. Frequency of Appointments

   It is not necessary for the DRB to include the forwarder appointments
   in every TRILL Hello that it sends on the Designated VLAN for a link.
   For loop safety, every RBridge is required to indicate, in every
   TRILL Hello it sends in VLAN-x on a link, whether it is an Appointed
   Forwarder for VLAN-x for that link (see item 4 in Section 3).  It is
   also RECOMMENDED that the DRB have all VLANs for which end station
   service will be offered on the link as well as the Designated VLAN,
   enabled.  Thus, the DRB will generally be informed by other RBridges
   on the link of the VLANs for which they believe they are Appointed
   Forwarder.  If this matches the appointments the DRB wishes to make,
   it is not required to re-send its forwarder appointments; however,
   for robustness, especially in cases such as VLAN misconfigurations in
   a bridged LAN link, it is RECOMMENDED that the DRB send its forwarder
   appointments on the Designated VLAN at least once per its Holding
   Time on the port that won the DRB election.




2.2.3. Appointed Forwarders Limit

   The mechanism of DRB forwarder appointment and the limited length of
   TRILL Hellos impose a limit on the number of RBridges on a link that
   can be Appointed Forwarders.  To obtain a conservative estimate,
   assume that no more than 1000 bytes are available in a TRILL Hello
   for such appointments.  Assume it is desired to appoint various
   RBridges on a link forwarder for arbitrary non-intersecting sets of
   VLANs.  Using the technique discussed above would generally require
   two appointments, or 12 bytes, per RBridge.  With allowance for
   sub-TLV and TLV overhead, appointments for 83 RBridges would fit in
   under 1000 bytes.  Including the DRB, this implies a link with 84 or
   more RBridges attached.  Links with more than a handful of RBridges
   attached are expected to be rare.



   Note: If the Designated VLAN were an extreme low or high value, such
   as VLAN 1, which is the default and may be a common value in
   practice, only 6 bytes per RBridge would be required.  This would
   permit twice as many different Appointed Forwarder RBridges than
   indicated by the general analysis above or, alternatively, would take
   only half as much space to appoint the same number of Appointed
   Forwarders.



   Unnecessary changes in Appointed Forwarders SHOULD NOT be made as
   they may result in transient lack of end station service.  Large
   numbers of Appointed Forwarders on a link (in excess of 65) are NOT
   RECOMMENDED due to the complexity of their establishment and
   maintenance.




2.3. Local Configuration Action Appointment Effects

   Disabling VLAN-x at an RBridge port cancels any Appointed Forwarder
   status that RBridge has for VLAN-x unless VLAN-x is enabled on some
   other port that the RBridge has connected to the same link.
   Configuring a port as a trunk port or point-to-point port revokes any
   Appointed Forwarder status that depends on enabled VLANs at that
   port.



   Causing a port to no longer be configured as a trunk or point-to-
   point port or enabling VLAN-x on a port does not, in itself, cause
   the RBridge to become an Appointed Forwarder for the link that port
   is on.  However, such actions can allow the port's RBridge to become
   Appointed Forwarder by choice if it is the DRB or by appointment, if
   it is not the DRB on the link.




2.4. VLAN Mapping within a Link

   TRILL Hellos include a field that is set to the VLAN in which they
   are sent.  If they arrive on a different VLAN, then VLAN mapping is
   occurring within the link.  (Such VLAN mapping within a link between
   RBridges should not be confused with VLAN mapping inside an RBridge
   [VLANMAP]).  VLAN mapping between VLAN-x and VLAN-y can lead to a
   loop if the Appointed Forwarders for the VLANs are different.  If
   such mapping within a link was allowed and occurred on two or more
   links so that there was a cycle of VLAN mappings, a broadcast frame,
   for example, would loop forever.



   To prevent this potential problem, if the DRB on a link detects VLAN
   mapping by receiving a Hello in VLAN-x that was sent on VLAN-y, it
   MUST make or revoke appointments so as to assure that the same
   RBridge (possibly the DRB) is the Appointed Forwarder on the link for
   both VLAN-x and VLAN-y.




3. The Inhibition Mechanism

   An RBridge has, for every link on which it can offer end station
   service (that is every link for which it can act as an Appointed
   Forwarder), the following timers denominated in seconds:



   - a DRB inhibition timer,



   - a root change inhibition timer, and



   - up to 4,094 VLAN inhibition timers, one for each legal VLAN ID.



   The DRB and root change inhibition timers MUST be implemented.



   The loss of native traffic due to inhibition will be minimized by
   logically implementing a VLAN inhibition timer per each VLAN for
   which end station service will ever be offered by the RBridge on the
   link; this SHOULD be done.  (See the Appendix for an example
   motivating VLAN inhibition timers.)  However, if implementation
   limitations make a full set of such timers impractical, the VLAN
   inhibition timers for more than one VLAN can, with care, be merged
   into one timer.  In particular, an RBridge MUST NOT merge the VLAN
   inhibition timers together for two VLANs if it is the Appointer
   Forwarder for one and not for the other, as this can lead to
   unnecessary indefinitely prolonged inhibition.  In the limit, there
   will be safe operations, albeit with more native frame loss than
   would otherwise be required, even if only two VLAN inhibition timers
   are provided: one for VLANs for which the RBridge is the Appointed
   Forwarder and one for all other VLANs.  At least two VLAN inhibition
   timers MUST be implemented.  Where a VLAN inhibition timer represents
   more than one VLAN, an update or test that would have been done to
   the timer for any of the VLANs is performed on the merged timer.



   These timers are set as follows:



   1.  On booting or management reset, each port will have its own set
       of timers, even if two or more such ports are on the same link,
       because the RBridge will not have had a chance to learn that yet.
       All inhibition timers are set to expired except the DRB
       inhibition timer that is set in accordance with item 2 below.
       The DRB inhibition timer is handled differently because each port
       will initially believe it is the DRB.



   2.  When an RBridge decides that it has become the DRB on a link,
       including when it is first booted or reset by management, it sets
       the DRB inhibition timer to the Holding Time of its port on that
       link that won the DRB election.



   3.  When an RBridge decides that it has lost DRB status on a link, it
       sets the DRB inhibition timer to expired.



       Note: In the rare corner case where one port of an RBridge was
       the DRB election winner, but later lost the DRB election to a
       different port of the same RBridge on that link (perhaps due to
       management configuration of port priority), neither 2 nor 3 above
       applies, and the DRB timer is not changed.



   4.  When an RBridge RB1 receives a TRILL Hello asserting that the
       sender is the Appointed Forwarder that either (1) arrives on
       VLAN-x or (2) was sent on VLAN-x as indicated inside the Hello,
       then RB1 sets its VLAN-x inhibition timer for the link to the
       maximum of that timer's existing value and the Holding Time in
       the received Hello.  An RBridge MUST maintain VLAN inhibition
       timers for a link to which it connects if it can offer end
       station service on that link even if it is not currently
       Appointed Forwarder for any VLAN on that link.



   5.  When an RBridge RB1 enables VLAN-x on a port connecting to a link
       and VLAN-x was previously not enabled on any of RB1's ports on
       that link, it sets its VLAN inhibition timer for VLAN-x for that
       link to its Holding Time for that port.  This is done even if the
       port is configured as a trunk or point-to-point port as long as
       there is some chance it might later be configured not to be a
       trunk or point-to-point port.



   6.  When an RBridge detects a change in the common spanning tree root
       bridge on a port, it sets its root change inhibition timer for
       the link to an amount of time that defaults to 30 seconds and is
       configurable to any value from 30 down to zero seconds.  This
       condition will not occur unless the RBridge is receiving Bridge
       PDU (BPDUs) on the port from an attached bridged LAN.  It is safe
       to configure this inhibition time to the settling time of an
       attached bridged LAN.  For example, if it is known that Rapid
       Spanning Tree Protocol (RSTP [802.1Q]) is running throughout the
       attached bridged LAN, it should be safe to configure this
       inhibition time to 7 seconds or, if the attached bridges have
       been configured to have a minimum Bridge Hello Timer, safe to
       configure it to 4 seconds.  Note that, while an RBridge could
       determine what version of spanning tree is running on the
       physical link between it and any directly connected bridge by
       examination of the BPDUs it receives, it could not tell if
       inter-bridge links beyond those directly connected bridges were
       running classic Spanning Tree Protocol (STP), which might require
       the root change inhibition timer to be set to 30 seconds for
       safety.



   7.  When an RBridge decides that one of its ports (or a set of its
       ports) P1 is on the same link as another of its ports (or set of
       its ports) P2, then the inhibition timers are merged to a single
       set of inhibition timers by using the maximum value of the
       corresponding timers.



   8.  When an RBridge decides that a set of its ports that it had been
       treating as being on the same link are no longer on the same
       link, those ports will necessarily be on two or more links (one
       link per port in the limit).  This is handled by cloning a copy
       of the timers for each of the two or more links to which the
       RBridge has decided these ports connect.




4. Inhibited Appointed Forwarder Behavior

   An Appointed Forwarder for a link is inhibited for VLAN-x if:



   1.  its DRB inhibition timer for that link is not expired, or



   2.  its root change inhibition timer for that link is not expired, or



   3.  its VLAN inhibition timer for that link for VLAN-x is not
       expired.



   If a VLAN-x Appointed Forwarder for a link is inhibited and receives
   a TRILL Data frame whose encapsulated frame is in VLAN-x and would
   normally be egressed to that link, it decapsulates the native frame
   as usual.  However, it does not output it to or queue it for that
   link, although, if appropriate (for example, the frame is multi-
   destination), it may output it to or queue it for other links.



   If a VLAN-x Appointed Forwarder for a link is inhibited and receives
   a native frame in VLAN-x that would normally be ingressed from that
   link, the native frame is ignored except for address learning.



   An RBridge with one or more unexpired inhibition timers, possibly
   including an unexpired inhibition timer for VLAN-x, is still required
   to indicate in TRILL Hellos it sends on VLAN-x whether or not it is
   Appointed Forwarder for VLAN-x for the port on which it sends the
   Hello.



   Inhibition has no effect on the receipt or forwarding of TRILL Data
   frames.




5. Multiple Ports on the Same Link

   An RBridge may have multiple ports on the same link.  Some of these
   ports may be suspended due to MAC address duplication as described in
   [RFC6327].  Suspended ports never ingress or egress native frames.



   If an RBridge has one or more non-suspended ports on a link and those
   ports offer end station service, that is, those ports are not
   configured as point-to-point or trunk ports, then that RBridge is
   eligible to be an Appointed Forwarder for that link.  It can become
   Appointed Forwarder either by its choice, because it is the DRB, or
   by appointment by the DRB as described in Sections 2.1 and 2.2.



   If an RBridge that is the Appointed Forwarder for VLAN-x on a link
   has multiple non-suspended ports on that link, it may load share the
   task of ingressing and egressing VLAN-x native frames across those
   ports however it chooses, as long as there is no case in which a
   frame it egresses onto the link from one port can be ingressed on
   another of its ports, creating a loop.  If the RBridge is the
   Appointed Forwarder for multiple VLANs, a straightforward thing to do
   would be to partition those VLANs among the ports it has on the link.




6. Security Considerations

   This memo provides improved documentation of the TRILL Appointed
   Forwarder mechanism.  It does not change the security considerations
   of the TRILL base protocol.  See Section 6 of [RFC6325].
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Appendix.  VLAN Inhibition Example



   The per-VLAN inhibition timers (or the equivalent) are needed to be
   loop safe in the case of misconfigured bridges on a link.



   For a simple example, assume that RB1 and RB2 are the only RBridges
   on the link, that RB1 is higher priority to be the DRB, and that they
   both want VLAN 1 (the default) to be the Designated VLAN.  However,
   there is a bridge between them configured so that RB1 can see all the
   frames sent by RB2 but none of the frames from RB1 can get through to
   RB2.



   Both will think they are the DRB.  RB1 because it is higher priority
   even though it sees the Hellos from RB2, and RB2 because it doesn't
   see the Hellos from RB1 and therefore thinks it is highest priority.



   Say RB1 chooses to act as Appointed Forwarder for VLANs 2 and 3 while
   RB2 chooses to act as Appointed Forwarder for VLANs 3 and 4.  There
   is no problem with VLANs 2 and 4 but if you do not do something about
   it, you could have a loop involving VLAN 3.  RB1 will see the Hellos
   RB2 issues on VLAN 3 declaring itself Appointed Forwarder, so RB1
   will be inhibited on VLAN 3.  RB2 does not see the Hellos issued by
   RB1 on VLAN 3, so RB2 will become uninhibited and will handle VLAN 3
   native traffic.



   However, this situation may change.  RB2 might crash, the bridge
   might crash, or RB2 might be reconfigured so it no longer tried to
   act as Appointed Forwarder for VLAN 3, or other issues may occur.
   So, RB1 has to maintain a VLAN 3 inhibition timer, and if it sees no
   Hellos from any other RBridge on the link claiming to be Appointed
   Forwarder for VLAN 3 in a long enough time, then RB1 becomes
   uninhibited for that VLAN on the port in question and can handle end
   station traffic in VLAN 3.
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1. Introduction

   This document describes a model for managing Routing Bridges
   (RBridges), also known as TRILL Switches, as defined in [RFC6325].
   RBridges provide optimal pair-wise forwarding without configuration
   using IS-IS routing and encapsulation of traffic.  RBridges are
   compatible with previous IEEE 802.1 customer bridges as well as IPv4
   and IPv6 routers and end nodes.  They are as invisible to current IP
   routers as bridges are and, like routers, they terminate the bridge
   spanning tree protocol.  In creating an RBridge management model, the
   device is viewed primarily as a customer bridge.  For a discussion of
   the problem addressed by TRILL (Transparent Interconnection of Lots
   of Links), see [RFC5556].



RBridges support features specified for transparent bridges in
IEEE 802.1, and the corresponding MIB modules are used to manage
those features.  For IS‑IS purposes, the corresponding MIB module is
used to manage the protocol.  This MIB module specifies those objects
that are TRILL‑specific and hence not available in other MIB modules.




2. The Internet-Standard Management Framework

   For a detailed overview of the documents that describe the current
   Internet-Standard Management Framework, please refer to section 7 of
   RFC 3410 [RFC3410].



   Managed objects are accessed via a virtual information store, termed
   the Management Information Base or MIB.  MIB objects are generally
   accessed through the Simple Network Management Protocol (SNMP).
   Objects in the MIB are defined using the mechanisms defined in the
   Structure of Management Information (SMI).  This memo specifies a MIB
   module that is compliant to the SMIv2, which is described in STD 58,
   RFC 2578 [RFC2578], STD 58, RFC 2579 [RFC2579] and STD 58, RFC 2580
   [RFC2580].




3. Overview

   The RBridge MIB module is intended as an overall framework for
   managing RBridges, also known as TRILL Switches.  Where possible, the
   MIB references existing MIB definitions in order to maximize reuse.
   This results in a considerable emphasis on the relationship with
   other MIB modules.



   Starting with the physical interfaces, there are requirements for
   certain elements of the IF-MIB to be implemented.  These elements are
   required in order to connect the per-port parameters to higher-level
   functions of the physical device.



   Transparent bridging, VLANs, traffic classes, and multicast filtering
   are supported by the TRILL protocol, and the corresponding management
   is expected to conform to the BRIDGE-MIB module [RFC4188] and to the
   P-BRIDGE-MIB and Q-BRIDGE-MIB modules [RFC4363].



   The IS-IS routing protocol is used in order to determine the optimum
   pair-wise forwarding path.  This protocol is managed using the IS-IS
   MIB module defined in [RFC4444].  Since the TRILL protocol specifies
   the use of a single level and a fixed area address of zero, some
   IS-IS MIB objects are not applicable.  Some IS-IS MIB objects are
   used in the TRILL protocol.




4. Conventions

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in
   RFC 2119 [RFC2119].




5. Structure of the MIB Module

   Objects in this MIB module are arranged into subtrees.  Each subtree
   is organized as a set of related objects.  The various subtrees are
   shown below.  These are supplemented with required elements of the
   IF-MIB, ISIS-MIB, BRIDGE-MIB, P-BRIDGE-MIB, Q-BRIDGE-MIB, and IEEE
   Bridge MIB modules.




5.1. Textual Conventions

   Textual conventions are defined to represent object types relevant to
   TRILL.




5.2. The rbridgeBase Subtree

   This subtree contains system- and port-specific objects applicable to
   all RBridges.




5.3. The rbridgeFdb Subtree

   This subtree contains objects applicable to the forwarding database
   used by the RBridge in making packet-forwarding decisions.  Because
   it contains additional information used by the TRILL protocol not
   applicable to 802.1D/Q bridges, it is a superset of the corresponding
   subtrees defined in the BRIDGE-MIB and Q-BRIDGE-MIB.




5.4. The rbridgeVlan Subtree

   This subtree describes objects applicable to VLANs configured on the
   RBridge.




5.5. The rbridgeEsadi Subtree

   This subtree describes objects relevant to RBridges that support the
   optional End-Station Address Distribution Information (ESADI)
   protocol.




5.6. The rbridgeCounters Subtree

   This subtree contains statistics maintained by RBridges that can aid
   in monitoring and troubleshooting networks connected by them.




5.7. The rbridgeSnooping Subtree

   This subtree describes objects applicable to RBridges capable of
   snooping IPv4 and/or IPv6 multicast control frames and pruning IP
   multicast traffic based on detection of IP multicast routers and
   listeners.




5.8. The rbridgeDtree Subtree

   This subtree contains objects relevant to distribution trees computed
   by RBridges for the forwarding of multi-destination frames.




5.9. The rbridgeTrill Subtree

   This subtree contains objects applicable to the TRILL IS-IS protocol,
   beyond what is available in the ISIS-MIB.




5.10. The Notifications Subtree

   The defined notifications are focused on the TRILL protocol
   functionality.  Notifications are defined for changes in the
   Designated RBridge status and the topology.




6. Relationship to Other MIB Modules

   The IF-MIB, BRIDGE-MIB, P-BRIDGE-MIB, Q-BRIDGE-MIB,
   IEEE8021-BRIDGE-MIB, IEEE8021-Q-BRIDGE-MIB, and ISIS-MIB modules all
   contain objects relevant to the RBridge MIB.  Management objects
   contained in these modules are not duplicated here, to reduce overlap
   to the extent possible.



   The Bridge MIB modules were originally written in the IETF and
   implemented by many vendors.  Per [RFC4663], this has recently been
   transferred to the IEEE 802.1 working group.  As vendors may have
   implemented either the IETF or IEEE Bridge MIB modules, this RBridge
   MIB module is designed to work with either one.




6.1. Relationship to IF-MIB

   The port identification elements MUST be implemented in order to
   allow them to be cross-referenced.  The Interfaces MIB [RFC2863]
   requires that any MIB module that is an adjunct of the Interfaces MIB
   clarify specific areas within the Interfaces MIB module.  These areas
   were intentionally left vague in the Interfaces MIB module to avoid
   over-constraining the MIB, thereby precluding management of certain
   media types.  Section 4 of [RFC2863] enumerates several areas that a
   media-specific MIB module must clarify.  The implementor is referred
   to [RFC2863] in order to understand the general intent of these
   areas.




6.2. Relationship to BRIDGE-MIB

   The following subtrees in the BRIDGE-MIB [RFC4188] contain
   information relevant to RBridges when the corresponding functionality
   is implemented.



   o  dot1dBase



   o  dot1dTp



   o  dot1dStatic




6.3. Relationship to P-BRIDGE-MIB

   The following subtrees in the P-BRIDGE-MIB [RFC4363] contain
   information relevant to RBridges when the corresponding functionality
   is implemented.



   o  dot1dExtBase



   o  dot1dPriority



   o  dot1dGarp



   o  dot1dGmrp



   o  dot1dTpHCPortTable



   o  dot1dTpPortOverflowTable




6.4. Relationship to Q-BRIDGE-MIB

   The following groups in the Q-BRIDGE-MIB [RFC4363] contain
   information relevant to RBridges when the corresponding functionality
   is implemented.  This functionality is also contained in the
   IEEE8021-Q-BRIDGE-MIB.



   o  dot1qBase



   o  dot1qTp



   o  dot1qStatic



   o  dot1qVlan



   o  dot1vProtocol




6.5. Relationship to IEEE8021-BRIDGE-MIB

   The following subtrees in the IEEE8021-BRIDGE-MIB contain information
   relevant to RBridges when the corresponding functionality is
   implemented.



   o  ieee8021BridgeBase



   o  ieee8021BridgeTp



   o  ieee8021BridgePriority



   o  ieee8021BridgeMrp



   o  ieee8021BridgeMmrp



   o  ieee8021BridgeInternalLan



   o  ieee8021BridgeDot1d




6.6. Relationship to IEEE8021-Q-BRIDGE-MIB

   The following subtrees in the IEEE8021-Q-BRIDGE-MIB contain
   information relevant to RBridges when the corresponding functionality
   is implemented.



   o  ieee8021QBridgeBase



   o  ieee8021QBridgeTp



   o  ieee8021QBridgeStatic



   o  ieee8021QBridgeVlan



   o  ieee8021QBridgeProtocol




6.7. Relationship to ISIS-MIB

   "Management Information Base for Intermediate System to Intermediate
   System (IS-IS)" [RFC4444] defines a MIB module for the IS-IS routing
   protocol when it is used to construct routing tables for IP networks.
   While most of these objects are applicable to the TRILL layer 2
   implementation, note the IS-IS constraints for the current version of
   TRILL [RFC6325]:



   o  The TRILL IS-IS instance uses a single Level 1 IS-IS area.



   o  The TRILL Level 1 IS-IS area uses the fixed area address zero.



   o  The TRILL IS-IS instance is not used for IP address advertisement.



   o  The TRILL IS-IS instance is used for only a single protocol:
      TRILL.



   Accordingly, tables that report IP address reachability and tables
   that allow configuration or reporting of multiple IS-IS areas,
   multiple IS-IS levels, or multiple protocols will be empty in the
   ISIS-MIB module for the current version of TRILL.



   Note also that when more than one instance of the IS-IS protocol is
   running on a device, as in the case of a device performing both
   RBridge and IS-IS IP router functions, multiple instances of the
   ISIS-MIB module can be distinguished by the use of SNMPv3 contexts or
   SNMPv1 communities.




6.8. MIB Modules Required for IMPORTS

The following MIB module imports objects from the SNMPv2‑SMI
[RFC2578], SNMPv2‑TC [RFC2579], SNMPv2‑CONF [RFC2580], IF‑MIB
[RFC2863], INET‑ADDRESS‑MIB [RFC4001], BRIDGE‑MIB [RFC4188],
and Q‑BRIDGE‑MIB [RFC4363].  (The IEEE Bridge MIB modules import
similar TCs.)




7. Definition of the RBridge MIB Module

   RBRIDGE-MIB DEFINITIONS ::= BEGIN



‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑
‑‑ MIB for RBRIDGE devices, also known as TRILL Switches
‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑
IMPORTS
    MODULE‑IDENTITY, OBJECT‑TYPE, NOTIFICATION‑TYPE,
    Counter32, Counter64, Unsigned32, mib‑2
        FROM SNMPv2‑SMI            ‑‑ RFC2578
    TEXTUAL‑CONVENTION, TruthValue, MacAddress, RowStatus
        FROM SNMPv2‑TC             ‑‑ RFC2579
    MODULE‑COMPLIANCE, OBJECT‑GROUP, NOTIFICATION‑GROUP
        FROM SNMPv2‑CONF           ‑‑ RFC2580
    VlanId, PortList
        FROM Q‑BRIDGE‑MIB          ‑‑ RFC4363
    InetAddress, InetAddressType
        FROM INET‑ADDRESS‑MIB      ‑‑ RFC4001
    BridgeId
        FROM BRIDGE‑MIB            ‑‑ RFC4188
    InterfaceIndex
        FROM IF‑MIB                ‑‑ RFC2863
    ;

rbridgeMIB MODULE‑IDENTITY
LAST‑UPDATED "201301070000Z"
ORGANIZATION "IETF TRILL Working Group"
CONTACT‑INFO
     "http://datatracker.ietf.org/wg/trill/charter/
     Email: trill@ietf.org

            Anil Rijhsinghani
            Hewlett‑Packard
       Tel: +1 508 323 1251
     Email: anil@charter.net

            Kate Zebrose
            HW Embedded
       Tel: +1 617 840 9673
     Email: zebrose@alum.mit.edu"



       DESCRIPTION

           "The RBridge MIB module for managing switches that support
           the TRILL protocol."



REVISION     "201301070000Z"



   DESCRIPTION

        "Initial version, published as RFC 6850.



        Copyright (c) 2013 IETF Trust and the persons identified as
        authors of the code.  All rights reserved.



        Redistribution and use in source and binary forms, with or
        without modification, is permitted pursuant to, and subject to
        the license terms contained in, the Simplified BSD License set
        forth in Section 4.c of the IETF Trust's Legal Provisions
        Relating to IETF Documents
        (http://trustee.ietf.org/license-info)."



        ::= { mib-2 214 }




‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑
‑‑ Subtrees in the RBridge MIB
‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑

rbridgeNotifications  OBJECT IDENTIFIER ::= { rbridgeMIB 0 }
rbridgeObjects        OBJECT IDENTIFIER ::= { rbridgeMIB 1 }
rbridgeConformance    OBJECT IDENTIFIER ::= { rbridgeMIB 2 }

rbridgeBase           OBJECT IDENTIFIER ::= { rbridgeObjects 1 }
rbridgeFdb            OBJECT IDENTIFIER ::= { rbridgeObjects 2 }
rbridgeVlan           OBJECT IDENTIFIER ::= { rbridgeObjects 3 }
rbridgeEsadi          OBJECT IDENTIFIER ::= { rbridgeObjects 4 }
rbridgeCounter        OBJECT IDENTIFIER ::= { rbridgeObjects 5 }
rbridgeSnooping       OBJECT IDENTIFIER ::= { rbridgeObjects 6 }
rbridgeDtree          OBJECT IDENTIFIER ::= { rbridgeObjects 7 }
rbridgeTrill          OBJECT IDENTIFIER ::= { rbridgeObjects 8 }

‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑
‑‑ Type Definitions
‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑

RbridgeAddress ::= TEXTUAL‑CONVENTION
    DISPLAY‑HINT "1x:"
    STATUS current
    DESCRIPTION
        "The Media Access Control (MAC) address used by an RBridge
        port.  This may match the RBridge IS‑IS SystemID."
    SYNTAX OCTET STRING (SIZE (6))

RbridgeNickname ::= TEXTUAL‑CONVENTION
    DISPLAY‑HINT "d"
    STATUS current
    DESCRIPTION
        "The 16‑bit identifier used in TRILL as an
        abbreviation for the RBridge's 48‑bit IS‑IS System ID.
        The value 0 means a nickname is not specified, the values
        0xFFC0 through 0xFFFE are reserved for future allocation,
        and the value 0xFFFF is permanently reserved."
    REFERENCE
        "RFC 6325, Section 3.7"
    SYNTAX Unsigned32 (0..65471)

‑‑
‑‑ the rbridgeBase subtree
‑‑
‑‑ Implementation of the rbridgeBase subtree is mandatory for all
‑‑ RBridges.
‑‑

rbridgeBaseTrillVersion OBJECT‑TYPE
    SYNTAX      Unsigned32
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The maximum TRILL version number that this RBridge
        supports."
    REFERENCE
        "RFC 6325, Section 3.2"
    ::= { rbridgeBase 1 }

rbridgeBaseNumPorts OBJECT‑TYPE
    SYNTAX      Unsigned32
    UNITS       "ports"
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The number of ports controlled by this RBridge."
    REFERENCE
        "RFC 6325, Section 2.6.1"
    ::= { rbridgeBase 2 }

rbridgeBaseForwardDelay OBJECT‑TYPE
    SYNTAX      Unsigned32 (4..30)
    UNITS       "seconds"
    MAX‑ACCESS  read‑write
    STATUS      current



       DESCRIPTION

           "Modified aging time for address entries after an appointed
           forwarder change.



        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Section 4.8.3"
    ::= { rbridgeBase 3 }

rbridgeBaseUniMultipathEnable OBJECT‑TYPE
    SYNTAX      TruthValue
    MAX‑ACCESS  read‑write
    STATUS      current
    DESCRIPTION
        "The enabled status of unicast TRILL multipathing.
        It is enabled when true.

        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Appendix C"
    ::= { rbridgeBase 4 }

rbridgeBaseMultiMultipathEnable OBJECT‑TYPE
    SYNTAX      TruthValue
    MAX‑ACCESS  read‑write
    STATUS      current
    DESCRIPTION
        "The enabled status of multi‑destination TRILL multipathing.
        It is enabled when true.

        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Appendix C"
    ::= { rbridgeBase 5 }

rbridgeBaseAcceptEncapNonadj OBJECT‑TYPE
    SYNTAX      TruthValue
    MAX‑ACCESS  read‑write
    STATUS      current
    DESCRIPTION
        "Accept TRILL‑encapsulated frames from a neighbor with which
        this RBridge does not have an IS‑IS adjacency, when the value
        of this object is 'true'.

        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Section 4.6.2"
    ::= { rbridgeBase 6 }

rbridgeBaseNicknameNumber OBJECT‑TYPE
    SYNTAX      Unsigned32 (1..256)
    MAX‑ACCESS  read‑write
    STATUS      current
    DESCRIPTION
        "The number of nicknames this RBridge should acquire.
        These can be acquired dynamically or configured
        statically.  This value represents the maximum
        number of entries in rbridgeBaseNicknameTable.

        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Section 3.7.3"
    ::= { rbridgeBase 7 }

‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑
‑‑ The RBridge Base Nickname Table
‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑

rbridgeBaseNicknameTable OBJECT‑TYPE
    SYNTAX      SEQUENCE OF RbridgeBaseNicknameEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "A table that contains information about nicknames
        configured by an operator or learned dynamically
        by this RBridge."
    REFERENCE
        "RFC 6325, Section 3.7"
    ::= { rbridgeBase 8 }

rbridgeBaseNicknameEntry OBJECT‑TYPE
    SYNTAX      RbridgeBaseNicknameEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "A list of information for each nickname of the RBridge."
    REFERENCE
        "RFC 6325, Section 3.7"
    INDEX  { rbridgeBaseNicknameName }
    ::= { rbridgeBaseNicknameTable 1 }

RbridgeBaseNicknameEntry ::=
    SEQUENCE {
        rbridgeBaseNicknameName
            RbridgeNickname,
        rbridgeBaseNicknamePriority
            Unsigned32,
        rbridgeBaseNicknameDtrPriority
            Unsigned32,
        rbridgeBaseNicknameType
            INTEGER,
        rbridgeBaseNicknameRowStatus
            RowStatus
    }

rbridgeBaseNicknameName OBJECT‑TYPE
    SYNTAX      RbridgeNickname
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "Nicknames are 16‑bit quantities that act as
        abbreviations for RBridge's 48‑bit IS‑IS System ID to
        achieve a more compact encoding."
    REFERENCE
        "RFC 6325, Section 3.7"
    ::= { rbridgeBaseNicknameEntry 1 }

rbridgeBaseNicknamePriority OBJECT‑TYPE
    SYNTAX      Unsigned32 (0..255)
    MAX‑ACCESS  read‑create
    STATUS      current
    DESCRIPTION
        "This RBridge's priority to hold this nickname.  When
        the nickname is configured, the default value of this
        object is 192.  When the nickname is configured, the most
        significant bit (0x80) must be set and the bottom 7 bits
        have the default value of 0x40, so 0x80 + 0x40 == 0xC0,
        which is 192 decimal.  Additionally, the bottom 7 bits
        could be configured to a value other than 0x40.

        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Section 3.7"
    DEFVAL      { 192 }
    ::= { rbridgeBaseNicknameEntry 2 }

rbridgeBaseNicknameDtrPriority OBJECT‑TYPE
    SYNTAX      Unsigned32 (1..65535)
    MAX‑ACCESS  read‑create
    STATUS      current
    DESCRIPTION
        "The distribution tree root priority for this nickname.
        The default value of this object is 32768.

        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Section 4.5"
    DEFVAL      { 32768 }
    ::= { rbridgeBaseNicknameEntry 3 }

rbridgeBaseNicknameType OBJECT‑TYPE
    SYNTAX      INTEGER {
                    static(1),
                    dynamic(2)
                }
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "This object indicates the status of the entry.  The
        default value is static(1).
            static(1) ‑ this entry has been configured and
                will remain after the next reset of the RBridge.
            dynamic(2) ‑ this entry has been acquired by the
                RBridge nickname acquisition protocol."
    REFERENCE
        "RFC 6325, Section 3.7"
    DEFVAL      { static }
    ::= { rbridgeBaseNicknameEntry 4 }

rbridgeBaseNicknameRowStatus OBJECT‑TYPE
    SYNTAX      RowStatus
    MAX‑ACCESS  read‑create
    STATUS      current
    DESCRIPTION
        "This object indicates the status of the entry."
    ::= { rbridgeBaseNicknameEntry 5 }

‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑
‑‑ The RBridge Port Table
‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑

rbridgeBasePortTable OBJECT‑TYPE
    SYNTAX      SEQUENCE OF RbridgeBasePortEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "A table that contains generic information about every
        port that is associated with this RBridge."
    REFERENCE
        "RFC 6325, Section 5.3"
    ::= { rbridgeBase 9 }

rbridgeBasePortEntry OBJECT‑TYPE
    SYNTAX      RbridgeBasePortEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "A list of information for each port of the bridge."
    REFERENCE
        "RFC 6325, Section 5.3"
    INDEX  { rbridgeBasePort }
    ::= { rbridgeBasePortTable 1 }

RbridgeBasePortEntry ::=
    SEQUENCE {
        rbridgeBasePort
            Unsigned32,
        rbridgeBasePortIfIndex
            InterfaceIndex,
        rbridgeBasePortDisable
            TruthValue,
        rbridgeBasePortTrunkPort
            TruthValue,
        rbridgeBasePortAccessPort
            TruthValue,
        rbridgeBasePortP2pHellos
            TruthValue,
        rbridgeBasePortState
            INTEGER,
        rbridgeBasePortInhibitionTime
            Unsigned32,
        rbridgeBasePortDisableLearning
            TruthValue,
        rbridgeBasePortDesiredDesigVlan
            VlanId,

        rbridgeBasePortDesigVlan
            VlanId,
        rbridgeBasePortStpRoot
            BridgeId,
        rbridgeBasePortStpRootChanges
            Counter32,
        rbridgeBasePortStpWiringCloset
            BridgeId
}

rbridgeBasePort OBJECT‑TYPE
    SYNTAX      Unsigned32 (1..65535)
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "The port number of the port for which this entry
        contains RBridge management information."
    REFERENCE
        "RFC 6325, Section 5.3"
    ::= { rbridgeBasePortEntry 1 }

rbridgeBasePortIfIndex OBJECT‑TYPE
    SYNTAX      InterfaceIndex
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The value of the instance of the ifIndex object,
        defined in the IF‑MIB, for the interface corresponding
        to this port.  The RBridge port sits on top of
        this interface."
    ::= { rbridgeBasePortEntry 2 }

rbridgeBasePortDisable OBJECT‑TYPE
    SYNTAX      TruthValue
    MAX‑ACCESS  read‑write
    STATUS      current
    DESCRIPTION
        "Disable port bit.  When this bit is set (true), all frames
        received or to be transmitted are discarded, with the
        possible exception of some layer 2 control frames that may
        be generated and transmitted or received and processed
        locally.  Default value is 'false'.



           The value of this object MUST be retained across
           re-initializations of the management system."



    REFERENCE
        "RFC 6325, Section 4.9.1"
    DEFVAL      { false }
    ::= { rbridgeBasePortEntry 3 }

rbridgeBasePortTrunkPort OBJECT‑TYPE
    SYNTAX      TruthValue
    MAX‑ACCESS  read‑write
    STATUS      current
    DESCRIPTION
        "End‑station service disable (trunk port) bit.  When this bit
        is set (true), all native frames received on the port and all
        native frames that would have been sent on the port are
        discarded.  Default value is 'false'.

        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Section 4.9.1"
    DEFVAL      { false }
    ::= { rbridgeBasePortEntry 4 }

rbridgeBasePortAccessPort OBJECT‑TYPE
    SYNTAX      TruthValue
    MAX‑ACCESS  read‑write
    STATUS      current
    DESCRIPTION
        "TRILL traffic disable (access port) bit.  If this bit is
        set, the goal is to avoid sending any TRILL frames, except
        TRILL‑Hello frames, on the port, since it is intended only
        for native end‑station traffic.  This ensures that the link
        is not on the shortest path for any destination.  Default
        value is 'false'.

        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Section 4.9.1"
    DEFVAL      { false }
    ::= { rbridgeBasePortEntry 5 }

rbridgeBasePortP2pHellos OBJECT‑TYPE
    SYNTAX      TruthValue
    MAX‑ACCESS  read‑write
    STATUS      current
    DESCRIPTION
        "Use point‑to‑point (P2P) Hellos bit.  If this bit is set,
        Hellos sent on this port are IS‑IS P2P Hellos, not the



           default TRILL-Hellos.  In addition, the IS-IS P2P three-way
           handshake is used on P2P RBridge links.  Default value is
           'false'.



        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Section 4.9.1"
    DEFVAL      { false }
    ::= { rbridgeBasePortEntry 6 }

rbridgeBasePortState OBJECT‑TYPE
    SYNTAX      INTEGER {
                       uninhibited(1),
                       portInhibited(2),
                       vlanInhibited(3),
                       disabled(4),
                       broken(5)
                   }
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The port's current state.  If the entire port is
        inhibited, its state is portInhibited(2).  If specific VLANs
        are inhibited, the state is vlanInhibited(3), and
        rbridgeVlanPortTable will tell which VLANs are inhibited.
        For ports that are disabled (see rbridgeBasePortDisable),
        this object will have a value of disabled(4).  If the
        RBridge has detected a port that is malfunctioning, it will
        place that port into the broken(5) state."
    REFERENCE
        "RFC 6325, Section 4.2.4.3"
    ::= { rbridgeBasePortEntry 7 }

rbridgeBasePortInhibitionTime OBJECT‑TYPE
    SYNTAX      Unsigned32
    UNITS       "seconds"
    MAX‑ACCESS  read‑write
    STATUS      current
    DESCRIPTION
        "Time in seconds that this RBridge will inhibit forwarding
        on this port after it observes a spanning tree root bridge
        change on a link or receives conflicting VLAN forwarder
        information.  The default value is 30.



           The value of this object MUST be retained across
           re-initializations of the management system."



    REFERENCE
        "RFC 6325, Section 4.2.4.3"
    DEFVAL      { 30 }
    ::= { rbridgeBasePortEntry 8 }

rbridgeBasePortDisableLearning OBJECT‑TYPE
    SYNTAX      TruthValue
    MAX‑ACCESS  read‑write
    STATUS      current
    DESCRIPTION
        "Disable learning of MAC addresses seen on this port.
        To disable learning, the value of this object must be
        set to 'true'.  The default is 'false'.

        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Section 4.8"
    DEFVAL      { false }
    ::= { rbridgeBasePortEntry 9 }

rbridgeBasePortDesiredDesigVlan OBJECT‑TYPE
    SYNTAX      VlanId
    MAX‑ACCESS  read‑write
    STATUS      current
    DESCRIPTION
        "The VLAN that a Designated RBridge (DRB) will specify in
        its TRILL‑Hellos as the VLAN to be used by all RBridges on
        the link for TRILL frames.  This VLAN must be enabled on
        this port.

        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Section 4.4.3"
    ::= { rbridgeBasePortEntry 10 }

rbridgeBasePortDesigVlan OBJECT‑TYPE
    SYNTAX      VlanId
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The VLAN being used on this link for TRILL frames."
    REFERENCE
        "RFC 6325, Section 4.4.3"
    ::= { rbridgeBasePortEntry 11 }

rbridgeBasePortStpRoot OBJECT‑TYPE
    SYNTAX      BridgeId
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The bridge identifier of the root of the spanning tree,
        as learned from a Bridge PDU (BPDU) received on this port.
        For the Multiple Spanning Tree Protocol (MSTP), this is
        the root bridge of the Common and Internal Spanning Tree
        (CIST).  If no BPDU has been heard, the value returned
        is a string of zeros."
    REFERENCE
        "RFC 6325, Section 4.2.4.3"
    ::= { rbridgeBasePortEntry 12 }

rbridgeBasePortStpRootChanges OBJECT‑TYPE
    SYNTAX      Counter32
    UNITS       "changes"
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The number of times a change in the root bridge is seen from
        spanning tree BPDUs received on this port, indicating a
        change in bridged LAN topology.  Each such change may cause
        the port to be inhibited for a period of time.  This counter
        should be synchronized with ifCounterDiscontinuityTime.

        Discontinuities in the value of this counter can occur
        at re‑initialization of the management system."
    REFERENCE
        "RFC 6325, Section 4.9.3.2"
    ::= { rbridgeBasePortEntry 13 }

rbridgeBasePortStpWiringCloset OBJECT‑TYPE
    SYNTAX      BridgeId
    MAX‑ACCESS  read‑write
    STATUS      current
    DESCRIPTION
        "The Bridge ID to be used as the spanning tree root in BPDUs
        sent for the Wiring Closet topology solution described in
        [RFC6325].  Note that the same value of this object must be
        set on all RBridge ports participating in this solution.
        The default value is all 0s.  A non‑zero value configured
        into this object indicates that this solution is in use.



           The value of this object MUST be retained across
           re-initializations of the management system."



    REFERENCE
        "RFC 6325, Appendix A.3.3"
    ::= { rbridgeBasePortEntry 14 }

‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
‑‑ RBridge Forwarding Database
‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

rbridgeConfidenceNative OBJECT‑TYPE
    SYNTAX      Unsigned32 (0..255)
    MAX‑ACCESS  read‑write
    STATUS      current
    DESCRIPTION
        "The confidence level associated with MAC addresses
        learned from native frames.  This is applicable to
        all RBridge ports.

        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Section 4.8.1"
    ::= { rbridgeFdb 1 }

rbridgeConfidenceDecap OBJECT‑TYPE
    SYNTAX      Unsigned32 (0..255)
    MAX‑ACCESS  read‑write
    STATUS      current
    DESCRIPTION
        "The confidence level associated with inner MAC addresses
        learned after decapsulation of a TRILL data frame.
        This is applicable to all RBridge ports.

        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Section 4.8.1"
    ::= { rbridgeFdb 2 }

rbridgeConfidenceStatic OBJECT‑TYPE
    SYNTAX      Unsigned32 (0..255)
    MAX‑ACCESS  read‑write
    STATUS      current
    DESCRIPTION
        "The confidence level associated with MAC addresses that
        are statically configured.  The default value is 255.



           The value of this object MUST be retained across
           re-initializations of the management system."



    REFERENCE
        "RFC 6325, Section 4.8.2"
    DEFVAL      { 255 }
    ::= { rbridgeFdb 3 }


‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
‑‑ Multiple Forwarding Databases for RBridges
‑‑
‑‑ This allows for an instance per FdbId, as defined in the
‑‑ Bridge MIB.
‑‑
‑‑ Each VLAN may have an independent FDB, or multiple VLANs may
‑‑ share one.
‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

rbridgeUniFdbTable OBJECT‑TYPE
    SYNTAX      SEQUENCE OF RbridgeUniFdbEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "A table that contains information about unicast entries
        for which the device has forwarding and/or filtering
        information.  This information is used by the
        transparent bridging function in determining how to
        propagate a received frame."
    REFERENCE
        "RFC 6325, Section 4.8"
    ::= { rbridgeFdb 4 }

rbridgeUniFdbEntry OBJECT‑TYPE
    SYNTAX      RbridgeUniFdbEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "Information about a specific unicast MAC address for
        which the RBridge has some forwarding and/or filtering
        information."
    INDEX   { rbridgeFdbId, rbridgeUniFdbAddr }
    ::= { rbridgeUniFdbTable 1 }

RbridgeUniFdbEntry ::=
    SEQUENCE {
        rbridgeFdbId
            Unsigned32,
        rbridgeUniFdbAddr
            MacAddress,

        rbridgeUniFdbPort
            Unsigned32,
        rbridgeUniFdbNickname
            RbridgeNickname,
        rbridgeUniFdbConfidence
            Unsigned32,
        rbridgeUniFdbStatus
            INTEGER
    }

rbridgeFdbId OBJECT‑TYPE
    SYNTAX      Unsigned32 (0..4294967295)
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "The identity of this Filtering Database."
    ::= { rbridgeUniFdbEntry 1 }

rbridgeUniFdbAddr OBJECT‑TYPE
    SYNTAX      MacAddress
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "A unicast MAC address for which the device has
        forwarding information."
    ::= { rbridgeUniFdbEntry 2 }

rbridgeUniFdbPort OBJECT‑TYPE
    SYNTAX      Unsigned32 (0..65535)
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "Either the value '0', or the RBridge port number of the
        port on which a frame having a source address equal to the
        value of the corresponding instance of rbridgeUniFdbAddr
        has been seen.  A value of '0' indicates that the port
        number has not been learned but that the device does have
        some information about this MAC address.

        Implementors are encouraged to assign the port value to
        this object whenever it is available, even for addresses
        for which the corresponding value of rbridgeUniFdbStatus is
        not learned(3)."
    ::= { rbridgeUniFdbEntry 3 }

rbridgeUniFdbNickname OBJECT‑TYPE
    SYNTAX      RbridgeNickname
    MAX‑ACCESS  read‑only

    STATUS      current
    DESCRIPTION
        "The RBridge nickname that is placed in the egress
        nickname field of a TRILL frame sent to this
        rbridgeFdbAddress in this rbridgeFdbId."
    REFERENCE
        "RFC 6325, Section 4.8.1"
    ::= { rbridgeUniFdbEntry 4 }

rbridgeUniFdbConfidence OBJECT‑TYPE
    SYNTAX      Unsigned32 (0..255)
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The confidence level associated with this entry."
    REFERENCE
        "RFC 6325, Section 4.8.1"
    ::= { rbridgeUniFdbEntry 5 }

rbridgeUniFdbStatus OBJECT‑TYPE
    SYNTAX      INTEGER {
                    other(1),
                    invalid(2),
                    learned(3),
                    self(4),
                    mgmt(5),
                    esadi(6)
                }
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The status of this entry.  The meanings of the values
        are:
            other(1) ‑ none of the following.
            invalid(2) ‑ this entry is no longer valid (e.g., it
                was learned but has since aged out) but has not
                yet been flushed from the table.
            learned(3) ‑ the information in this entry was learned
                and is being used.
            self(4) ‑ the value of the corresponding instance of
                rbridgeFdbAddress represents one of the device's
                addresses.  The corresponding instance of
                rbridgeFdbPort indicates which of the device's
                ports has this address.

            mgmt(5) ‑ the value of the corresponding instance of
                rbridgeFdbAddress was configured by management.
            esadi(6) ‑ the value of the corresponding instance of
                rbridgeFdbAddress was learned from ESADI."
    ::= { rbridgeUniFdbEntry 6 }

‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
‑‑ RBridge Forwarding Information Base (FIB)
‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

rbridgeUniFibTable OBJECT‑TYPE
    SYNTAX      SEQUENCE OF RbridgeUniFibEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "A table that contains information about nicknames known by
        the RBridge.  If Equal‑Cost Multipath (ECMP) is implemented,
        there are as many entries for a nickname as there are ECMP
        paths available for it."
    ::= { rbridgeFdb 5 }

rbridgeUniFibEntry OBJECT‑TYPE
    SYNTAX      RbridgeUniFibEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "A list of information about nicknames known by the RBridge.
        If ECMP is implemented, there are as many entries as there
        are ECMP paths available for a given nickname."
    INDEX   { rbridgeUniFibNickname, rbridgeUniFibPort,
              rbridgeUniFibNextHop }
    ::= { rbridgeUniFibTable 1 }

RbridgeUniFibEntry ::=
    SEQUENCE {
        rbridgeUniFibNickname
            RbridgeNickname,
        rbridgeUniFibPort
            Unsigned32,
        rbridgeUniFibNextHop
            RbridgeNickname,
        rbridgeUniFibHopCount
            Unsigned32
    }

rbridgeUniFibNickname OBJECT‑TYPE
    SYNTAX      RbridgeNickname
    MAX‑ACCESS  not‑accessible

    STATUS      current
    DESCRIPTION
        "An RBridge nickname for which this RBridge has
        forwarding information."
    ::= { rbridgeUniFibEntry 1 }

rbridgeUniFibPort OBJECT‑TYPE
    SYNTAX      Unsigned32 (0..65535)
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "The RBridge port number of the port attached to the
        next‑hop RBridge for the path towards the RBridge whose
        nickname is specified in this entry."
    ::= { rbridgeUniFibEntry 2 }

rbridgeUniFibNextHop OBJECT‑TYPE
    SYNTAX      RbridgeNickname
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "The nickname of the next‑hop RBridge for the path
        towards the RBridge whose nickname is specified in this
        entry."
    ::= { rbridgeUniFibEntry 3 }

rbridgeUniFibHopCount OBJECT‑TYPE
    SYNTAX      Unsigned32
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The hop count from this ingress RBridge to the egress
        RBridge whose nickname is specified in
        rbridgeUniFibNickname."
    ::= { rbridgeUniFibEntry 4 }

rbridgeMultiFibTable OBJECT‑TYPE
    SYNTAX      SEQUENCE OF RbridgeMultiFibEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "A table that contains information about egress nicknames
        used for multi‑destination frame forwarding by this
        RBridge."
    ::= { rbridgeFdb 6 }

rbridgeMultiFibEntry OBJECT‑TYPE
    SYNTAX      RbridgeMultiFibEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "A list of information about egress nicknames used for
        multi‑destination frame forwarding by this RBridge."
    INDEX   { rbridgeMultiFibNickname }
    ::= { rbridgeMultiFibTable 1 }

RbridgeMultiFibEntry ::=
    SEQUENCE {
        rbridgeMultiFibNickname
            RbridgeNickname,
        rbridgeMultiFibPorts
            PortList
    }

rbridgeMultiFibNickname OBJECT‑TYPE
    SYNTAX      RbridgeNickname
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "The nickname of the multicast distribution tree."
    ::= { rbridgeMultiFibEntry 1 }

rbridgeMultiFibPorts OBJECT‑TYPE
    SYNTAX      PortList
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The list of ports to which a frame destined to this
        multicast distribution tree is flooded.  This may be pruned
        further based on other forwarding information."
    ::= { rbridgeMultiFibEntry 2 }

‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑
‑‑ The RBridge VLAN Table
‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑

rbridgeVlanTable  OBJECT‑TYPE
    SYNTAX      SEQUENCE OF RbridgeVlanEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "A table that contains information about VLANs on the
        RBridge."
    ::= { rbridgeVlan 1 }

rbridgeVlanEntry OBJECT‑TYPE
    SYNTAX      RbridgeVlanEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "A list of information about VLANs on the RBridge."
    INDEX   { rbridgeVlanIndex }
    ::= { rbridgeVlanTable 1 }

RbridgeVlanEntry ::=
    SEQUENCE {
        rbridgeVlanIndex
            Unsigned32,
        rbridgeVlanForwarderLosts
            Counter32,
        rbridgeVlanDisableLearning
            TruthValue,
        rbridgeVlanSnooping
            INTEGER
    }

rbridgeVlanIndex OBJECT‑TYPE
    SYNTAX      Unsigned32 (1..4094|4096..4294967295)
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "The VLAN‑ID referring to this VLAN."
    ::= { rbridgeVlanEntry 1 }

rbridgeVlanForwarderLosts OBJECT‑TYPE
    SYNTAX      Counter32
    UNITS       "times"
    MAX‑ACCESS  read‑only
    STATUS      current



       DESCRIPTION

           "The number of times this RBridge has lost appointed
           forwarder status for this VLAN on any of its ports.



        Discontinuities in the value of this counter can occur
        at re‑initialization of the management system."
    REFERENCE
        "RFC 6325, Section 4.8.3"
    ::= { rbridgeVlanEntry 2 }

rbridgeVlanDisableLearning OBJECT‑TYPE
    SYNTAX      TruthValue
    MAX‑ACCESS  read‑write
    STATUS      current
    DESCRIPTION
        "Disable learning of MAC addresses seen in this VLAN.
        One application of this may be to restrict learning to
        ESADI.  To disable learning, the value of this object
        should be set to 'true'.  The default is 'false'.

        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Section 4.8"
    DEFVAL      { false }
    ::= { rbridgeVlanEntry 3 }

rbridgeVlanSnooping OBJECT‑TYPE
    SYNTAX      INTEGER {
                    notSupported(1),
                    ipv4(2),
                    ipv6(3),
                    ipv4v6(4)
                }
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "IP Multicast Snooping on this VLAN.  For RBridges
        performing both IPv4 and IPv6 IP Multicast Snooping, the
        value returned is ipv4v6(4)."
    REFERENCE
        "RFC 6325, Section 4.7"
    ::= { rbridgeVlanEntry 4 }

‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑
‑‑ The RBridge VLAN Port Table
‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑

rbridgeVlanPortTable  OBJECT‑TYPE
    SYNTAX      SEQUENCE OF RbridgeVlanPortEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "A table that contains information about VLANs on an RBridge
        port."
    ::= { rbridgeVlan 2 }

rbridgeVlanPortEntry OBJECT‑TYPE
    SYNTAX      RbridgeVlanPortEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "A list of information about VLANs on the RBridge port."
    INDEX   { rbridgeBasePort, rbridgeVlanIndex }
    ::= { rbridgeVlanPortTable 1 }

RbridgeVlanPortEntry ::=
    SEQUENCE {
        rbridgeVlanPortInhibited
            TruthValue,
        rbridgeVlanPortForwarder
            TruthValue,
        rbridgeVlanPortAnnouncing
            TruthValue,
        rbridgeVlanPortDetectedVlanMapping
            TruthValue
    }

rbridgeVlanPortInhibited OBJECT‑TYPE
    SYNTAX      TruthValue
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "This VLAN has been inhibited by the RBridge due to
        conflicting forwarder information received from another
        RBridge, when the value of this object is 'true'."
    REFERENCE
        "RFC 6325, Section 4.2.4.3"
    ::= { rbridgeVlanPortEntry 1 }

rbridgeVlanPortForwarder OBJECT‑TYPE
    SYNTAX      TruthValue

    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "This RBridge is an appointed forwarder for this VLAN
        on this port, when the value of this object is 'true'."
    REFERENCE
        "RFC 6325, Section 4.2.4.3"
    ::= { rbridgeVlanPortEntry 2 }

rbridgeVlanPortAnnouncing OBJECT‑TYPE
    SYNTAX      TruthValue
    MAX‑ACCESS  read‑write
    STATUS      current
    DESCRIPTION
        "TRILL‑Hellos tagged with this VLAN can be sent by this
        RBridge on this port, when the value of this object
        is 'true'.

        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Section 4.4.3"
    DEFVAL      { true }
    ::= { rbridgeVlanPortEntry 3 }

rbridgeVlanPortDetectedVlanMapping OBJECT‑TYPE
    SYNTAX      TruthValue
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "VLAN mapping has been detected on the link attached
        to this port, when the value of this object is 'true'."
    REFERENCE
        "RFC 6325, Section 4.4.5"
    ::= { rbridgeVlanPortEntry 4 }


‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑
‑‑ The RBridge Port Counter Table
‑‑
‑‑ These counters supplement counters in the Bridge MIB.
‑‑
‑‑ For example, total frames received by a bridge port and total
‑‑ frames transmitted by a bridge port are reported in the
‑‑ Port In Frames and Port Out Frames counters of the Bridge MIB.
‑‑ These total bridge frame counters include native as well as
‑‑ encapsulated frames.
‑‑

‑‑ As another example, frames discarded due to excessive frame
‑‑ size are reported in the port counter MTU Exceeded Discards
‑‑ in the Bridge MIB.
‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑

rbridgePortCounterTable  OBJECT‑TYPE
    SYNTAX      SEQUENCE OF RbridgePortCounterEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "A table that contains per‑port counters for this RBridge."
    ::= { rbridgeCounter 1 }

rbridgePortCounterEntry OBJECT‑TYPE
    SYNTAX      RbridgePortCounterEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "Counters for a port on this RBridge."
    INDEX   { rbridgeBasePort }
    ::= { rbridgePortCounterTable 1 }

RbridgePortCounterEntry ::=
    SEQUENCE {
        rbridgePortRpfCheckFails
            Counter32,
        rbridgePortHopCountExceeds
            Counter32,
        rbridgePortOptionDrops
            Counter32,
        rbridgePortTrillInFrames
            Counter64,
        rbridgePortTrillOutFrames
            Counter64
    }

rbridgePortRpfCheckFails OBJECT‑TYPE
    SYNTAX      Counter32
    UNITS       "frames"
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The number of times a multi‑destination frame was
        dropped on this port because the Reverse Path Forwarding
        (RPF) check failed.

        Discontinuities in the value of this counter can occur
        at re‑initialization of the management system, and at

        other times as indicated by the value of the
        ifCounterDiscontinuityTime object of the associated
        interface."
    REFERENCE
        "RFC 6325, Section 4.5.2"
    ::= { rbridgePortCounterEntry 1 }

rbridgePortHopCountExceeds OBJECT‑TYPE
    SYNTAX      Counter32
    UNITS       "frames"
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The number of times a frame was dropped on this port
        because its hop count was zero.

        Discontinuities in the value of this counter can occur
        at re‑initialization of the management system, and at
        other times as indicated by the value of the
        ifCounterDiscontinuityTime object of the associated
        interface."
    REFERENCE
        "RFC 6325, Section 3.6"
    ::= { rbridgePortCounterEntry 2 }

rbridgePortOptionDrops OBJECT‑TYPE
    SYNTAX      Counter32
    UNITS       "frames"
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The number of times a frame was dropped on this port
        because it contained unsupported options.

        Discontinuities in the value of this counter can occur
        at re‑initialization of the management system, and at
        other times as indicated by the value of the
        ifCounterDiscontinuityTime object of the associated
        interface."
    REFERENCE
        "RFC 6325, Section 3.5"
    ::= { rbridgePortCounterEntry 3 }

rbridgePortTrillInFrames OBJECT‑TYPE
    SYNTAX      Counter64
    UNITS       "frames"
    MAX‑ACCESS  read‑only
    STATUS      current



       DESCRIPTION

           "The number of TRILL-encapsulated frames that have been
           received by this port from its attached link, including
           management frames.



        Discontinuities in the value of this counter can occur
        at re‑initialization of the management system, and at
        other times as indicated by the value of the
        ifCounterDiscontinuityTime object of the associated
        interface."
    REFERENCE
        "RFC 6325, Section 2.3"
    ::= { rbridgePortCounterEntry 4 }

rbridgePortTrillOutFrames OBJECT‑TYPE
    SYNTAX      Counter64
    UNITS       "frames"
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The number of TRILL‑encapsulated frames that have been
        transmitted by this port to its attached link, including
        management frames.

        Discontinuities in the value of this counter can occur
        at re‑initialization of the management system, and at
        other times as indicated by the value of the
        ifCounterDiscontinuityTime object of the associated
        interface."
    REFERENCE
        "RFC 6325, Section 2.3"
    ::= { rbridgePortCounterEntry 5 }

‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑
‑‑ The RBridge VLAN ESADI Table
‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑

rbridgeEsadiTable  OBJECT‑TYPE
    SYNTAX      SEQUENCE OF RbridgeEsadiEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "A table that contains information about ESADI instances on
        VLANs, if available."
    REFERENCE
        "RFC 6325, Section 4.2.5"
    ::= { rbridgeEsadi 1 }

rbridgeEsadiEntry OBJECT‑TYPE
    SYNTAX      RbridgeEsadiEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "Information about an ESADI instance on a VLAN."
    INDEX   { rbridgeVlanIndex }
    ::= { rbridgeEsadiTable 1 }

RbridgeEsadiEntry ::=
    SEQUENCE {
        rbridgeEsadiEnable
            TruthValue,
        rbridgeEsadiConfidence
            Unsigned32,
        rbridgeEsadiDrbPriority
            Unsigned32,
        rbridgeEsadiDrb
            RbridgeAddress,
        rbridgeEsadiDrbHoldingTime
            Unsigned32,
        rbridgeEsadiRowStatus
            RowStatus
    }

rbridgeEsadiEnable OBJECT‑TYPE
    SYNTAX      TruthValue
    MAX‑ACCESS  read‑create
    STATUS      current
    DESCRIPTION
        "If the RBridge is participating in an ESADI instance for
        this VLAN, the value of this object is 'true'.  To disable
        participation, set it to 'false'.

        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Section 4.2.5"
    DEFVAL      { true }
    ::= { rbridgeEsadiEntry 1 }

rbridgeEsadiConfidence OBJECT‑TYPE
    SYNTAX      Unsigned32 (0..255)
    MAX‑ACCESS  read‑create
    STATUS      current
    DESCRIPTION
        "Confidence level of address entries sent by this
        ESADI instance.  The default is 16.

        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Section 4.2.5"
    DEFVAL      { 16 }
    ::= { rbridgeEsadiEntry 2 }

rbridgeEsadiDrbPriority OBJECT‑TYPE
    SYNTAX      Unsigned32 (0..127)
    MAX‑ACCESS  read‑create
    STATUS      current
    DESCRIPTION
        "The priority of this RBridge for being selected as the
        DRB for this ESADI instance.

        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Section 4.2.5"
    ::= { rbridgeEsadiEntry 3 }

rbridgeEsadiDrb OBJECT‑TYPE
    SYNTAX      RbridgeAddress
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The DRB on this ESADI instance's virtual link."
    REFERENCE
        "RFC 6325, Section 4.2.5"
    ::= { rbridgeEsadiEntry 4 }

rbridgeEsadiDrbHoldingTime OBJECT‑TYPE
    SYNTAX      Unsigned32 (0..127)
    MAX‑ACCESS  read‑create
    STATUS      current
    DESCRIPTION
        "The holding time for this ESADI instance.

        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Section 4.2.5"
    ::= { rbridgeEsadiEntry 5 }

rbridgeEsadiRowStatus OBJECT‑TYPE
    SYNTAX      RowStatus
    MAX‑ACCESS  read‑create
    STATUS      current

    DESCRIPTION
        "This object indicates the status of the entry."
    ::= { rbridgeEsadiEntry 6 }


‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑
‑‑ The RBridge IP Multicast Snooping Port Table
‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑

rbridgeSnoopingPortTable OBJECT‑TYPE
    SYNTAX      SEQUENCE OF RbridgeSnoopingPortEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "For RBridges implementing IP Multicast Snooping,
        information about ports on which the presence of IPv4
        or IPv6 multicast routers has been detected."
    REFERENCE
        "RFC 6325, Section 4.7"
    ::= { rbridgeSnooping 1 }

rbridgeSnoopingPortEntry OBJECT‑TYPE
    SYNTAX      RbridgeSnoopingPortEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "Information about ports on which the presence of IPv4
        or IPv6 multicast routers has been detected for a
        VLAN."
    INDEX   { rbridgeBasePort, rbridgeVlanIndex }
    ::= { rbridgeSnoopingPortTable 1 }

RbridgeSnoopingPortEntry ::=
    SEQUENCE {
        rbridgeSnoopingPortAddrType
            INTEGER
    }

rbridgeSnoopingPortAddrType OBJECT‑TYPE
    SYNTAX      INTEGER {
                    ipv4(1),
                    ipv6(2),
                    ipv4v6(3)
                }
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The IP address type of an IP multicast router detected

        on this port and VLAN.  If only IPv4 router(s)
        are detected, the value returned is 'ipv4'.  If only
        IPv6 routers are detected, the value returned is
        'ipv6'.  If both IPv4 and IPv6 routers are detected on
        this port and VLAN, the value returned is 'ipv4v6'."
    REFERENCE
        "RFC 6325, Section 4.7"
    ::= { rbridgeSnoopingPortEntry 1 }

‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑
‑‑ The RBridge IP Multicast Snooping Address Table
‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑

rbridgeSnoopingAddrTable OBJECT‑TYPE
    SYNTAX      SEQUENCE OF RbridgeSnoopingAddrEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "For RBridges implementing IP Multicast Snooping,
        information about IP multicast addresses being
        snooped."
    REFERENCE
        "RFC 6325, Section 4.8"
    ::= { rbridgeSnooping 2 }

rbridgeSnoopingAddrEntry OBJECT‑TYPE
    SYNTAX      RbridgeSnoopingAddrEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "Information about IP multicast addresses being
        snooped."
    INDEX  { rbridgeVlanIndex, rbridgeSnoopingAddrType,
             rbridgeSnoopingAddr }
    ::= { rbridgeSnoopingAddrTable 1 }

RbridgeSnoopingAddrEntry ::=
    SEQUENCE {
        rbridgeSnoopingAddrType
            InetAddressType,
        rbridgeSnoopingAddr
            InetAddress,
        rbridgeSnoopingAddrPorts
            PortList
    }

rbridgeSnoopingAddrType OBJECT‑TYPE
    SYNTAX      InetAddressType

    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "The IP multicast address type for which a listener has been
        detected by this RBridge.  This MIB requires support for only
        IPv4 and IPv6 address types."
    REFERENCE
        "RFC 6325, Section 4.7"
    ::= { rbridgeSnoopingAddrEntry 1 }

rbridgeSnoopingAddr OBJECT‑TYPE
    SYNTAX      InetAddress
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "The IP multicast address for which a listener has been
        detected by this RBridge.  The address type of this object
        is specified in rbridgeSnoopingAddrType.  This MIB requires
        support for only global IPv4 and IPv6 addresses, so the
        length of the object can be either 4 or 16 bytes.  Hence,
        the index will not exceed the OID size limit."
    REFERENCE
        "RFC 6325, Section 4.7"
    ::= { rbridgeSnoopingAddrEntry 2 }

rbridgeSnoopingAddrPorts OBJECT‑TYPE
    SYNTAX      PortList
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The set of ports on which a listener has been detected
        for this IP multicast address."
    REFERENCE
        "RFC 6325, Section 4.7"
    ::= { rbridgeSnoopingAddrEntry 3 }


‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑
‑‑ Distribution Trees
‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑



   rbridgeDtreePriority OBJECT-TYPE



SYNTAX      Unsigned32 (1..65535)
MAX‑ACCESS  read‑write
STATUS      current
DESCRIPTION
    "The distribution tree root priority for this RBridge.



           The default value of this object is 32768.



        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Section 4.5"
    ::= { rbridgeDtree 1 }

rbridgeDtreeActiveTrees OBJECT‑TYPE
    SYNTAX      Unsigned32
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The total number of trees being computed by all RBridges
        in the campus."
    REFERENCE
        "RFC 6325, Section 4.5"
    ::= { rbridgeDtree 2 }

rbridgeDtreeMaxTrees OBJECT‑TYPE
    SYNTAX      Unsigned32
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The maximum number of trees this RBridge can compute."
    REFERENCE
        "RFC 6325, Section 4.5"
    ::= { rbridgeDtree 3 }

rbridgeDtreeDesiredUseTrees OBJECT‑TYPE
    SYNTAX      Unsigned32
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The maximum number of trees this RBridge would like to
        use for transmission of ingress multi‑destination frames."
    REFERENCE
        "RFC 6325, Section 4.5"
    ::= { rbridgeDtree 4 }

rbridgeDtreeTable OBJECT‑TYPE
    SYNTAX      SEQUENCE OF RbridgeDtreeEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "Information about distribution trees being computed
        by this RBridge."

    REFERENCE
        "RFC 6325, Section 4.5"
    ::= { rbridgeDtree 5 }

rbridgeDtreeEntry OBJECT‑TYPE
    SYNTAX      RbridgeDtreeEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "List of information about distribution trees being computed
        by this RBridge."
    INDEX  { rbridgeDtreeNumber }
    ::= { rbridgeDtreeTable 1 }

RbridgeDtreeEntry ::=
    SEQUENCE {
        rbridgeDtreeNumber
            Unsigned32,
        rbridgeDtreeNickname
            RbridgeNickname,
        rbridgeDtreeIngress
            TruthValue
    }

rbridgeDtreeNumber OBJECT‑TYPE
    SYNTAX      Unsigned32 (0..65535)
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "The tree number of a distribution tree being computed by
        this RBridge."
    REFERENCE
        "RFC 6325, Section 4.5"
    ::= { rbridgeDtreeEntry 1 }

rbridgeDtreeNickname OBJECT‑TYPE
    SYNTAX      RbridgeNickname
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The nickname of the distribution tree."
    REFERENCE
        "RFC 6325, Section 4.5"
    ::= { rbridgeDtreeEntry 2 }

rbridgeDtreeIngress OBJECT‑TYPE
    SYNTAX      TruthValue
    MAX‑ACCESS  read‑only

    STATUS      current
    DESCRIPTION
        "Indicates whether this RBridge might choose this
        distribution tree to ingress a multi‑destination frame."
    REFERENCE
        "RFC 6325, Section 4.5"
    ::= { rbridgeDtreeEntry 3 }


‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑
‑‑ TRILL Neighbor List
‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑

rbridgeTrillMinMtuDesired OBJECT‑TYPE
    SYNTAX      Unsigned32
    MAX‑ACCESS  read‑write
    STATUS      current
    DESCRIPTION
        "The desired minimum acceptable inter‑RBridge link MTU for
        the campus, that is, originatingLSPBufferSize.

        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Section 4.3"
    ::= { rbridgeTrill 1 }

rbridgeTrillSz OBJECT‑TYPE
    SYNTAX      Unsigned32
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "The minimum acceptable inter‑RBridge link size for the
        campus for the proper operation of TRILL IS‑IS."
    REFERENCE
        "RFC 6325, Section 4.3"
    ::= { rbridgeTrill 2 }

rbridgeTrillMaxMtuProbes OBJECT‑TYPE
    SYNTAX      Unsigned32 (1..255)
    MAX‑ACCESS  read‑write
    STATUS      current
    DESCRIPTION
        "The number of failed MTU‑probes before the RBridge
        concludes that a particular MTU is not supported by
        a neighbor.

        The value of this object MUST be retained across
        re‑initializations of the management system."
    REFERENCE
        "RFC 6325, Section 4.3"
    ::= { rbridgeTrill 3 }

rbridgeTrillNbrTable OBJECT‑TYPE
    SYNTAX      SEQUENCE OF RbridgeTrillNbrEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "Information about this RBridge's TRILL neighbors."
    REFERENCE
        "RFC 6325, Section 4.4.2.1"
    ::= { rbridgeTrill 4 }

rbridgeTrillNbrEntry OBJECT‑TYPE
    SYNTAX      RbridgeTrillNbrEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "List of information about this RBridge's TRILL neighbors."
    INDEX  { rbridgeTrillNbrMacAddr }
    ::= { rbridgeTrillNbrTable 1 }

RbridgeTrillNbrEntry ::=
    SEQUENCE {
        rbridgeTrillNbrMacAddr
            MacAddress,
        rbridgeTrillNbrMtu
            Unsigned32,
        rbridgeTrillNbrFailedMtuTest
            TruthValue
    }

rbridgeTrillNbrMacAddr OBJECT‑TYPE
    SYNTAX      MacAddress
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
        "The MAC address of a neighbor of this RBridge."
    REFERENCE
        "RFC 6325, Section 4.4.2.1"
    ::= { rbridgeTrillNbrEntry 1 }

rbridgeTrillNbrMtu OBJECT‑TYPE
    SYNTAX      Unsigned32
    MAX‑ACCESS  read‑only

    STATUS      current
    DESCRIPTION
        "MTU size for this neighbor for IS‑IS communication
        purposes."
    REFERENCE
        "RFC 6325, Section 4.3.2"
    ::= { rbridgeTrillNbrEntry 2 }

rbridgeTrillNbrFailedMtuTest OBJECT‑TYPE
    SYNTAX      TruthValue
    MAX‑ACCESS  read‑only
    STATUS      current
    DESCRIPTION
        "If true, indicates that the neighbor's tested MTU is less
        than the minimum acceptable inter‑bridge link MTU for the
        campus (1470)."
    REFERENCE
        "RFC 6325, Section 4.3.1"
    ::= { rbridgeTrillNbrEntry 3 }


‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑
‑‑ Notifications for use by RBridges
‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑

rbridgeBaseNewDrb NOTIFICATION‑TYPE
    ‑‑ OBJECTS     { }
    STATUS      current
    DESCRIPTION
        "The rbridgeBaseNewDrb notification indicates that the
        sending agent has become the new Designated RBridge; the
        notification is sent by an RBridge soon after its election
        as the new DRB root, e.g., upon expiration of the Topology
        Change Timer, immediately subsequent to its election."
    ::= { rbridgeNotifications 1 }

rbridgeBaseTopologyChange NOTIFICATION‑TYPE
    ‑‑ OBJECTS     { }
    STATUS      current
    DESCRIPTION
        "The rbridgeBaseTopologyChange notification is sent by an
        RBridge when any of its configured ports transition to/from
        the VLAN‑x designated forwarder.  The notification is not
        sent if an rbridgeBaseNewDrb notification is sent for the
        same transition."
    ::= { rbridgeNotifications 2 }



   -- Compliance and Group sections



rbridgeCompliances    OBJECT IDENTIFIER ::= { rbridgeConformance 1 }

rbridgeGroup          OBJECT IDENTIFIER ::= { rbridgeConformance 2 }


‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑
‑‑ Units of Conformance
‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑

rbridgeBaseGroup OBJECT‑GROUP
    OBJECTS {
        rbridgeBaseTrillVersion,
        rbridgeBaseNumPorts,
        rbridgeBaseForwardDelay,
        rbridgeBaseUniMultipathEnable,
        rbridgeBaseMultiMultipathEnable,
        rbridgeBaseAcceptEncapNonadj,
        rbridgeBaseNicknameNumber
    }
    STATUS      current
    DESCRIPTION
        "A collection of objects providing basic control
        and status information for the RBridge."
    ::= { rbridgeGroup 1 }

rbridgeBaseNicknameGroup OBJECT‑GROUP
    OBJECTS {
        rbridgeBaseNicknamePriority,
        rbridgeBaseNicknameDtrPriority,
        rbridgeBaseNicknameType,
        rbridgeBaseNicknameRowStatus
    }
    STATUS      current
    DESCRIPTION
        "A collection of objects providing basic control
        and status information for RBridge nicknames."
    ::= { rbridgeGroup 2 }

rbridgeBasePortGroup OBJECT‑GROUP
    OBJECTS {
        rbridgeBasePortIfIndex,
        rbridgeBasePortDisable,
        rbridgeBasePortTrunkPort,
        rbridgeBasePortAccessPort,
        rbridgeBasePortP2pHellos,
        rbridgeBasePortState,

        rbridgeBasePortDesiredDesigVlan,
        rbridgeBasePortDesigVlan,
        rbridgeBasePortInhibitionTime,
        rbridgeBasePortDisableLearning,
        rbridgeBasePortStpRoot,
        rbridgeBasePortStpRootChanges,
        rbridgeBasePortStpWiringCloset
    }
    STATUS      current
    DESCRIPTION
        "A collection of objects providing basic control
        and status information for RBridge ports."
    ::= { rbridgeGroup 3 }

rbridgeFdbGroup OBJECT‑GROUP
    OBJECTS {
        rbridgeConfidenceNative,
        rbridgeConfidenceDecap,
        rbridgeConfidenceStatic,
        rbridgeUniFdbPort,
        rbridgeUniFdbNickname,
        rbridgeUniFdbConfidence,
        rbridgeUniFdbStatus
    }
    STATUS      current
    DESCRIPTION
        "A collection of objects providing information
        about the Unicast Address Database."
    ::= { rbridgeGroup 4 }

rbridgeFibGroup OBJECT‑GROUP
    OBJECTS {
        rbridgeUniFibHopCount,
        rbridgeMultiFibPorts
    }
    STATUS      current
    DESCRIPTION
        "A collection of objects providing information
        about the Unicast and Multicast FIBs."
    ::= { rbridgeGroup 5 }

rbridgeVlanGroup OBJECT‑GROUP
    OBJECTS {
        rbridgeVlanForwarderLosts,
        rbridgeVlanDisableLearning,
        rbridgeVlanSnooping,
        rbridgeVlanPortInhibited,
        rbridgeVlanPortForwarder,

        rbridgeVlanPortAnnouncing,
        rbridgeVlanPortDetectedVlanMapping
    }
    STATUS      current
    DESCRIPTION
        "A collection of objects providing information
        about VLANs on the RBridge."
    ::= { rbridgeGroup 6 }

rbridgePortCounterGroup OBJECT‑GROUP
    OBJECTS {
        rbridgePortRpfCheckFails,
        rbridgePortHopCountExceeds,
        rbridgePortOptionDrops,
        rbridgePortTrillInFrames,
        rbridgePortTrillOutFrames
    }
    STATUS      current
    DESCRIPTION
        "A collection of objects providing per‑port
        counters for the RBridge."
    ::= { rbridgeGroup 7 }

rbridgeEsadiGroup OBJECT‑GROUP
    OBJECTS {
        rbridgeEsadiEnable,
        rbridgeEsadiConfidence,
        rbridgeEsadiDrbPriority,
        rbridgeEsadiDrb,
        rbridgeEsadiDrbHoldingTime,
        rbridgeEsadiRowStatus
    }
    STATUS      current
    DESCRIPTION
        "A collection of objects providing information
        about ESADI instances on the RBridge."
    ::= { rbridgeGroup 8 }

rbridgeSnoopingGroup OBJECT‑GROUP
    OBJECTS {
        rbridgeSnoopingPortAddrType,
        rbridgeSnoopingAddrPorts
    }
    STATUS      current
    DESCRIPTION
        "A collection of objects providing information about
        IP Multicast Snooping.  This MIB requires support for
        only global IPv4 and IPv6 address types in

        rbridgeSnoopingPortAddrType and rbridgeSnoopingAddrType,
        so the length of rbridgeSnoopingAddr can be either 4 or
        16 bytes."
    ::= { rbridgeGroup 9 }

rbridgeDtreeGroup OBJECT‑GROUP
    OBJECTS {
        rbridgeDtreePriority,
        rbridgeDtreeActiveTrees,
        rbridgeDtreeMaxTrees,
        rbridgeDtreeDesiredUseTrees,
        rbridgeDtreeNickname,
        rbridgeDtreeIngress
    }
    STATUS      current
    DESCRIPTION
        "A collection of objects providing information
        about distribution trees."
    ::= { rbridgeGroup 10 }

rbridgeTrillGroup OBJECT‑GROUP
    OBJECTS {
        rbridgeTrillMinMtuDesired,
        rbridgeTrillSz,
        rbridgeTrillMaxMtuProbes,
        rbridgeTrillNbrMtu,
        rbridgeTrillNbrFailedMtuTest
    }
    STATUS      current
    DESCRIPTION
        "A collection of objects providing information
        about TRILL neighbors."
    ::= { rbridgeGroup 11 }

rbridgeNotificationGroup NOTIFICATION‑GROUP
    NOTIFICATIONS {
        rbridgeBaseNewDrb,
        rbridgeBaseTopologyChange
    }
    STATUS      current
    DESCRIPTION
        "A collection of objects describing notifications (traps)."
    ::= { rbridgeGroup 12 }

‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑
‑‑ Compliance Statement
‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑

rbridgeCompliance MODULE‑COMPLIANCE
       STATUS      current
       DESCRIPTION
           "The compliance statement for support of RBridge
           services."

       MODULE
           MANDATORY‑GROUPS {
               rbridgeBaseGroup,
               rbridgeBaseNicknameGroup,
               rbridgeBasePortGroup,
               rbridgeFdbGroup,
               rbridgeFibGroup,
               rbridgeVlanGroup,
               rbridgeDtreeGroup,
               rbridgeTrillGroup,
               rbridgeNotificationGroup
           }

       GROUP   rbridgePortCounterGroup
       DESCRIPTION
           "Implementation of this group is optional."

       GROUP   rbridgeEsadiGroup
       DESCRIPTION
           "Implementation of this group is optional."

       GROUP   rbridgeSnoopingGroup
       DESCRIPTION
           "Implementation of this group is optional."



          ::= { rbridgeCompliances 1 }



rbridgeReadOnlyCompliance MODULE‑COMPLIANCE
       STATUS      current
       DESCRIPTION
           "When this MIB is implemented in read‑only mode, then
           the implementation can claim read‑only compliance.
           In that case, RBridge objects can be monitored but
           cannot be configured with this implementation."

       MODULE
           MANDATORY‑GROUPS {
               rbridgeBaseGroup,
               rbridgeBaseNicknameGroup,
               rbridgeBasePortGroup,
               rbridgeFdbGroup,
               rbridgeFibGroup,
               rbridgeVlanGroup,
               rbridgeDtreeGroup,
               rbridgeTrillGroup,
               rbridgeNotificationGroup
           }

       OBJECT  rbridgeBaseForwardDelay
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeBaseUniMultipathEnable
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeBaseMultiMultipathEnable
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeBaseAcceptEncapNonadj
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeBaseNicknameNumber
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeBaseNicknamePriority
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeBaseNicknameDtrPriority
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeBaseNicknameRowStatus
       SYNTAX  INTEGER { active(1) }
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required, and 'active' is the only
           status that needs to be supported."

       OBJECT  rbridgeBasePortDisable
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeBasePortTrunkPort
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeBasePortAccessPort
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeBasePortP2pHellos
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeBasePortInhibitionTime
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeBasePortDisableLearning
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeBasePortDesiredDesigVlan
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeBasePortStpWiringCloset
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeConfidenceNative
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeConfidenceDecap
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeConfidenceStatic
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeVlanDisableLearning
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeVlanPortAnnouncing
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeEsadiEnable
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeEsadiConfidence
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeEsadiDrbPriority
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeEsadiDrbHoldingTime
       MIN‑ACCESS  read‑only
       DESCRIPTION
           "Write access is not required."

       OBJECT  rbridgeEsadiRowStatus
       SYNTAX  INTEGER { active(1) }
       MIN‑ACCESS  read‑only



          DESCRIPTION

              "Write access is not required, and 'active' is the only
              status that needs to be supported."



OBJECT  rbridgeDtreePriority
MIN‑ACCESS  read‑only
DESCRIPTION
    "Write access is not required."

OBJECT  rbridgeTrillMinMtuDesired
MIN‑ACCESS  read‑only
DESCRIPTION
    "Write access is not required."

OBJECT  rbridgeTrillMaxMtuProbes
MIN‑ACCESS  read‑only
DESCRIPTION
    "Write access is not required."

GROUP   rbridgePortCounterGroup
DESCRIPTION
    "Implementation of this group is optional."

GROUP   rbridgeEsadiGroup
DESCRIPTION
    "Implementation of this group is optional."

GROUP   rbridgeSnoopingGroup
DESCRIPTION
    "Implementation of this group is optional."



          ::= { rbridgeCompliances 2 }



      END




8. Security Considerations

   This MIB relates to a system that will provide network connectivity
   and packet-forwarding services.  As such, improper manipulation of
   the objects represented by this MIB may result in denial of service
   to a large number of end-users.



   There are a number of management objects defined in this MIB module
   with a MAX-ACCESS clause of read-write and/or read-create.  Such
   objects may be considered sensitive or vulnerable in some network
   environments.  The support for SET operations in a non-secure
   environment without proper protection can have a negative effect on
   network operations.  These are the tables and objects and their
   sensitivity/vulnerability:



   The following tables and objects in the RBRIDGE-MIB can be
   manipulated to interfere with the operation of RBridges:



   o  rbridgeBaseUniMultipathEnable affects the ability of the RBridge
      to route unicast traffic over multiple paths, and
      rbridgeBaseMultiMultipathEnable affects the ability of the RBridge
      to route multi-destination traffic over multiple paths.



   o  rbridgeBasePortTable contains a number of objects that may affect
      network connectivity.  Actions that may be triggered by
      manipulating objects in this table include disabling of an RBridge
      port, discarding of native packets, disabling learning, and
      others.



   o  rbridgeEsadiTable contains objects that affect the operation of
      the ESADI protocol used for learning, and manipulation of the
      objects contained therein can be used to confuse the learning
      ability of RBridges.



   o  rbridgeDtreePriority can affect computation of distribution trees
      within an RBridge campus, thereby affecting the forwarding of
      multi-destination traffic.



   o  rbridgeTrillMinMtuDesired can affect the size of packets being
      used to exchange information between RBridges.



   Some of the readable objects in this MIB module (i.e., objects with a
   MAX-ACCESS other than not-accessible) may be considered sensitive or
   vulnerable in some network environments.  It is thus important to
   control even GET and/or NOTIFY access to these objects and possibly
   to even encrypt the values of these objects when sending them over
   the network via SNMP.  For example, access to network topology and
   RBridge attributes can reveal information that should not be
   available to all users of the network.



   SNMP versions prior to SNMPv3 did not include adequate security.
   Even if the network itself is secure (for example by using IPsec),
   there is no control as to who on the secure network is allowed to
   access and GET/SET (read/change/create/delete) the objects in this
   MIB module.



   Implementations SHOULD provide the security features described by the
   SNMPv3 framework (see [RFC3410]), and implementations claiming
   compliance to the SNMPv3 standard MUST include full support for
   authentication and privacy via the User-based Security Model (USM)
   [RFC3414] with the AES cipher algorithm [RFC3826].  Implementations
   MAY also provide support for the Transport Security Model (TSM)
   [RFC5591] in combination with a secure transport such as SSH
   [RFC5592] or TLS/DTLS [RFC6353].



   Further, deployment of SNMP versions prior to SNMPv3 is NOT
   RECOMMENDED.  Instead, it is RECOMMENDED to deploy SNMPv3 and to
   enable cryptographic security.  It is then a customer/operator
   responsibility to ensure that the SNMP entity giving access to an
   instance of this MIB module is properly configured to give access to
   the objects only to those principals (users) that have legitimate
   rights to indeed GET or SET (change/create/delete) them.



   For other RBridge security considerations, see [RFC6325].




9. IANA Considerations

   The MIB module in this document uses the following IANA-assigned
   OBJECT IDENTIFIER value recorded in the SMI Numbers registry:



Descriptor   OBJECT IDENTIFIER value
‑‑‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

rbridgeMIB   { mib‑2 214 }
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1. Introduction

   The Operations, Administration, and Maintenance (OAM) generally
   covers various production aspects of a network.  In this document, we
   use the term OAM as defined in [RFC6291].



   The success of network operations depends on the ability to
   proactively monitor it for faults, performance, etc., as well as the
   ability to efficiently and quickly troubleshoot defects and failures.
   A well-defined OAM toolset is a vital requirement for wider adoption
   of Transparent Interconnection of Lots of Links (TRILL) as the next
   generation data-forwarding technology in larger networks such as data
   centers.



   In this document, we define the requirements for TRILL OAM.  It is
   assumed that the readers are familiar with the OAM concepts and
   terminologies defined in other OAM standards such as [8021ag],
   [RFC5860], and [RFC4377].  This document does not attempt to redefine
   the terms and concepts specified elsewhere.




1.1. Scope

   The scope of this document is OAM between Routing Bridges (RBridges)
   of a TRILL campus over links selected by TRILL routing.




2. Conventions Used in This Document

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].
   Although this document is not a protocol specification, the use of
   this language clarifies the instructions to protocol designers
   producing solutions that satisfy the requirements set out in this
   document.




3. Terminology

   Section: This term refers to a segment of a path between any two
   given RBridges.  As an example, consider the case where RB1 is
   connected to RBx via RB2, RB3, and RB4.  The segment between RB2 to
   RB4 is referred to as a section of the path RB1 to RBx.  More details
   of this definition can be found in [RFC5960].



   Flow: This term indicates a set of packets that share the same path
   and per-hop behavior (such as priority).  A flow is typically
   identified by a portion of the inner payload that affects the hop-by-
   hop forwarding decisions.  This may contain Layer 2 through Layer 4
   information.



   All Selectable Least-Cost Paths: This term refers to a subset of all
   potentially available least-cost paths to a specified destination
   RBridge that are available (and usable) for forwarding of frames.  It
   is important to note that in practice, due to limitations in
   implementations, not all available least-cost paths may be selectable
   for forwarding.



   Connectivity: This term indicates reachability between an arbitrary
   RBridge RB1 and any other RBridge RB2.  The specific path can be
   either explicit (i.e., associated with a specific flow) or
   unspecified.  Unspecified means that messages used for connectivity
   verification take whatever path the RBs happen to select.  Please
   refer to [OAMOVER] for details.



   Continuity Verification: This term refers to proactive verification
   of liveliness between two RBridges at periodic intervals and the
   generation of explicit notification when connectivity failures occur.
   Please refer to [OAMOVER] for details.



   Fault: This term refers to an inability to perform a required action,
   e.g., an unsuccessful attempt to deliver a packet.  Please refer to
   [TERMTP] for definition.



   Defect: This term refers to an interruption in the normal operation,
   such that over a period of time no packets are delivered
   successfully.  Please refer to [TERMTP] for definition.



   Failure: This term refers to the termination of the required function
   over a longer period of time.  Persistence of a defect for a period
   of time is interpreted as a failure.  Please refer to [TERMTP] for
   definition.



   Simulated Flow: This term refers to a sequence of OAM-generated
   packets designed to follow a specific path.  The fields of the
   packets in the simulated flow may or may not be identical to the
   fields of data packets of an actual flow being simulated.  However,
   the purpose of the simulated flow is to have OAM packets of the
   simulated flow follow a specific path.




4. OAM Requirements


4.1. Data Plane

   OAM frames, utilized for connectivity verification, continuity
   checks, performance measurements, etc., will by default take whatever
   path TRILL chooses based on the current topology and per-hop equal-
   cost path choices.  In some cases, it may be required that the OAM
   frames utilize specific paths.  Thus, it MUST be possible to arrange
   that OAM frames follow the path taken by a specific flow.



   RBridges MUST have the ability to identify frames that require OAM
   processing.



   TRILL OAM frames MUST remain within a TRILL campus and MUST NOT be
   egressed from a TRILL network as native frames.



   OAM MUST have the ability to include all Ethernet traffic types
   carried by TRILL.




4.2. Connectivity Verification


4.2.1. Unicast

   From an arbitrary RBridge RB1, OAM MUST have the ability to verify
   connectivity to any other RBridge RB2.



   From an arbitrary RBridge RB1, OAM MUST have the ability to verify
   connectivity to any other RBridge RB2 for a specific flow via the
   path associated with the specified flow.




4.2.2. Distribution Trees

   OAM MUST have the ability to verify connectivity from an arbitrary
   RBridge RB1 to either a specific set of RBridges or all member
   RBridges, for a specified distribution tree.  This functionality is
   referred to as verification of the unpruned distribution tree.



   OAM MUST have the ability to verify connectivity from an arbitrary
   RBridge RB1 to either a specific set of RBridges or all member
   RBridges, for a specified distribution tree and for a specified flow.
   This functionality is referred to as verification of the pruned tree.




4.3. Continuity Check

   OAM MUST provide functions that allow any arbitrary RBridge RB1 to
   perform a Continuity Check to any other RBridge.



   OAM MUST provide functions that allow any arbitrary RBridge RB1 to
   perform a Continuity Check to any other RBridge using a path
   associated with a specified flow.



   OAM SHOULD provide functions that allow any arbitrary RBridge to
   perform a Continuity Check to any other RBridge over any section of
   any selectable least-cost path.



   OAM SHOULD provide the ability to perform a Continuity Check on
   sections of any selectable path within the network.



   OAM SHOULD provide the ability to perform a multicast Continuity
   Check for specified distribution tree(s), as well as specified
   combinations of distribution trees and flows.  The former is referred
   to as an unpruned multi-destination tree Continuity Check and the
   latter is referred to as a pruned tree Continuity Check.




4.4. Path Tracing

   OAM MUST provide the ability to trace a path between any two RBridges
   corresponding to a specified unicast flow.



   OAM SHOULD provide the ability to trace all selectable least-cost
   paths between any two RBridges.



   OAM SHOULD provide functionality to trace all branches of a specified
   distribution tree (unpruned tree).



   OAM SHOULD provide functionality to trace all branches of a specified
   distribution tree for a specified flow (pruned tree).




4.5. General Requirements

   OAM MUST provide the ability to initiate and maintain multiple
   concurrent sessions for multiple OAM functions between any arbitrary
   RBridge RB1 to any other RBridge.  In general, multiple OAM
   operations will run concurrently.  For example, proactive continuity
   checks may take place between RB1 and RB2 at the same time that an
   operator decides to test connectivity between the same two RBs.
   Multiple OAM functions and instances of those functions MUST be able
   to run concurrently without interfering with each other.



   OAM MUST provide a single OAM framework for all TRILL OAM functions
   within the scope of this document.



   OAM, as practical and as possible, SHOULD reuse functional,
   operational, and semantic elements of existing OAM standards.



   OAM MUST maintain related error and operational counters.  Such
   counters MUST be accessible via network management applications
   (e.g., SNMP).



   OAM functions related to continuity and connectivity checks MUST be
   able to be invoked either proactively or on demand.



   OAM MAY be required to provide the ability to specify a desired
   response mode for a specific OAM message.  The desired response mode
   can be in-band, out-of-band, or none.



   The OAM Framework MUST be extensible to include new functionality.
   For example, the solution needs to include a version number to
   differentiate older and newer implementations and TLV structures for
   flexibility to include new information elements.



   OAM MAY provide methods to verify control-plane and forwarding-plane
   alignments.



   OAM SHOULD leverage existing OAM technologies, where practical.




4.6. Performance Monitoring


4.6.1. Packet Loss

   In this document, the term "packet loss" is used as defined in
   Section 2.4 of [RFC2680].



   OAM SHOULD provide the ability to measure packet loss statistics for
   a flow from any arbitrary RBridge RB1 to any other RBridge.



   OAM SHOULD provide the ability to measure packet loss statistics over
   a section for a flow between any arbitrary RBridge RB1 to any other
   RBridge.



   OAM SHOULD provide the ability to measure packet loss statistics
   between any two RBridges over all least-cost paths.



   An RBridge SHOULD be able to perform the above packet loss
   measurement functions either proactively or on demand.




4.6.2. Packet Delay

   There are two types of packet delays -- one-way delay and two-way
   delay (Round-Trip Delay).



   One-way delay is defined in [RFC2679] as the time elapsed from the
   start of transmission of the first bit of a packet by an RBridge
   until the reception of the last bit of the packet by the destination
   RBridge.



   Two-way delay is also referred to as Round-Trip Delay and is defined
   similar to [RFC2681]; i.e., the time elapsed from the start of
   transmission of the first bit of a packet from RB1, receipt of the
   packet at RB2, RB2 sending a response packet back to RB1, and RB1
   receiving the last bit of that response packet.



   OAM SHOULD provide functions to measure two-way delay between two
   RBridges.



   OAM MAY provide functions to measure one-way delay between two
   RBridges for a specified flow.



   OAM MAY provide functions to measure one-way delay between two
   RBridges for a specified flow over a specific section.




4.7. ECMP Utilization

   OAM MAY provide functionality to monitor the effectiveness of per-hop
   Equal-Cost Multipath (ECMP) hashing.  For example, individual
   RBridges could maintain counters that show how packets are being
   distributed across equal-cost next hops for a specified destination
   RBridge or RBridges as a result of ECMP hashing.




4.8. Security and Operational Considerations

   Methods MUST be provided to protect against exploitation of OAM
   framework for security and denial-of-service attacks.



   Methods MUST be provided to prevent OAM messages from causing
   congestion in the networks.  Periodically generated messages with
   high frequencies may lead to congestion, hence methods such as
   shaping or rate limiting SHOULD be utilized.



   Certain OAM functions may be utilized to gather operational
   information such as topology of the network.  Methods MUST be
   provided to prevent unauthorized users accessing OAM functions to
   gather critical and sensitive information of the network.



   OAM packets MUST be limited to within the TRILL campus, and the
   implementation MUST provide methods to prevent leaking of OAM packets
   out of the TRILL campus.  Additionally, methods MUST be provided to
   prevent accepting OAM packets from outside the TRILL campus.




4.9. Fault Indications

   OAM MUST provide a Fault Indication framework to notify the packet's
   ingress RBridge or other interested parties (such as syslog servers)
   about faults.



   OAM MUST provide functions to selectively enable or disable different
   types of Fault Indications.




4.10. Defect Indications

   OAM SHOULD provide a framework for Defect Detection and Indication.



   OAM Defect Detection and Indication Framework SHOULD provide methods
   to selectively enable or disable Defect Detection per defect type.



   OAM Defect Detection and Indication Framework SHOULD provide methods
   to configure Defect Detection thresholds per different types of
   defects.



   OAM Defect Detection and Indication Framework SHOULD provide methods
   to log defect indications to a locally defined archive (such as log
   buffer) or Simple Network Management Protocol (SNMP) traps.



   OAM Defect Detection and Indication Framework SHOULD provide a Remote
   Defect Indication framework that facilitates notifying the
   originator/owner of the flow experiencing the defect, which is the
   ingress RBridge.



   Remote Defect Indication MAY be either in-band or out-of-band.




4.11. Live Traffic Monitoring

   OAM implementations MAY provide methods to utilize live traffic for
   troubleshooting and performance monitoring.




5. Security Considerations

   Security requirements are specified in Section 4.8. For general TRILL
   security considerations, please refer to [RFC6325].
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Abstract

   Edge TRILL (Transparent Interconnection of Lots of Links) switches
   currently learn the mapping between MAC (Media Access Control)
   addresses and their egress TRILL switch by observing the data packets
   they ingress or egress or by the TRILL ESADI (End-Station Address
   Distribution Information) protocol.  When an ingress TRILL switch
   receives a data frame for a destination address (MAC&Label) that the
   switch does not know, the data frame is flooded within the frame's
   Data Label across the TRILL campus.



   This document describes the framework for using directory services to
   assist edge TRILL switches in reducing multi-destination frames,
   particularly unknown unicast frames flooding, and ARP/ND (Address
   Resolution Protocol / Neighbor Discovery), thus improving TRILL
   network scalability and security.
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1. Introduction

   Edge TRILL (Transparent Interconnection of Lots of Links) switches
   (devices implementing [RFC6325], also known as RBridges) currently
   learn the mapping between destination MAC addresses and their egress
   TRILL switch by observing data packets or by the ESADI (End-Station
   Address Distribution Information) protocol.  When an ingress RBridge
   (Routing Bridge) receives a data frame for a destination address
   (MAC&Label) that RBridge does not know, the data frame is flooded
   within that Data Label across the TRILL campus. (Data Labels are
   VLANs or FGLs (Fine-Grained Labels [FGL]).



   This document describes a framework for using directory services in
   environments where such services are available, such as typical data
   centers, to assist edge TRILL switches.  This assistance can reduce
   multi-destination frames, particularly ARP [RFC826], ND [RFC4861],
   and unknown unicast, thus improving TRILL network scalability.  In
   addition, the information provided by a directory can be more secure
   than that learned from the data plane (see Section 7).



   Data centers, especially Internet and/or multi-tenant data centers,
   tend to have a large number of end stations with a wide variety of
   applications.  Their networks differ from enterprise campus networks
   in several ways that make them attractive for the use of directory
   assistance, in particular:



   1. Data center topology is often based on racks and rows.
      Furthermore, a Server/VM (virtual machine) Management System
      orchestrates the assignment of guest operating systems to servers,
      racks, and rows; it is not done at random.  So, the information
      necessary for a directory is normally available from that
      Management System.



   2. Rapid workload shifting in data centers can accelerate the
      frequency of the physical servers being reloaded with different
      applications.  Sometimes, applications loaded into one physical
      server at different times can belong to different subnets.  When a
      VM is moved to a new location or when a server is loaded with a
      new application with different IP/MAC addresses, it is more likely
      that the destination address of data packets sent out from those
      VMs are unknown to their attached edge RBridges.



   3. With server virtualization, there is an increasing trend to
      dynamically create or delete VMs when the demand for resources
      changes, to move VMs from overloaded servers to less loaded
      servers, or to aggregate VMs onto fewer servers when demand is
      light.  This results in the more frequent occurrence of multiple
      subnets on the same port at the same time and a higher change rate
      for VMs than for physical servers.



   Both items 2 and 3 above can lead to applications in one subnet being
   placed in different locations (racks or rows) or one rack having
   applications belonging to different subnets.




2. Terminology

   The terms "VLAN" and "Data Label" are used interchangeably with
   "Subnet" in this document, because it is common to map one subnet to
   one VLAN or FGL.



Bridge:  Device compliant with IEEE Std 802.1Q‑2011 [802.1Q].

Data Label:  VLAN or FGL

EoR:     End‑of‑Row switches in a data center.  Also known as
         aggregation switches.

End Station:  Guest OS running on a physical server or on a virtual
         machine.  An end station in this document has at least one
         IP address, at least one MAC address, and is connected to a
         network.

FGL:     Fine‑Grained Label [FGL]

IS‑IS:   Intermediate System to Intermediate System routing protocol.
         TRILL uses IS‑IS [IS‑IS] [RFC6326].



   RBridge: "Routing Bridge", an alternate name for a TRILL switch.



ToR:     Top‑of‑Rack switches in a data center.  Also known as access
         switches in some data centers.

TRILL:   Transparent Interconnection of Lots of Links [RFC6325]

TRILL Switch:  A device implementing the TRILL protocol [RFC6325].

VM:      Virtual Machine




3. Impact of Massive Number of End Stations

   This section discusses the impact of a massive number of end stations
   in a TRILL campus using Data Centers as an example.




3.1. Issues of Flooding-Based Learning in Data Centers

   It is common for Data Center networks to have multiple tiers of
   switches, for example, one or two Access Switches for each server
   rack (ToR), aggregation switches for some rows (or EoR switches), and
   some core switches to interconnect the aggregation switches.  Many
   aggregation switches deployed in data centers have high port density.
   It is not uncommon to see aggregation switches interconnecting
   hundreds of ToR switches.



     +‑‑‑‑‑‑‑+         +‑‑‑‑‑‑+
   +/‑‑‑‑‑‑+ |       +/‑‑‑‑‑+ |
   | Aggr11| + ‑‑‑‑‑ |AggrN1| +    EoR switches
   +‑‑‑+‑‑‑+/        +‑‑‑‑‑‑+/
    /     \            /      \
   /       \          /        \
+‑‑‑+    +‑‑‑+      +‑‑‑+     +‑‑‑+
|T11|... |T1x|      |T21| ..  |T2y| ToR switches
+‑‑‑+    +‑‑‑+      +‑‑‑+     +‑‑‑+
  |        |          |         |
+‑|‑+    +‑|‑+      +‑|‑+     +‑|‑+
|   |... |   |      |   | ..  |   |
+‑‑‑+    +‑‑‑+      +‑‑‑+     +‑‑‑+ Server racks
|   |... |   |      |   | ..  |   |
+‑‑‑+    +‑‑‑+      +‑‑‑+     +‑‑‑+
|   |... |   |      |   | ..  |   |
+‑‑‑+    +‑‑‑+      +‑‑‑+     +‑‑‑+



               Figure 1: Typical Data Center Network Design



   The following problems could occur when TRILL is deployed in a data
   center with a large number of end stations and when the end stations
   in one subnet/Label are placed under multiple edge RBridges:



      -  Unnecessary filling of slots in the MAC address learning table
         of edge RBridges, e.g., RBridge T11, due to T11 receiving
         broadcast/multicast traffic (e.g., ARP/ND, cluster multicast,
         etc.) from end stations under other edge RBridges that are not
         actually communicating with any end stations attached to T11.



      -  Packets being flooded across a TRILL campus when their
         destination MAC addresses are not in the ingress RBridge's MAC
         address to the egress RBridge cache.




3.2. Two Examples

   Consider a data center with 1,600 server racks.  Each server rack has
   at least one ToR switch.  The ToR switches are further divided into 8
   groups, with each group being connected by a set of aggregation
   switches.  There could be 4 to 8 aggregation switches in each set to
   achieve load sharing for traffic to/from server racks.  Let's
   consider the following two scenarios for the TRILL campus boundary if
   TRILL is deployed in this data center environment:



      -  Scenario #1: TRILL campus boundary starts at the ToR switches:



         If each server rack has one ToR, there are 1,600 edge RBridges.
         If each rack has two ToR switches, then there will be 3,200
         edge RBridges.



         In this scenario, the TRILL campus will have more than 1,600
         (or 3,200) + 8*4 (or 8*8) nodes, which is a large IS-IS area.
         Even though a mesh IS-IS area can scale up to thousands of
         nodes, it is challenging for aggregation switches to handle
         IS-IS link state advertisement among hundreds of parallel
         ports.



         If each ToR has 40 downstream ports facing servers and each
         server has 10 VMs, there could be 40*10 = 400 end stations
         attached.  If those end stations belong to 8 Labels, then the
         total number of MAC&Label entries learned by each edge RBridge
         in the worst case might be 400*8 = 3,200, which is not a large
         number.



      -  Scenario #2: TRILL campus boundary starts at the aggregation
         switches:



         With the same assumptions as before, the number of nodes in the
         TRILL campus will be less than 100, and aggregation switches
         don't have to handle IS-IS link state advertisements among
         hundreds of parallel ports.



         However, the number of MAC&Label <-> Egress RBridge mapping
         entries to be learned and managed by the RBridge edge node can
         be very large.  In the example above, each edge RBridge has 200
         edge ports facing the ToR switches.  If each ToR has 40
         downstream ports facing servers and each server has 10 VMs,
         there could be 200*40*10 = 80,000 end stations attached.  If
         all those end stations belong to 1,600 Labels (50 per Data
         Label) and each Data Label has 200 end stations, then under the
         worst-case scenario, the total number of MAC&Label entries to
         be learned by each edge RBridge can be 1,600*200=320,000, which
         is very large.




4. Benefits of Directory-Assisted TRILL Edge

   In some environments, particularly data centers, the assignment of
   applications to servers, including rack and row selection, is
   orchestrated by Server (or VM) Management System(s).  That is, there
   is a database or multiple databases that have the knowledge of where
   each application is placed.  If the application location information
   can be fed to RBridge edge nodes through some form of directory
   service, then there is much less chance of RBridge edge nodes
   receiving unknown MAC destination addresses, therefore less chance of
   flooding.



   Avoiding unknown unicast address flooding to the TRILL campus is
   especially valuable in the data center environment, because there is
   a higher chance of an edge RBridge receiving packets with an unknown
   unicast destination address and broadcast/multicast messages due to
   VM migration and servers being loaded with different applications.
   When a VM is moved to a new location or a server is loaded with a new
   application with a different IP/MAC addresses, it is more likely that
   the destination address of data packets sent out from those VMs is
   unknown to their attached edge RBridges.  In addition, gratuitous ARP
   (IPv4 [RFC826]) or Unsolicited Neighbor Advertisement (IPv6
   [RFC4861]) sent out from those newly migrated or activated VMs have
   to be flooded to other edge RBridges that have VMs in the same
   subnets.



   The benefits of using directory assistance include:



      -  Avoids flooding an unknown unicast destination address across
         the TRILL campus.  The directory-enforced MAC&Label <-> Egress
         RBridge mapping table can determine if a data packet needs to
         be forwarded across the TRILL campus.



         When multiple RBridge edge ports are connected to end stations
         (servers/VMs), possibly via bridged LANs, a directory-assisted
         edge RBridge won't need to flood unknown unicast destination
         data frames to all ports of the edge RBridges in the frame's
         Data Label when it ingresses a frame.  It can depend on the
         directory to locate the destination.  When the directory
         doesn't have the needed information, the frames can be dropped
         or flooded depending on the policy configured.



      -  Reduces flooding of decapsulated Ethernet frames with an
         unknown MAC destination address to a bridged LAN connected to
         RBridge edge ports.



         When an RBridge receives a unicast TRILL data packet whose
         destination Nickname matches with its own, the normal procedure
         is for the RBridge to decapsulate it and forward the
         decapsulated Ethernet frame to the directly attached bridged
         LAN.  If the destination MAC is unknown, the RBridge floods the
         decapsulated Ethernet frame out all ports in the frame's Data
         Label.  With directory assistance, the egress RBridge can
         determine if the MAC destination address in a frame matches any
         end stations attached via the bridged LAN.  Frames can be
         discarded if their destination addresses do not match.



      -  Reduces the amount of MAC&Label <-> Egress RBridge mapping
         maintained by edge RBridges.  There is no need for an edge
         RBridge to keep MAC entries of remote end stations that don't
         communicate with the end stations locally attached.



      -  Eliminates ARP/ND being broadcast or multicast through the
         TRILL core.



      -  Provides some protection against spoofing of source addresses
         (see Section 7).




5. Generic Operation of Directory Assistance

   There are two different models for directory assistance to edge
   RBridges: Push Model and Pull Model.  The directory information is
   described in Section 5.1 below, while Section 5.2 discusses Push
   Model requirements, and Section 5.3 Pull Model requirements.




5.1. Information in Directory for Edge RBridges

   To achieve the benefits of directory assistance for TRILL, the
   corresponding Directory Server entries will need, at a minimum, the
   following logical data structure:



   [IP, MAC, Data Label, {list of attached RBridge nicknames}, {list of
   interested RBridges}]



   The {list of attached RBridges} are the edge RBridges to which the
   host (or VM) is attached as specified by the [IP, MAC, Data Label] in
   the entry.  The {list of interested RBridges} are the remote RBridges
   that might have attached hosts that communicate with the host in this
   entry.



   When a host has multiple IP addresses, there will be multiple
   entries.



   The {list of interested RBridges} could get populated when an RBridge
   queries for information, or information is pushed from a Directory
   Server.  The list is used to notify those RBridges when the host
   (specified by the [IP, MAC, Data Label]) in the entry changes its
   RBridge attachment.  An explicit list in the directory is not needed
   as long as the interested RBridges can be determined.




5.2. Push Model and Requirements

   Under this model, Directory Server(s) push the MAC&Label <-> Egress
   RBridge mapping for all the end stations that might communicate with
   end stations attached to an RBridge edge node.  If the packet's
   destination address can't be found in the MAC&Label <-> Egress
   RBridge table, the Ingress RBridge could be configured to:



      simply drop a data packet,



      flood it to the TRILL campus, or



      start the pull process to get information from the Pull Directory
      Server(s).



   It may not be necessary for every edge RBridge to get the entire
   mapping table for all the end stations in a campus.  There are many
   ways to narrow the full set down to a smaller set of remote end
   stations that communicate with end stations attached to an edge
   RBridge.  A simple approach is to only push the mapping for the Data
   Labels that have active end stations under an edge RBridge.  This
   approach can reduce the number of mapping entries being pushed.



   However, the Push Model will usually push more entries of MAC&Label
   <-> Egress RBridge mapping to an edge RBridges than needed.  Under
   the normal process of edge RBridge cache aging and unknown
   destination address flooding, rarely used mapping entries would have
   been removed.  But it can be difficult for Directory Servers to
   predict the communication patterns among applications within one Data
   Label.  Therefore, it is likely that the Directory Servers will push
   down all the MAC&Label entries if there are end stations in the Data
   Label attached to the edge RBridge.  This is a disadvantage of the
   Push Model compared with the Pull Model described below.



   In the Push Model, it is necessary to have a way for an RBridge node
   to request Directory Server(s) to push the mapping entries.  This
   method should at least include the Data Labels enabled on the
   RBridge, so that the Directory Server doesn't need to push down the
   entire set of mapping entries for all the end stations in the campus.
   An RBridge must be able to get mapping entries when it is initialized
   or restarted.



   The Push Model's detailed method and any handshake mechanism between
   an RBridge and Directory Server(s) is beyond the scope of this
   framework document.



   When a Directory Server needs to push a large number of entries to
   edge RBridges, efficient data organization should be considered, for
   example, with one edge RBridge nickname being associated with all the
   attached end stations' MAC addresses and Data Labels.  As shown in
   Table 1 below, to make the data more compact, a representation can be
   used where a nickname need only occur once for a set of Labels, each
   of which occurs only once and each of which is associated with a set
   of multiple IP and MAC address pairs.  It would be much more bulky to
   have each IP and MAC address pair separately accompanied by its Label
   and by the nickname of the RBridge by which it is reachable.



+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Nickname1  |Label‑1  | IP/MAC1, IP/MAC2, ,, IP/MACn   |
|            |‑‑‑‑‑‑‑‑ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|            |Label‑2  | IP/MAC1, IP/MAC2, ,, IP/MACn   |
|            |‑‑‑‑‑‑‑‑ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|            |  ...... | IP/MAC1, IP/MAC2, ,, IP/MACn   |
+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Nickname2  |Label‑1  | IP/MAC1, IP/MAC2, ,, IP/MACn   |
|            |‑‑‑‑‑‑‑‑ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|            |Label‑2  | IP/MAC1, IP/MAC2, ,,IP/MACn    |
|            |‑‑‑‑‑‑‑‑ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|            |         | IP/MAC1, IP/MAC2, ,, IP/MACn   |
+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| ‑‑‑‑‑‑‑    |‑‑‑‑‑‑‑‑ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|            |         | IP/MAC1, IP/MAC2, ,, IP/MACn   |
+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



           Table 1: Summarized Table Pushed Down from Directory



   Whenever there is any change in MAC&Label <-> Egress RBridge mapping
   that can be triggered by end stations being added, moved, or
   decommissioned, an incremental update can be sent to the edge
   RBridges that are impacted by the change.  Therefore, something like
   a sequence number has to be maintained by Directory Servers and
   RBridges.  Detailed mechanisms will be specified in a separate
   document.




5.3. Pull Model and Requirements

   Under this model, an RBridge pulls the MAC&Label <-> Egress RBridge
   mapping entry from the Directory Server when its cache doesn't have
   the entry.  There are a couple of possibilities for triggering the
   pulling process:



      -  The RBridge edge node can send a pull request whenever it
         receives an unknown MAC destination, or



      -  The RBridge edge node can intercept all ARP/ND requests and
         forward them or appropriate requests to the Directory Server(s)
         that has the information on where the target end stations are
         located.



   The Pull Directory response could indicate that the address being
   queried is unknown or that the requestor is administratively
   prohibited from getting an informative response.



   By using a Pull Directory, a frame with an unknown MAC destination
   address doesn't have to be flooded across the TRILL campus and the
   ARP/ND requests don't have to be broadcast or multicast across the
   TRILL campus.



   The ingress RBridge can cache the response pulled from the directory.
   The timer for such a cache should be short in an environment where
   VMs move frequently.  The cache timer could be configured by the
   Management System or sent along with the Pulled reply by the
   Directory Server(s).  It is important that the cached information be
   kept consistent with the actual placement of addresses in the campus;
   therefore, there needs to be some mechanism by which RBridges that
   have pulled information that has not expired can be informed when
   that information changes or becomes invalid for other reasons.



   One advantage of the Pull Model is that edge RBridges can age out
   MAC&Label entries if they haven't been used for a certain configured
   period of time or a period of time provided by the directory.
   Therefore, each edge RBridge will only keep the entries that are
   frequently used, so its mapping table size will be smaller.  Edge
   RBridges would query the Directory Server(s) for unknown MAC
   destination addresses in data frames or ARP/ND and cache the
   response.  When end stations attached to remote edge RBridges rarely
   communicate with the locally attached end stations, the corresponding
   MAC&VLAN entries would be aged out from the RBridge's cache.



   An RBridge waiting for a response from Directory Servers upon
   receiving a data frame with an unknown destination address is similar
   to an Layer-3/Layer-2 boundary router waiting for an ARP or ND
   response upon receiving an IP data packet whose destination IP is not
   in the router's IP/MAC cache table.  Most deployed routers today do
   hold the packet and send ARP/ND requests to the target upon receiving
   a packet with a destination IP not in its IP-to-MAC cache.  When
   ARP/ND replies are received, the router will send the data packet to
   the target.  This practice minimizes flooding when targets don't
   exist in the subnet.



   When the target doesn't exist in the subnet, routers generally resend
   an ARP/ND request a few more times before dropping the packets.  So,
   if the target doesn't exist in the subnet, the router's holding time
   to wait for an ARP/ND response can be longer than the time taken by
   the Pull Model to get IP-to-MAC mapping from a Directory Server.



   RBridges with mapping entries being pushed from a Directory Server
   can be configured to use the Pull Model for targets that don't exist
   in the mapping data being pushed.



   A separate document will specify the detailed messages and mechanism
   for RBridges to pull information from Directory Server(s).




6. Recommendation

   TRILL should provide a directory-assisted approach.  This document
   describes a basic framework for directory assistance to RBridge edge
   nodes.  More detailed mechanisms will be described in a separate
   document or documents.




7. Security Considerations

   For general TRILL security considerations, see Section 6 of
   [RFC6325].



   Accurate mapping of IP addresses into MAC addresses and of MAC
   addresses to the RBridges from which they are reachable is important
   to the correct delivery of information.  The security of specific
   directory-assisted mechanisms for delivering such information will be
   discussed in the document or documents specifying those mechanisms.



   A directory-assisted TRILL edge can be used to substantially improve
   the security of a TRILL campus over TRILL's default MAC address
   learning from the data plane.  Assume S is an end station attached to
   RB1 trying to spoof a target end station T and that T is attached to
   RB2.  Perhaps S wants to steal traffic intended for T or forge
   traffic as if it was from T.



   With that default TRILL data-plane learning as described in
   [RFC6325], S can impersonate T or any other end station in the same
   Data Label (VLAN or FGL [FGL]) as S and possibly other Data Labels,
   depending on how tightly VLAN admission and Appointed Forwarders
   [RFC6439] are configured at the port by which S is connected to RB1.
   S can just send native frames with the forged source MAC addresses of
   T, perhaps broadcast frames for maximum effectiveness.  With this
   technique, S will frequently receive traffic intended for T and S can
   easily forge traffic as being from T.



   Such spoofing can be prevented to the extent that the network
   RBridges (1) use trusted directory services as described above in
   this document, (2) discard native frames received from a local end
   station when the directory says that end stations should be remote,
   and, (3) when appropriate, intercept ARP and ND messages and respond
   locally.  Under these circumstances, S would be limited to spoofing
   targets on the same RBridge as the ingress RBridge for S (that is,
   RB1 = RB2).  RB1 would still need to learn which local end stations
   were attached to which port, and S could confuse RB1 by sending
   frames with the forged source MAC address of other end stations on
   RB1.  Although it would also still be restricted to frames in a VLAN
   that would both be admitted by S's port of attachment and for which
   that port is an Appointed Forwarder.



   Security against spoofing could be even further strengthened by
   adding port of attachment information to the directory and discarding
   native frames that are received on the wrong port.  This would limit
   S to spoofing targets that were on the same link as S and in a VLAN
   admitted by the port of that link's attachment to RB1 and for which
   that port is an Appointed Forwarder (or, if the link is multiply
   connected, in the same way at all of the ports by which the link is
   attached to an RBridge).



   Even without directory services, secure ND [RFC3971] or use of secure
   ESADI (as described in [ESADI]) may also be helpful to security.
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1. Introduction

   The IETF has standardized the Transparent Interconnection of Lots of
   Links (TRILL) protocol [RFC6325], which provides a solution for
   least-cost transparent routing in multi-hop networks with arbitrary
   topologies and link technologies, using [IS-IS] [RFC6165] [RFC7176]
   link-state routing and a hop count.  TRILL switches are sometimes
   called RBridges (Routing Bridges).



   The TRILL base protocol standard supports the labeling of TRILL Data
   packets with up to 4K IDs.  However, there are applications that
   require a larger number of labels of data for configurable isolation
   based on different tenants, service instances, or the like.  This
   document updates [RFC6325] by specifying optional extensions to the
   TRILL base protocol to safely accomplish this.  These extensions,
   called fine-grained labeling, are primarily intended for use in large
   data centers, that is, those with more than 4K users requiring
   configurable data isolation from each other.



This document describes a format for allowing a data label of
24 bits, known as a "fine‑grained label", or FGL.  It also describes
coexistence and migration from current RBridges, known as "VL" (for
"VLAN Labeled") RBridges, to TRILL switches that can support FGL
("Fine‑Grained Labeled") packets.  Because various VL implementations
might handle FGL packets incorrectly, FGL packets cannot be
introduced until either all VL RBridges are upgraded to what we will
call "FGL‑safe", which means that they will not "do anything bad"
with FGL packets, or all FGL RBridges take special precautions on any
port by which they are connected to a VL RBridge.  FGL‑safe
requirements are summarized in Section 5.3.



   It is hoped that many RBridges can become FGL-safe through a software
   upgrade.  VL RBridges and FGL-safe RBridges can coexist without any
   disruption to service, as long as no FGL packets are introduced.



   If all RBridges are upgraded to FGL-safe, FGL traffic can be
   successfully handled by the campus without any topology restrictions.
   The existence of FGL traffic is known to all FGL RBridges because
   some RBridge (say, RB3) that might source or sink FGL traffic will
   advertise interest in one or more fine-grained labels in its
   contribution to the link state (its LSP).  If any VL RBridges remain
   at the point when any RBridge announces that it might source or sink
   FGL traffic, the adjacent FGL-safe RBridges MUST ensure that no FGL
   packets are forwarded to their VL RBridge neighbor(s).  The details
   are specified in Section 5.1 below.




1.1. Terminology

   The terminology and acronyms of [RFC6325] are used in this document
   with the additions listed below.



      DEI - Drop Eligibility Indicator [802.1Q].



      FGL - Fine-Grained Labeling or Fine-Grained Labeled or

            Fine-Grained Label.



      FGL-edge - An FGL TRILL switch advertising interest in an FGL

            label.



      FGL link - A link where all of the attached TRILL switches are

            FGL.



      FGL-safe - A TRILL switch that can safely be given an FGL data

            packet, as summarized in Section 5.3.



      RBridge - Alternative name for a TRILL switch.



      TRILL switch - Alternative name for an RBridge.



      VL - VLAN Labeling or VLAN Labeled or VLAN Label.



      VL link - A link where any one or more of the attached RBridges

            are VL.



      VL RBridge - A TRILL switch that supports VL but is not FGL-safe.



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].




1.2. Contributors

   Thanks for the contributions of the following:



      Tissa Senevirathne and Jon Hudson




2. Fine-Grained Labeling

   The essence of Fine-Grained Labeling (FGL) is that (a) when frames
   are ingressed or created they may incorporate a data label from a set
   consisting of significantly more than 4K labels, (b) TRILL switch
   ports can be labeled with a set of such fine-grained data labels,
   and (c) an FGL TRILL Data packet cannot be egressed through a TRILL
   switch port unless its fine-grained label (FGL) matches one of the
   data labels of the port.



   Section 2.1 lists FGL goals.  Section 2.2 briefly outlines the more
   coarse TRILL base protocol standard [RFC6325] data labeling.
   Section 2.3 outlines FGL for TRILL Data packets.  Section 2.4
   discusses VL and FGL coexistence.




2.1. Goals

   There are several goals that would be desirable for FGL TRILL.  They
   are briefly described in the list below in approximate order by
   priority, with the most important first.



   1. Fine-Grained



      Some networks have a large number of entities that need
      configurable isolation, whether those entities are independent
      customers, applications, or branches of a single endeavor or some
      combination of these or other entities.  The labeling supported by
      [RFC6325] provides for only 2**12 - 2 valid identifiers or labels
      (VLANs).  A substantially larger number is required.



   2. Silicon



      Fine-grained labeling (FGL) should, to the extent practical, use
      existing features, processing, and fields that are already
      supported in many fast path silicon implementations that support
      the TRILL base protocol.



   3. Base RBridge Interoperation



      To support some incremental conversion scenarios, it is desirable
      that not all RBridges in a campus using FGL be required to be FGL
      aware.  That is, it is desirable if RBridges not implementing the
      FGL features can exchange VL TRILL Data packets with FGL TRILL
      switches.



   4. Alternate Priority



      Under some circumstances, it would be desirable for traffic from
      an attached non-TRILL network to be handled, while transiting a
      TRILL network, with a different priority from the priority of the
      original native frames.  This could be accomplished by the ingress
      TRILL switch assigning a different priority to the FGL TRILL Data
      packet resulting from ingressing the native frames.  The original
      priority should be restored on egress.




2.2. Base Protocol TRILL Data Labeling

   This section provides a brief review of the [RFC6325] TRILL Data
   packet VL Labeling and changes the description of the TRILL Header by
   moving the point at which the TRILL Header ends.  This change in
   description does not involve any change in the bits on the wire or in
   the behavior of VL TRILL switches.



   VL TRILL Data packets have the structure shown below:



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Link Header (depends on link technology)  |
|  (if link is an Ethernet link, the link   |
|  header may include an Outer.VLAN tag)    |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| TRILL Header                              |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ |
| |    Initial Fields and Options         | |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ |
| |         Inner.MacDA         | (6 bytes) |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+           |
| |         Inner.MacSA         | (6 bytes) |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+           |
| | Ethertype 0x8100      |       (2 bytes) |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+                 |
| | Inner.VLAN Label      |       (2 bytes) |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+                 |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|               Native Payload              |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Link Trailer (depends on link technology) |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                       Figure 1: TRILL Data with VL



   In the base protocol as specified in [RFC6325], the 0x8100 value is
   always present and is followed by the Inner.VLAN field, which
   includes the 12-bit VL.




2.3. Fine-Grained Labeling (FGL)

   FGL expands the variety of data labels available under the TRILL
   protocol to include a fine-grained label (FGL) with a 12-bit high
   order part and a 12-bit low order part.  In this document, FGLs are
   denoted as "(X.Y)", where X is the high order part and Y is the low
   order part of the FGL.



   FGL TRILL Data packets have the structure shown below.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Link Header (depends on link technology)  |
|  (if link is an Ethernet link, the link   |
|  header may include an Outer.VLAN tag)    |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| TRILL Header                              |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ |
| |    Initial Fields and Options         | |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ |
| |         Inner.MacDA         | (6 bytes) |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+           |
| |         Inner.MacSA         | (6 bytes) |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+           |
| | Ethertype 0x893B      |       (2 bytes) |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+                 |
| | Inner.Label High Part |       (2 bytes) |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+                 |
| | Ethertype 0x893B      |       (2 bytes) |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+                 |
| | Inner.Label Low Part  |       (2 bytes) |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+                 |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|               Native Payload              |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Link Trailer (depends on link technology) |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                       Figure 2: TRILL Data with FGL



   For FGL packets, the inner Media Access Control (MAC) address fields
   are followed by the FGL information using 0x893B.  There MUST be two
   occurrences of 0x893B, as shown.  Should a TRILL switch processing an
   FGL TRILL Data packet notice that the second occurrence is actually
   some other value, it MUST discard the packet.  (A TRILL switch
   transiting a TRILL Data packet is not required to examine any fields
   past the initial fixed fields and options, although it may do so to
   support Equal-Cost Multi-Path (ECMP) or distribution tree pruning.)
   The two bytes following each 0x893B have, in their low order 12 bits,
   fine-grained label information.  The upper 4 bits of those two bytes
   are used for a 3-bit priority field and one Drop Eligibility
   Indicator (DEI) bit as shown below.



  0  1  2   3  4  5  6  7  8  9 10 11 12 13 14 15
+‑‑+‑‑+‑‑+‑‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|priority|DEI|    label information              |
+‑‑+‑‑+‑‑+‑‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+



                     Figure 3: FGL Part Data Structure



   The priority field of the Inner.Label High Part is the priority used
   for frame transport across the TRILL campus from ingress to egress.
   The label bits in the Inner.Label High Part are the high order part
   of the FGL, and those bits in the Inner.Label Low Part are the low
   order part of the FGL.  The priority field of the Inner.Label Low
   Part is remembered from the data frame as ingressed and is restored
   on egress.



   The appropriate FGL value for an ingressed or locally originated
   native frame is determined by the ingress TRILL switch port as
   specified in Section 4.1.




2.4. Reasons for VL and FGL Coexistence

   For several reasons, as listed below, it is desirable for FGL TRILL
   switches to be able to handle both FGL and VL TRILL Data packets.



   o  Continued support of VL packets means that, by taking the
      precautions specified herein, in many cases such arrangements as
      VL TRILL switches easily exchanging VL packets through a core of
      FGL TRILL switches are possible.



   o  Due to the way TRILL works, it may be desirable to have a
      maintenance VLAN or FGL [RFC7174] in which all TRILL switches in
      the campus indicate interest.  It will be simpler to use the same
      type of label for all TRILL switches for this purpose.  That
      implies using VL if there might be any VL TRILL switches in the
      campus.



   o  If a campus is being upgraded from VL to FGL, continued support of
      VL allows long-term support of edges labeled as VL.




3. VL versus FGL Label Differences

   There are differences between the semantics across a TRILL campus for
   TRILL Data packets that are data labeled with VL and FGL.



   With VL, data label IDs have the same meaning throughout the campus
   and are from the same label space as the C-VLAN IDs used on Ethernet
   links to end stations.



   The larger FGL data label space is a different space from the VL data
   label space.  For ports configured for FGL, the C-VLAN on an
   ingressed native frame is stripped and mapped to the FGL data label
   space with a potentially different mapping for each port.  A similar
   FGL-to-C-VLAN mapping occurs per port on egress.  Thus, for ports
   configured for FGL, the native frame C-VLAN on one link corresponding
   to an FGL can be different from the native frame C-VLAN corresponding
   to that same FGL on a different link elsewhere in the campus or even
   a different link attached to the same TRILL switch.  The FGL label
   space is flat and does not hierarchically encode any particular
   number of native frame C-VLAN bits or the like.  FGLs appear only
   inside TRILL Data packets after the inner MAC addresses.



   It is the responsibility of the network manager to properly configure
   the TRILL switches in the campus to obtain the desired mappings.
   Such configuration is expected to be automatic in many cases, based
   on configuration databases and orchestration systems.



   With FGL TRILL switches, many things remain the same because an FGL
   can appear only as the Inner.Label inside a TRILL Data packet.  As
   such, only TRILL-aware devices will see a fine-grained label.  The
   Outer.VLAN that may appear on native frames and that may appear on
   TRILL Data packets if they are on an Ethernet link can only be a
   C-VLAN tag.  Thus, ports of FGL TRILL switches, up through the usual
   VLAN and priority processing, act as they do for VL TRILL switches:
   TRILL switch ports provide a C-VLAN ID for an incoming frame and
   accept a C-VLAN ID for a frame being queued for output.  Appointed
   Forwarders [RFC6439] on a link are still appointed for a C-VLAN.  The
   Designated VLAN for an Ethernet link is still a C-VLAN.



   FGL TRILL switches have capabilities that are a superset of those for
   VL TRILL switches.  FGL TRILL switch ports can be configured for FGL
   or VL, with VL being the default.  As with a base protocol [RFC6325]
   TRILL switch, an unconfigured FGL TRILL switch port reports an
   untagged frame it receives as being in VLAN 1.




4. FGL Processing

   This section specifies ingress, transit, egress, and other processing
   details for FGL TRILL switches.  A transit or egress FGL TRILL switch
   determines that a TRILL Data packet is FGL by detecting that the
   Inner.MacSA is followed by 0x893B.




4.1. Ingress Processing

   FGL-edge TRILL switch ports are configurable to ingress native frames
   as FGL.  Any port not so configured performs the previously specified
   [RFC6325] VL ingress processing on native frames resulting in a VL
   TRILL Data packet.  (There is no change in Appointed Forwarder logic
   (see Section 4.4).)  An FGL-safe TRILL switch may have only VL ports,
   in which case it is not required to support the capabilities for FGL
   ingress described in this section.



   FGL-edge TRILL switches support configurable per-port mapping from
   the C-VLAN of a native frame, as reported by the ingress port, to an
   FGL.  FGL TRILL switches MAY support other methods to determine the
   FGL of an incoming native frame, such as methods based on the
   protocol of the native frame or based on local knowledge.



The FGL ingress process MUST copy the priority and DEI (Drop
Eligibility Indicator) associated with an ingressed native frame to
the upper 4 bits of the Inner.Label Low Order part.  It SHOULD also
associate a possibly different mapped priority and DEI with an
ingressed frame, but a TRILL switch might not be able to do so
because of implementation limitations.  The mapped priority is placed
in the Inner.Label High Part.  If such mapping is not supported, then
the original priority and DEI MUST be placed in the Inner.Label
High Part.




4.1.1. Multi-Destination FGL Ingress

   If a native frame that has a broadcast, multicast, or unknown MAC
   destination address is FGL ingressed, it MUST be handled in one of
   the following two ways.  The choice of which method to use can vary
   from frame to frame, at the choice of the ingress TRILL switch.



   1. Ingress as a TRILL multi-destination data packet (TRILL Header M
      bit = 1) on a distribution tree rooted at a nickname held by an
      FGL RBridge or by the pseudonode of an FGL link.  FGL TRILL Data
      packets MUST NOT be sent on a tree rooted at a nickname held by a
      VL TRILL switch or by the pseudonode of a VL link.



   2. Serially TRILL unicast the ingressed frame to the relevant egress
      TRILL switches by using a known unicast TRILL Header (M bit = 0).
      An FGL ingress TRILL switch SHOULD unicast a multi-destination
      TRILL Data packet if there is only one relevant egress FGL TRILL
      switch.  The relevant egress TRILL switches are determined by
      starting with those announcing interest in the frame's (X.Y)
      label.  That set SHOULD be further filtered based on multicast
      listener and multicast router attachment LSP announcements if the
      native frame was a multicast frame.



   Using a TRILL unicast header for a multi-destination frame when it
   has only one actual destination RBridge almost always improves
   traffic spreading and decreases latency as discussed in Appendix A.
   How to decide whether to use a distribution tree or serial unicast
   for a multi-destination TRILL Data packet that has more than one
   destination TRILL switch is beyond the scope of this document.




4.2. Transit Processing

   Any FGL TRILL switch MUST be capable of TRILL Data packet transit
   processing.  Such processing is fairly straightforward as described
   in Section 4.2.1 for known unicast TRILL Data packets and in
   Section 4.2.2 for multi-destination TRILL Data packets.




4.2.1. Unicast Transit Processing

   There is very little change in TRILL Data packet unicast transit
   processing.  A transit TRILL switch forwards any unicast TRILL Data
   packet to the next hop towards the egress TRILL switch as specified
   in the TRILL Header.  All transit TRILL switches MUST take the
   priority and DEI used to forward a packet from the Inner.VLAN label
   or the FGL Inner.Label High Part.  These bits are in the same place
   in the packet.



   An FGL TRILL switch MUST properly distinguish flows if it provides
   ECMP for unicast FGL TRILL Data packets.




4.2.2. Multi-Destination Transit Processing

   Multi-destination TRILL Data packets are forwarded on a distribution
   tree selected by the ingress TRILL switch, except that an FGL ingress
   TRILL switch MAY TRILL unicast such a frame to all relevant egress
   TRILL switches, all as described in Section 4.1.  The distribution
   trees do not distinguish between FGL and VL multi-destination
   packets, except in pruning behavior if they provide pruning.  There
   is no change in the Reverse Path Forwarding Check.



   An FGL TRILL switch (say, RB1) having an FGL multi-destination frame
   for label (X.Y) to forward on a distribution tree SHOULD prune that
   tree based on whether there are any TRILL switches on a tree branch
   that are advertising connectivity to label (X.Y).  In addition, RB1
   SHOULD prune multicast frames based on reported multicast listener
   and multicast router attachment in (X.Y).



   Pruning is an optimization.  If a transit TRILL switch does less
   pruning than it could, there may be greater link utilization than
   strictly necessary but the campus will still operate correctly.  A
   transit TRILL switch MAY prune based on an arbitrary subset of the
   bits in the FGL label, for example, only the High Part or only the
   Low Part of the label.




4.3. Egress Processing

   Egress processing is generally the reverse of ingress progressing
   described in Section 4.1.  An FGL-safe TRILL switch may have only VL
   ports, in which case it is not required to support the capabilities
   for FGL egress described in this section.



   An FGL-edge TRILL switch MUST be able to convert, in a configurable
   fashion, from the FGL in an FGL TRILL Data packet it is egressing to
   the C-VLAN ID for the resulting native frame with different mappings
   on a per-port basis.  The priority and DEI of the egressed native
   frame are taken from the Inner.Label Low Order Part.  A port MAY be
   configured to strip output VLAN tagging.



   It is the responsibility of the network manager to properly configure
   the TRILL switches in the campus to obtain the desired mappings.



   FGL egress is similar to VL egress, as follows:



   1. If the Inner.MacDA is All-Egress-RBridges, special processing
      applies, based on the payload Ethertype (for example, End-Station
      Address Distribution Information (ESADI) [RFC6325] or RBridge
      Channel [RFC7178]), and if the payload Ethertype is unknown, the
      packet is discarded.  If the Inner.MacDA is not
      All-Egress-RBridges, then either item 2 or item 3 below applies,
      as appropriate.



   2. A known unicast FGL TRILL Data packet (TRILL Header M bit = 0)
      with a unicast Inner.MacDA is egressed to the FGL port or ports
      matching its FGL and Inner.MacDA.  If there are no such ports, it
      is flooded out of all FGL ports that have its FGL, except any
      ports for which the TRILL switch has knowledge that the frame's
      Inner.MacDA cannot be present on the link out of that port.



   3. A multi-destination FGL TRILL Data packet is decapsulated and
      flooded out of all ports that have its FGL, subject to multicast
      pruning.  The same processing applies to a unicast FGL TRILL Data
      packet with a broadcast or multicast Inner.MacDA that might be
      received due to serial unicast.



   An FGL TRILL switch MUST NOT egress an FGL packet with label (X.Y) to
   any port not configured with that FGL, even if the port is configured
   to egress VL packets in VLAN X.



   FGL TRILL switches MUST accept multi-destination TRILL Data packets
   that are sent to them as TRILL unicast packets (packets with the
   TRILL Header M bit set to 0).  They locally egress such packets, if
   appropriate, but MUST NOT forward them (other than egressing them as
   native frames on their local links).




4.4. Appointed Forwarders and the DRB

   There is no change in adjacency [RFC7177], DRB (Designated RBridge)
   election, or Appointed Forwarder logic [RFC6439] on a link,
   regardless of whether some or all the ports on the link are for FGL
   TRILL switches, with one exception: implementations SHOULD provide
   that their default priority for a VL RBridge port to be the DRB is
   less than their default priority for an FGL RBridge to be the DRB.
   This will assure that, in the unconfigured case, an FGL RBridge will
   be elected DRB when using that implementation.




4.5. Distribution Tree Construction

   All distribution trees are calculated as provided for in the TRILL
   base protocol standard [RFC6325] as updated by [RFC7180], with the
   exception that the default tree root priority for a nickname held by
   an FGL TRILL switch or an FGL link pseudonode is 0x9000.  As a
   result, they will be chosen in preference to VL nicknames in the
   absence of configuration.  If distribution tree roots are configured,
   there MUST be at least one tree rooted at a nickname held by an FGL
   TRILL switch or by an FGL link pseudonode.  If distribution tree
   roots are misconfigured so there would not be such a tree, then the
   highest priority FGL nickname to be a tree root is used to construct
   an additional tree, regardless of configuration.  (VL TRILL switches
   will not know about this additional distribution tree but, through
   the use of Step (A) or (B) in Section 5.1, no VL TRILL switch should
   ever receive a multi-destination TRILL Data packet using this
   additional tree.)




4.6. Address Learning

   An FGL TRILL switch learns addresses from the data plane on ports
   configured for FGL based on the fine-grained label rather than the
   native frame's VLAN.  Addresses learned from ingressed native frames
   on FGL ports are logically represented by { MAC address, FGL, port,
   confidence, timer }, while remote addresses learned from egressing
   FGL packets are logically represented by { MAC address, FGL, remote
   TRILL switch nickname, confidence, timer }.




4.7. ESADI Extension

   The TRILL ESADI (End-Station Address Distribution Information)
   protocol is specified in [RFC6325] as optionally transmitting MAC
   address connection information through TRILL Data packets between
   participating TRILL switches over the virtual link provided by the
   TRILL multi-destination packet distribution mechanism.  In [RFC6325],
   the VL to which an ESADI packet applies is indicated only by the
   Inner.VLAN label, and no indication of that VL is allowed within the
   ESADI payload.



   ESADI is extended to support FGL by providing for the indication of
   the FGL to which an ESADI packet applies only in the Inner.Label of
   that packet, and no indication of that FGL is allowed within the
   ESADI payload.




5. FGL TRILL Interaction with VL TRILL

   This section discusses mixing FGL-safe and VL TRILL switches in a
   campus.  It does not apply if the campus is entirely FGL-safe or if
   there are no FGL-edges.  Section 5.1 specifies what behaviors are
   needed to render such mixed campuses safe.  See also Appendix B for a
   discussion of campus characteristics when these behaviors are in use.
   Section 5.2 gives details of link-local mixed behavior.



   It is best, if possible, for VL TRILL switches to be upgraded to
   FGL-safe before introducing FGL-edges (and therefore FGL data
   packets).




5.1. FGL and VL Mixed Campus

   By definition, it is not possible for VL TRILL switches to safely
   handle FGL traffic, even if the VL TRILL switch is only acting in the
   transit capacity.  If a TRILL switch can safely transit FGL TRILL
   Data packets, then it qualifies as FGL-safe but will still be assumed
   to be VL until it advertises in its LSP that it is FGL-safe.



   VL frames are required to have 0x8100 at the beginning of the data
   label, where FGL frames have 0x893B.  VL TRILL switches conformant to
   [RFC6325] should discard frames with this new value after the inner
   MAC addresses.  However, if they do not discard such frames, they
   could be confused and egress them into the wrong VLAN (see Section 9
   below) or persistently reorder them due to miscomputing flows for
   ECMP, or they could improperly prune their distribution if they are
   multi-destination so that they would fail to reach some intended
   destinations.  Such difficulties are avoided by taking all practical
   steps to minimize the chance of a VL TRILL switch handling an FGL
   TRILL Data packet.  These steps are specified below.



   FGL-safe switches will report their FGL capability in LSPs.  Thus,
   FGL-safe TRILL switches (and any management system with access to the
   link-state database) will be able to detect the existence of TRILL
   switches in the campus that do not support FGL.



   Once a TRILL switch advertises an FGL-edge, any FGL-safe TRILL switch
   (RB1 in this discussion) that observes, on one of its ports, a VL
   RBridge on the link out of that port, MUST take Step (A) or (B) below
   for that port and also take Step (C) further below.  ("Observes"
   means that it has an adjacency to the VL TRILL switch that is in any
   state other than Down [RFC7177] and holds an LSP fragment zero for
   it, showing that it is not FGL-safe.)  Finally, for there to be full
   FGL connectivity, the campus topology must be such that all FGL TRILL
   switches are reachable from all other FGL TRILL switches without
   going through a VL TRILL switch.



   (A) If RB1 can discard any FGL TRILL Data packet that would be output

       through a port where it observes a VL RBridge, while allowing the
       output of VL TRILL Data packets through that port, then



       A1. RB1 MUST so discard all FGL TRILL Data output packets that

           would otherwise be output through the port, and



       A2. For all adjacencies out of that port (even adjacencies to

           other FGL RBridges or a pseudonode) in the Report state
           [RFC7177], RB1 MUST report that adjacency cost as 2**23
           greater than it would have otherwise reported, but not more
           than 2**24 - 2 (the highest link cost still usable in least-
           cost path calculations and distribution tree construction).
           This assures that if any path through FGL-safe TRILL switches
           exists, such a path will be computed.



   (B) If RB1 cannot discard any FGL TRILL Data packet that would be

       output through a port where it observes a VL RBridge while
       allowing VL TRILL Data packets, then RB1 MUST, for all
       adjacencies out of that port (even adjacencies to other FGL-safe
       RBridges or a pseudonode) in the Report state [RFC7177], report
       the adjacency cost as 2**24 - 1.  As specified in IS-IS
       [RFC5305], that cost will stop the adjacency from being used in
       least-cost path calculations, including distribution tree
       construction (see Section 2.1 of [RFC7180]) but will still leave
       it visible in the topology and usable, for example, by any
       traffic engineered path mechanism.



   (C) The roots for all distribution trees used for FGL TRILL Data

       packets must be nicknames held by an FGL-safe TRILL switch or by
       a pseudonode representing an FGL link.  As provided in
       Section 4.5, there will always be such a distribution tree.



Using the increased adjacency cost specified in part A2 of Step (A)
above, VL links will be avoided unless no other path is available for
typical data center link speeds using the default link cost
determination method specified in Item 1 of Section 4.2.4.4 of
[RFC6325].  However, if links have low speed (such as about
100 megabits/second or less) or some non‑default method is used for
determining link costs, then link costs MUST be adjusted such that no
adjacency between FGL‑safe TRILL switches has a cost greater than
200,000.



   To summarize, for a mixed TRILL campus to be safe once FGL-edges are
   introduced, it is essential that the steps above be followed by
   FGL-safe RBridges, to ensure that paths between such RBridges do not
   include VL RBridges, and to ensure that FGL packets are never
   forwarded to VL RBridges.  That is, all FGL-safe switches MUST do
   Step (A) or (B) for any port out of which they observe a VL RBridge
   neighbor.  Also, for full FGL connectivity, all FGL-safe TRILL
   switches MUST do Step (C) and be connected in a single FGL contiguous
   area.




5.2. FGL and VL Mixed Links

   The usual DRB election operates on a link with mixed FGL and VL
   ports.  If an FGL TRILL switch port is a DRB, it can handle all
   native traffic.  It MUST appoint only other FGL TRILL switch ports as
   Appointed Forwarder for any VLANs that are to be mapped to FGL.



   For VLANs that are not being mapped to FGL, if Step (A) is being
   followed (see Section 5.1), it can appoint either a VL or FGL TRILL
   switch for a VLAN on the link to be handled by a VL.  If Step (B) is
   being followed, an FGL DRB MUST only appoint FGL Appointed
   Forwarders, so that all end stations will get service to the FGL
   campus.  If a VL RBridge is a DRB, it will not understand that FGL
   TRILL switch ports are different.  To the extent that Step (B) is in
   effect and a VL DRB handles native frames or appoints other VL TRILL
   switch ports on a link to handle native frames for one or more VLANs,
   the end stations sending and receiving those native frames may be
   isolated from the FGL campus.  When a VL DRB happens to appoint an
   FGL port as Appointed Forwarder for one or more VLANs, the end
   stations sending and receiving native frames in those VLANs will get
   service to the FGL campus.




5.3. Summary of FGL-Safe Requirements

   The list below summarizes the requirements for a TRILL switch to be
   FGL-safe.



   1. For both unicast and multi-destination data, RB1 MUST NOT forward
      an FGL packet to a VL neighbor RB2.  This is accomplished as
      specified in Section 5.1.



   2. For both unicast and multi-destination data, RB1 MUST NOT egress a
      packet onto a link that does not belong in that FGL.



   3. For unicast data, RB1 must forward the FGL packet properly to the
      egress nickname in the TRILL Header.  This means that it MUST NOT
      delete the packet because of not having the expected VLAN tag, it
      MUST NOT insert a VLAN tag, and it MUST NOT misclassify a flow so
      as to persistently misorder packets, because the TRILL fields are
      now 4 bytes longer than in VL TRILL packets.



   4. For multi-destination data, RB1 must forward the packet properly
      along the specified tree.  This means that RB1 MUST NOT falsely
      prune the packet.  RB1 is allowed not to prune at all, but it MUST
      NOT prevent an FGL packet from reaching all the links with that
      FGL by incorrectly refusing to forward the FGL packet along a
      branch in the tree.



   5. RB1 must advertise, in its LSP, that it is FGL-safe.



   Point 1 above, for a TRILL switch to correctly support ECMP, and
   point 2, for a TRILL switch to correctly prune distribution trees,
   require that the TRILL switch properly recognize and distinguish
   between the two Ethertypes that can occur immediately after the
   Inner.MacSA in a TRILL Data packet.




6. IS-IS Extensions

   Extensions related to TRILL's use of IS-IS are required to support
   FGL and must include the following:



   1. A method for a TRILL switch to announce itself in its LSP as
      FGL-safe (see Section 8.2).



   2. A sub-TLV analogous to the Interested VLANs and Spanning Tree
      Roots sub-TLV of the Router Capabilities TLV but indicating FGLs
      rather than VLs.  This is called the Interested Labels and
      Spanning Tree Roots (INT-LABEL) sub-TLV in [RFC7176].



   3. Sub-TLVs analogous to the GMAC-ADDR sub-TLV of the Group Address
      TLV that specifies an FGL rather than a VL.  These are called the
      GLMAC-ADDR, GLIP-ADDR, and GLIPV6-ADDR sub-TLVs in [RFC7176].




7. Comparison with Goals

   Comparing TRILL FGL, as specified in this document, with the goals
   given in Section 2.1, we find the following:



   1. Fine-Grained: FGL provides 2**24 labels, vastly more than the
      4094 (4K) VLAN labels supported in TRILL as specified in
      [RFC6325].



   2. Silicon: Existing TRILL fast path silicon chips can perform base
      TRILL Header insertion and removal to support ingress and egress.
      In addition, it is believed that most such silicon chips can also
      perform the native-frame-to-FGL mapping and the encoding of the
      FGL as specified herein, as well as the inverse decoding and
      mapping.  Some existing silicon chips can perform only one of
      these operations on a frame in one pass through the fast path;
      however, other existing chips are believed to be able to perform
      both operations on the same frame in one pass through their fast
      path.  It is also believed that most FGL TRILL switches will be
      capable of having their ports configured to discard FGL packets.
      Such a capability makes interoperation with VL TRILL switches
      practical using Step (A) as opposed to Step (B) (see Section 5.1).



   3. Base RBridge Interoperation: As described in Section 3, FGL is not
      generally compatible with TRILL switches conformant to the base
      specification [RFC6325].  In particular, a VL TRILL switch cannot
      be an FGL TRILL switch because there is a risk that it would
      mishandle FGL packets.  However, a contiguous set of VL TRILL
      switches can exchange VL frames, regardless of the presence of FGL
      TRILL switches in the campus.  The provisions of Section 5 support
      reasonable interoperation and migration scenarios.



   4. Alternate Priority: The encoding specified in Section 2.3 and the
      ingress/egress processing specified in Section 4 provide for a new
      priority and DEI in the Inner.Label High Part and a place to
      preserve the original user priority and DEI in the Low Part so
      that it can be restored on egress.




8. Allocation Considerations

   Allocations by the IEEE Registration Authority and IANA are listed
   below.




8.1. IEEE Allocation Considerations

   The IEEE Registration Authority has assigned Ethertype 0x893B for
   TRILL FGL.




8.2. IANA Considerations

   IANA has allocated capability flag 1 in the TRILL-VER sub-TLV
   capability flags [RFC7176] to indicate that a TRILL switch is
   FGL-safe.




9. Security Considerations

   See [RFC6325] for general TRILL security considerations.



   As with any communications system, end-to-end encryption and
   authentication should be considered for sensitive data.  In this
   case, that would be encryption and authentication extending from a
   source end station and carried through the TRILL campus to a
   destination end station.



   Confusion between a packet with VL X and a packet with FGL (X.Y) or
   confusion due to a malformed frame is a potential problem if an FGL
   TRILL switch did not properly check for the occurrence of 0x8100 or
   0x893B immediately after the Inner.MacSA (see Sections 2.2 and 2.3)
   and handle the frame appropriately.



   [RFC6325] requires that the Ethertype immediately after the
   Inner.MacSA be 0x8100.  A VL TRILL switch that did not discard a
   packet with some other value there could cause problems.  If it
   received a TRILL Data packet with FGL (X.Y) or with junk after the
   Inner.MacSA that included X where a VLAN ID would appear, then:



   1. It could egress the packet to an end station in VLAN X.  If the
      packet was a well-formed FGL frame, the payload of such an
      egressed native frame would appear to begin with Ethertype 0x893B,
      which would likely be discarded by an end station.  In any case,
      such an egress would almost certainly be a violation of security
      policy requiring the configurable separation of differently
      labeled data.



   2. If the packet was multi-destination and the TRILL switch pruned
      the distribution tree, it would incorrectly prune it on the basis
      of VLAN X.  For an FGL packet, this would probably lead to the
      multi-destination data packet not being delivered to all of its
      intended recipients.



   Possible problems with an FGL TRILL switch that (a) received a TRILL
   Data packet with junk after the Inner.MacSA that included X where a
   VLAN ID would appear and (b) did not check the Ethertype immediately
   after the Inner.MacSA would be that it could improperly egress the
   packet in VLAN X, violating security policy.  If the packet was
   multi-destination and was improperly forwarded, it should be
   discarded by properly implemented TRILL switches downstream in the
   distribution tree and never egressed, but the propagation of the
   packet would still waste bandwidth.



   To avoid these problems, all TRILL switches MUST check the Ethertype
   immediately after the Inner.MacSA and, if it is a value they do not
   know how to handle, either discard the frame or make no decisions
   based on any data after that Ethertype.  In addition, care must be
   taken to avoid FGL packets being sent to or through VL TRILL switches
   that will discard them if the VL TRILL switch is properly implemented
   or mishandle them if it is not properly implemented.  This is
   accomplished as specified in Section 5.1.




Appendix A. Serial Unicast

   This informational appendix discusses the advantages and
   disadvantages of using serial unicast instead of a distribution tree
   for multi-destination TRILL Data packets.  See Sections 4.1 and 4.3.
   This document requires that FGL TRILL switches accept serial unicast,
   but there is no requirement that they be able to send serial unicast.



   Consider a large TRILL campus with hundreds of TRILL switches in
   which, say, 300 end stations are in some particular FGL data label.



   At one extreme, if all 300 end stations were on links attached to a
   single TRILL switch, then no other TRILL switch would be advertising
   interest in that FGL.  As a result, it is likely that because of
   pruning a multi-destination (say, broadcast) frame from one such end
   station would not be sent to any another TRILL switch, even if put on
   a distribution tree.



   At the other extreme, assume that the 300 end stations are attached,
   one each, to 300 different TRILL switches; in that case, you are
   almost certainly better off using a distribution tree because if you
   tried to serially unicast you would have to output 300 copies,
   probably including multiple copies through the same port, and would
   cause much higher link utilization.



   Now assume that these 300 end stations are connected to exactly two
   TRILL switches, say, 200 to one and 100 to the other.  Using unicast
   TRILL Data packets between these two TRILL switches is best because
   the frames will follow least-cost paths, possibly with such traffic
   spread over a number of least-cost paths with equal cost.  On the
   other hand, if distribution trees were used, each frame would be
   constrained to the tree used for that frame and would likely follow a
   higher cost route and only a single path would be available per tree.
   Thus, this document says that unicast SHOULD be used if there are
   exactly two TRILL switches involved.



   The decision of whether to use a distribution tree or serial unicast
   if the end stations are connected to more than two TRILL switches is
   more complex.  Which would be better would depend on many factors,
   including network topology and application data patterns.  How to
   make this decision in such cases is beyond the scope of this
   document.




Appendix B. Mixed Campus Characteristics

   This informational appendix describes the characteristics of a TRILL
   campus with mixed FGL-safe and VL TRILL switches for two cases:
   Appendix B.1 discusses the case where all FGL adjacencies with VL are
   handled by Step (A) in Section 5.1, and Appendix B.2 discusses the
   case where all FGL adjacencies with VL are handled by Step (B) in
   Section 5.1.




B.1. Mixed Campus with High Cost Adjacencies

   If the FGL TRILL switches use Step (A) in Section 5.1, then VL and
   FGL TRILL switches will be able to interoperate for VL traffic.
   Least-cost paths will avoid any FGL -> VL TRILL switch hops unless no
   other reasonable path is available.  In conjunction with Section 4.5,
   there will be at least one distribution tree rooted at a nickname
   held by an FGL TRILL switch or the pseudonode for an FGL link.
   Furthermore, if the FGL TRILL switches in the campus form a single
   contiguous island, this distribution tree will have a fully connected
   sub-tree covering that island.  Thus, any FGL TRILL Data packets sent
   on this tree will be able to reach any other FGL TRILL switch without
   attempting to go through any VL TRILL switches.  (Such an attempt
   would cause the FGL packet to be discarded as specified in part A1 of
   Step (A).)



   If supported, Step (A) is particularly effective in a campus with an
   FGL TRILL switch core and VL TRILL switches in one or more islands
   around that core.  For example, consider the campus below.  This
   campus has an FGL core consisting of FGL01 to FGL14 and three VL
   islands consisting of VL01 to VL04, VL05, and VL06 to VL14.



*VL01‑‑*VL02
  |      |
*VL03‑‑*VL04                *VL05
  |      |                    |
FGL01‑‑FGL02‑‑FGL03‑‑FGL04‑‑FGL05
  |      |      |      |      |
FGL06‑‑FGL07‑‑FGL08‑‑FGL09‑‑FGL10
  |      |      |      |      |
FGL11‑‑FGL12‑‑*VL06‑‑*VL07‑‑‑FGL13
         |      |      |      |
       *VL08‑‑*VL09‑‑*VL10‑‑‑FGL14
         |      |      |      |
       *VL11‑‑*VL12‑‑*VL13‑‑*VL14



   Assuming that the FGL TRILL switches in this campus all implement
   Step (A), then end stations connected through a VL port can be
   connected anywhere in the campus to VL or FGL TRILL switches and, if
   in the same VLAN, will communicate.  End stations connected through
   an FGL port on FGL TRILL switches will communicate if their local
   VLANs are mapped to the same FGL.



   Due to the high cost of FGL-to-VL adjacencies used in path
   computations, VL TRILL switches are avoided on paths between FGL
   TRILL switches.  For example, even if the speed and default adjacency
   cost of all the connections shown above were the same, traffic from
   FGL12 to FGL13 would follow the 5-hop path FGL12 - FGL07 - FGL08 -
   FGL09 - FGL10 - FGL13 rather than the 3-hop path FGL12 - VL09 - VL10
   - FGL14.




B.2. Mixed Campus with Data Blocked Adjacencies

   If the FGL TRILL switches use Step (B) in Section 5.1, then least-
   cost and distribution tree TRILL Data communication between VL and
   FGL TRILL switches is blocked, although TRILL IS-IS communication is
   normal.  This data blocking, although implemented only by FGL TRILL
   switches, has relatively symmetric effects.  The following paragraphs
   assume that such data blocking between VL and FGL is in effect
   throughout the campus.



   A campus of mostly FGL TRILL switches implementing Step (B) with a
   few isolated VL TRILL switches scattered throughout will work well in
   terms of connectivity for end stations attached to those FGL
   switches, except that they will be unable to communicate with any end
   stations for which a VL switch is appointed forwarder.  The VL TRILL
   switches will be isolated and will only be able to route TRILL Data
   to the extent that they happen to be contiguously connected to other
   VL TRILL switches.  Distribution trees computed by the FGL switches
   will not include any VL switches (see Section 2.1 of [RFC7180]).



   A campus of mostly VL TRILL switches with a few isolated FGL TRILL
   switches scattered throughout will also work reasonably well as
   described immediately above but with all occurrences of "FGL" and
   "VL" swapped.



   However, a campus so badly misconfigured that it consists of a
   randomly intermingled mixture of VL and FGL TRILL switches using
   Step (B) is likely to offer very poor data service, due to many links
   being blocked for data.
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1. Introduction

   The Transparent Interconnection of Lots of Links (TRILL) protocol
   [RFC6325] provides optimal pair-wise data frame routing without
   configuration in multi-hop networks with arbitrary topology.  TRILL
   supports multipathing of both unicast and multicast traffic.  Devices
   that implement TRILL are called TRILL switches or Routing Bridges
   (RBridges).



   Links between TRILL switches can be based on arbitrary link
   protocols, for example, PPP [RFC6361], as well as Ethernet [RFC6325].
   A set of connected TRILL switches together form a TRILL campus that
   is bounded by end stations and Layer 3 routers.



   This document specifies how to interconnect a pair of TRILL switch
   ports using a pseudowire under existing TRILL and PWE3 (Pseudowire
   Emulation End-to-End) standards.




1.1. Conventions Used in This Document

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in
   [RFC2119].



   Acronyms used in this document include the following:



      IS-IS - Intermediate System to Intermediate System [IS-IS]



      MPLS - Multi-Protocol Label Switching



      PPP - Point-to-Point Protocol [RFC1661]



      PW - Pseudowire [RFC3985]



      PWE3 - PW Emulation End-to-End



      RBridge - Routing Bridge, an alternative name for a TRILL switch



      TRILL - Transparent Interconnection of Lots of Links [RFC6325]



      TRILL Switch - A device implementing the TRILL protocol




2. PWE3 Interconnection of TRILL Switches

   When a pseudowire is used to interconnect a pair of TRILL switch
   ports, a PPP [RFC4618] pseudowire is used as described below.  The
   pseudowire between such ports can be signaled [RFC4447] or manually
   configured.  In this context, the TRILL switch ports at the ends of
   the pseudowire are acting as native service processing (NSP) elements
   [RFC3985] and, assuming that the pseudowires are over MPLS or IP
   [RFC4023] networks, as label switched or IP routers at the TRILL
   switch ports.



   Pseudowires provide transparent transport, and the two TRILL switch
   ports appear directly interconnected with a transparent link.  With
   such an interconnection, the TRILL adjacency over the link is
   automatically discovered and established through TRILL IS-IS control
   messages [RFC7177].



   A pseudowire is carried over a packet switched network tunnel
   [RFC3985], for example, an MPLS or MPLS-TP label switched path tunnel
   in MPLS networks.  Either a signaling protocol or manual
   configuration can be used to configure a label switched path tunnel
   between two TRILL switch ports.  This application needs no additions
   to the existing pseudowire standards.




2.1. PWE3 Type-Independent Details

   The sending pseudowire TRILL switch port SHOULD map the inner
   priority of the TRILL Data packets being sent to the Traffic Class
   field of the pseudowire label [RFC5462] so as to minimize the
   probability that higher priority TRILL Data packets will be discarded
   due to excessive TRILL Data packets of lower priority.



   TRILL IS-IS PDUs critical to establishing and maintaining adjacency
   (Hello and MTU PDUs) SHOULD be sent with the MPLS Traffic Class that
   calls for handling with the maximum priority.  Other TRILL IS-IS PDUs
   SHOULD be sent with the MPLS Traffic Class denoting the highest
   priority that is less than the maximum priority.  TRILL Data packets
   SHOULD be sent with appropriate MPLS Traffic Classes, typically
   mapped from the TRILL Data packet priority, such that TRILL Data
   packet Traffic Classes denote priorities less than the priorities
   used for TRILL IS-IS PDUs.  This minimizes the probability of other
   traffic interfering with these important control PDUs and causing
   false loss of adjacency or other control problems.



   If a pseudowire supports fragmentation and reassembly (a feature that
   has received little or no deployment), then there is no reason to do
   TRILL MTU testing on it, and the pseudowire will not be a constraint
   on the TRILL campus-wide MTU size (Sz) (see Section 4.3.1 of
   [RFC6325]).  If the pseudowire does not support fragmentation (the
   more common case), then the available TRILL IS-IS packet payload size
   over the pseudowire (taking into account MPLS encapsulation with a
   control word) or some lower value, MUST be used in helping to
   determine MTU size (Sz) (see Section 5 of [RFC7180]).



   An intervening MPLS label switched router or similar packet switched
   network device has no awareness of TRILL.  Such devices will not
   change the TRILL Header hop count.




2.2. PPP PWE3 Transport of TRILL

   For a PPP pseudowire (PW type = 0x0007), the two TRILL switch ports
   being connected are configured to form a pseudowire with PPP
   encapsulation [RFC4618].  After the pseudowire is established and
   TRILL use is negotiated within PPP, the two TRILL switch ports appear
   directly connected with a PPP link [RFC1661] [RFC6361].



   If pseudowire interconnection of two TRILL switch ports is signaled
   [RFC4447], the initiating TRILL switch port MUST attempt the
   connection setup with pseudowire type PPP (0x0007).



   Behavior for TRILL with a PPP pseudowire continues to follow that of
   TRILL over PPP as specified in Section 3 of [RFC6361].



   The following figures show what a TRILL Data packet and TRILL IS-IS
   packet look like over such a pseudowire in the MPLS case, assuming no
   TRILL Header extensions:



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|   Server MPLS Tunnel Label(s)  |  n*4 octets (4 octets per label)
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|           PW Label             |  4 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|         Control Word           |  4 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|      PPP Header 0x005d         |  2 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|         TRILL Header           |  6 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|    Destination MAC Address     |  6 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|      Source MAC Address        |  6 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|          Data Label            |  4 or 8 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|         Payload Body           |  variable
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                 Figure 1: TRILL Data Packet in Pseudowire



   "Data Label" is the VLAN Label or Fine-Grained Label [RFC7172] of the
   payload.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|   Server MPLS Tunnel Label(s)  |  n*4 octets (4 octets per label)
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|           PW Label             |  4 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|         Control Word           |  4 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|      PPP Header 0x405d         |  2 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|     Common IS‑IS Header        |  8 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| IS‑IS PDU Type Specific Header |  variable
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|          IS‑IS TLVs            |  variable
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                Figure 2: TRILL IS-IS Packet in Pseudowire



   The PPP Header fields (0x005d and 0x405d, respectively) for TRILL
   Data and IS-IS packets shown above are specified in [RFC6361].




3. Security Considerations

   TRILL-level security mechanisms, such as the ability to use
   authentication with TRILL IS-IS PDUs [RFC6325], are not affected by
   link technology, such as the use of pseudowire links as specified in
   this document.



   Link security may be useful in improving TRILL campus security.
   TRILL is transported over pseudowires as TRILL over PPP over
   pseudowires, pseudowires are over MPLS or IP, and MPLS and IP are
   over some lower-level link technology.  Thus, link security below the
   TRILL level for a pseudowire link could be provided by PPP security,
   pseudowire security, MPLS or IP security, or security of the link
   technology supporting MPLS or IP.



   PPP TRILL security considerations are discussed in [RFC6361].  For
   security considerations introduced by carrying PPP TRILL links over
   pseudowires, see [RFC3985], which discusses the risks introduced by
   sending protocols that previously assumed a point-to-point link on a
   pseudowire built on a packet switched network (PSN).  However, the
   PPP layer in TRILL transport by pseudowire is somewhat vestigial and
   intended primarily as a convenient way to use existing PPP code
   points to identify TRILL Data packets and TRILL IS-IS packets.
   Furthermore, existing PPP security standards are arguably
   questionable in terms of current security criteria.  For these
   reasons, it is NOT RECOMMENDED to use PPP security in the transport
   of TRILL by pseudowires as specified in this document.



   It is RECOMMENDED that link security be provided at the layers
   supporting pseudowires transporting TRILL, that is, at the MPLS or IP
   layer or the link layer transporting MPLS or IP.



   For applications involving sensitive data, end-to-end security should
   always be considered, in addition to link security, to provide
   security in depth.  In this context, such end-to-end security should
   be between the end stations involved so as to protect the entire path
   to, through, and from the TRILL campus.



   For general TRILL protocol security considerations, see [RFC6325].




Appendix A. Use of Other Pseudowire Types

   This informational appendix briefly discusses the use of pseudowire
   types other than PPP for the transport of TRILL.



   The use of Ethernet pseudowires [RFC4448] was examined by the authors
   and would be possible without change to such pseudowires; however,
   this would require an additional 12 or 16 bytes per packet within the
   payload being transmitted over the pseudowire for a TRILL Data packet
   (Figure 3) and a TRILL IS-IS packet (Figure 4) over such an Ethernet
   pseudowire in the MPLS case, assuming no TRILL Header extensions
   (compare with Figures 1 and 2):



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|   Server MPLS Tunnel Label(s)  |  n*4 octets (4 octets per label)
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|          PW Label              |  4 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|    Optional Control Word       |  4 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  TRILL Hop Dest. MAC Address   |  6 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  TRILL Hop Source MAC Address  |  6 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|Optional VLAN and/or other tags |  variable
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|   TRILL Ethertype (0x22f3)     |  2 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|         TRILL Header           |  6 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|    Destination MAC Address     |  6 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|      Source MAC Address        |  6 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|          Data Label            |  4 or 8 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|         Payload Body           |  variable
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



            Figure 3: TRILL Data Packet in Ethernet Pseudowire



   "Data Label" is the VLAN Label or Fine-Grained Label [RFC7172] of the
   payload.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|   Server MPLS Tunnel Label(s)  |  n*4 octets (4 octets per label)
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|          PW Label              |  4 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|    Optional Control Word       |  4 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  TRILL Hop Dest. MAC Address   |  6 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  TRILL Hop Source MAC Address  |  6 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|Optional VLAN and/or other tags |  variable
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Layer 2 IS‑IS Ethertype 0x22f4 |  2 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|       Common IS‑IS Header      |  8 octets
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| IS‑IS PDU Type Specific Header |  variable
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|          IS‑IS TLVs            |  variable
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



            Figure 4: TRILL IS-IS Packet in Ethernet Pseudowire



   It would also be possible to specify a new pseudowire type for TRILL
   traffic, but the authors feel that any efficiency gain over PPP
   pseudowires would be too small to be worth the complexity of adding
   such a specification.  Furthermore, using PPP pseudowire encoding
   means that any traffic dissector that understands TRILL PPP encoding
   [RFC6361] and PPP pseudowires [RFC4618] will automatically be able to
   recursively decode TRILL transported by pseudowire.
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1. Introduction

   This document specifies a reference framework for Operations,
   Administration, and Maintenance (OAM) [RFC6291] in Transparent
   Interconnection of Lots of Links (TRILL) networks.



   TRILL [RFC6325] specifies a protocol for shortest-path frame routing
   in multi-hop networks with arbitrary topologies and link
   technologies, using the IS-IS routing protocol.  TRILL capable
   devices are referred to as TRILL Switches or RBridges (Routing
   Bridges).  RBridges provide an optimized and transparent Layer 2
   delivery service for Ethernet unicast and multicast traffic.  Some
   characteristics of a TRILL network that are different from IEEE 802.1
   bridging are the following:



   -  TRILL networks support arbitrary link technology between TRILL
      Switches.  Hence, a TRILL Switch port may not have a 48-bit Media
      Access Control (MAC) address [802] but might, for example, have an
      IP address as an identifier [TRILL-IP] or no unique identifier
      (e.g., PPP [RFC6361]).



   -  TRILL networks do not enforce congruence of unicast and multicast
      paths between a given pair of RBridges.



   -  TRILL networks do not impose symmetry of the forward and reverse
      paths between a given pair of RBridges.



   -  TRILL Switches terminate spanning tree protocols instead of
      propagating them.



   In this document, we refer to the term "OAM" as defined in [RFC6291].
   The Operations aspect involves finding problems that prevent proper
   functioning of the network.  It also includes monitoring of the
   network to identify potential problems before they occur.
   Administration involves keeping track of network resources.
   Maintenance activities are focused on facilitating repairs and
   upgrades as well as corrective and preventive measures.
   [ISO/IEC7498-4] defines 5 functional areas in the OSI model for
   network management, commonly referred to as FCAPS:



   -  Fault Management



   -  Configuration Management



   -  Accounting Management



   -  Performance Management



   -  Security Management



   The focus of this document is on the first and fourth functional
   aspects, Fault Management and Performance Management, in TRILL
   networks.  These primarily map to the Operations and Maintenance
   parts of OAM.



   This document provides a generic framework for a comprehensive
   solution that meets the requirements outlined in [RFC6905].  However,
   specific mechanisms to address these requirements are considered to
   be outside the scope of this document.  Furthermore, future
   document(s) will specify the optional reporting of errors in TRILL
   user traffic, such as the use of a reserved or unknown egress
   nickname, etc.




1.1. Terminology

   Definitions of many OAM terms can be found in [RFC7087].



   The following acronyms are used in this document:



      BFD - Bidirectional Forwarding Detection [RFC5880]



      CFM - Connectivity Fault Management [802.1Q]



      ECMP - Equal-Cost Multipath



FGL  ‑ Fine‑Grained Label(ing) [RFC7172]



      IEEE - Institute for Electrical and Electronic Engineers



      IP - Internet Protocol (includes both IPv4 and IPv6)



      LAN - Local Area Network



      MA - Maintenance Association



      MAC - Media Access Control [802]



ME  ‑ Maintenance Entity



      MEP - Maintenance End Point



      MIP - Maintenance Intermediate Point



MP  ‑ Maintenance Point (MEP or MIP)



      OAM - Operations, Administration, and Maintenance [RFC6291]



      PPP - Point-to-Point Protocol [RFC1661]



      RBridge - Routing Bridge, a device implementing TRILL [RFC6325]



      RDI - Reverse Defect Indication



      TRILL - Transparent Interconnection of Lots of Links [RFC6325]



      TRILL Switch - an alternate name for an RBridge



      VLAN - Virtual LAN [802.1Q]




1.2. Relationship to Other OAM Work

   OAM is a technology area where a wealth of prior art exists.  This
   document leverages concepts and draws upon elements defined and/or
   used in the following documents:



   -  [RFC6905] defines the requirements for TRILL OAM that serve as the
      basis for this framework.  It also defines terminology that is
      used extensively in this document.



   -  [802.1Q] specifies the Connectivity Fault Management (CFM)
      protocol, which defines the concepts of Maintenance Domains,
      Maintenance End Points, and Maintenance Intermediate Points.



   -  [Y.1731] extends Connectivity Fault Management in the following
      areas: it defines fault notification and alarm suppression
      functions for Ethernet.  It also specifies mechanisms for Ethernet
      performance management, including loss, delay, jitter, and
      throughput measurement.



   -  [RFC7175] defines a TRILL encapsulation for BFD that enables the
      use of the latter for network fast failure detection.



   -  [RFC5860] and [RFC6371] specify requirements and a framework for
      OAM in MPLS-based networks.




2. TRILL OAM Model


2.1. OAM Layering

      In the TRILL architecture, the TRILL layer is independent of the
      underlying link-layer technology.  Therefore, it is possible to
      run TRILL over any transport layer capable of carrying TRILL
      packets such as Ethernet [RFC6325], PPP [RFC6361], or IP
      [TRILL-IP].  Furthermore, TRILL provides a virtual Ethernet
      connectivity service that is transparent to higher-layer entities
      (Layer 3 and above).  This strict layering is observed by TRILL
      OAM.



      Of particular interest is the layering of TRILL OAM with respect
      to:



   -  BFD, which is typically used for fast failure detection.



   -  Ethernet CFM [802.1Q] on paths from an external device, over a
      TRILL campus, to another external device, especially since TRILL
      Switches are likely to be deployed where existing 802.1 bridges
      can be such external devices.



   -  Link OAM, on links interior to a TRILL campus, which is link-
      technology-specific.



   Consider the example network depicted in Figure 1 below, where a
   TRILL network is interconnected via Ethernet links:



                       LAN                LAN
       +‑‑‑+   +‑‑‑+  ======  +‑‑‑+  =============  +‑‑‑+
+‑‑+   |   |   |   | | +‑‑+ | |   | | +‑‑+   +‑‑+ | |   |   +‑‑+
|B1|‑‑‑|RB1|‑‑‑|RB2|‑‑‑|B2|‑‑‑|RB3|‑‑‑|B3|‑‑‑|B4|‑‑‑|RB4|‑‑‑|B5|
+‑‑+   |   |   |   | | +‑‑+ | |   | | +‑‑+   +‑‑+ | |   |   +‑‑+
       +‑‑‑+   +‑‑‑+  ======  +‑‑‑+  =============  +‑‑‑+

a. Ethernet CFM (Client Layer) on path over the TRILL campus
   >‑‑‑o‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑o‑‑‑<


b. TRILL OAM (Network Layer)
           >‑‑‑‑‑‑o‑‑‑‑‑‑‑‑‑‑‑o‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑<


c. Ethernet CFM (Transport Layer) on interior Ethernet LANs
                  >‑‑‑o‑‑o‑‑‑<    >‑‑‑o‑‑o‑‑‑o‑‑o‑‑‑<


d. BFD (Media Independent Link Layer)
           #‑‑‑#   #‑‑‑‑‑‑‑‑‑‑#   #‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑#


e. Link OAM (Media Dependent Link Layer)
   *‑‑‑*   *‑‑‑*   *‑‑‑*  *‑‑‑*   *‑‑‑*  *‑‑‑*  *‑‑‑*   *‑‑‑*


Legend:  >, < MEP    o MIP    # BFD Endpoint    * Link OAM Endpoint



                     Figure 1: OAM Layering in TRILL



   Where Bn and RBn (n= 1,2,3, ...) denote IEEE 802.1Q bridges and TRILL
   RBridges, respectively.




2.1.1. Relationship to CFM

   In the context of a TRILL network, CFM can be used as either a
   client-layer OAM or a transport-layer OAM mechanism.



   When acting as a client-layer OAM (see Figure 1a), CFM provides fault
   management capabilities for the user, on an end-to-end basis over the
   TRILL network.  Edge ports of the TRILL network may be visible to CFM
   operations through the optional presence of a CFM Maintenance
   Intermediate Point (MIP) in the TRILL Switches' edge Ethernet ports.



   When acting as a transport-layer OAM (see Figure 1c), CFM provides
   fault management functions for the IEEE 802.1Q bridged LANs that may
   interconnect RBridges.  Such bridged LANs can be used as TRILL level
   links between RBridges.  RBridges directly connected to the
   intervening 802.1Q bridges may host CFM Down Maintenance End Points
   (MEPs).




2.1.2. Relationship to BFD

   One-hop BFD (see Figure 1d) runs between adjacent RBridges and
   provides fast link as well as node failure detection capability
   [RFC7175].  Note that TRILL BFD also provides some testing of the
   TRILL protocol stack and thus sits a layer above Link OAM, which is
   media specific.  BFD's fast failure detection helps support rapid
   convergence in TRILL networks.  The requirements for BFD are
   different from those of the TRILL OAM mechanisms that are the prime
   focus of this document.  Furthermore, BFD does not use the frame
   format described in Section 3.1.



   TRILL BFD differs from TRILL OAM in two significant ways:



   1.  A TRILL BFD transmitter is always bound to a specific TRILL
       output port.



   2.  TRILL BFD messages can be transmitted by the originator out of a
       port to a neighbor RBridge when the adjacency is in the Detect or
       2-Way states as well as when the adjacency is in the Report (Up)
       state [RFC7177].



   In contrast, TRILL OAM messages are typically transmitted by
   appearing to have been received on a TRILL input port (refer to
   Section 2.2 for details).  In that case, the output ports on which
   TRILL OAM messages are sent are determined by the TRILL routing
   function.  The TRILL routing function will only send on links that
   are in the Report state and have been incorporated into the local
   view of the campus topology.




2.1.3. Relationship to Link OAM

   Link OAM (see Figure 1e) depends on the nature of the technology used
   in the links interconnecting RBridges.  For example, for Ethernet
   links, the OAM described in Clause 57 of [802.3] may be used.




2.2. TRILL OAM in the RBridge Port Model

   TRILL OAM processing can be represented as a layer situated between
   the port's TRILL encapsulation/decapsulation function and the TRILL
   forwarding engine function on any RBridge port.  TRILL OAM requires
   services of the RBridge forwarding engine and utilizes information
   from the IS-IS control plane.  Figure 2 below depicts TRILL OAM
   processing in the context of the RBridge Port Model defined in
   [RFC6325].  In this figure, double lines represent flow of both
   frames and information.



   This figure shows a conceptual model.  It is to be understood that
   implementations need not mirror this exact model as long as the
   intended OAM requirements and functionality are preserved.



        +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑
        |            (Flow of OAM Messages)       RBridge
        |         +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
        |         |+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+||  Forwarding Engine,
        |         ||                    ||  IS‑IS, etc.
        |         ||                    ||  Processing of
        |         V                      V  TRILL packets
        +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑
                  ||                     ||          ...other ports
            +‑‑‑‑‑‑‑‑‑‑‑‑+             +‑‑‑‑‑‑‑‑‑‑‑‑+
UP MEP   /\ | TRILL OAM  |             | TRILL OAM  | /\ UP MEP
MIP      () |   Layer    |             |   Layer    | () MIP
DOWN MEP \/ +‑‑‑‑‑‑‑‑‑‑‑‑+             +‑‑‑‑‑‑‑‑‑‑‑‑+ \/ DOWN MEP
            |   TRILL    |             |   TRILL    |
            | Encap/Decap|             | Encap/Decap|
            +‑‑‑‑‑‑‑‑‑‑‑‑+             +‑‑‑‑‑‑‑‑‑‑‑‑+
            |End‑Station |             |End‑Station |
            |VLAN &      |             |VLAN &      |
            |Priority    |             |Priority    |
            |Processing  |             |Processing  |
            +‑‑‑‑‑‑‑‑‑‑‑‑+             +‑‑‑‑‑‑‑‑‑‑‑‑+ <‑‑ ISS
            |802.1/802.3 |             |802.1/802.3 |
            |Low‑Level   |             |Low‑Level   |
            |Control     |             |Control     |
            |Frame       |             |Frame       |
            |Processing, |             |Processing, |
            |Port/Link   |             |Port/Link   |
            |Control     |             |Control     |
            |Logic       |             |Logic       |
            +‑‑‑‑‑‑‑‑‑‑‑‑+             +‑‑‑‑‑‑‑‑‑‑‑‑+
            | 802.3PHY   |             | 802.3PHY   |
            |(Physical   |             |(Physical   |
            | interface) |             | interface) |
            +‑‑‑‑‑‑‑‑‑‑‑‑+             +‑‑‑‑‑‑‑‑‑‑‑‑+
              ||                         ||
             Link                       Link



               Figure 2: TRILL OAM in RBridge Port Model



   Note that the terms "MEP" and "MIP" in the above figure are explained
   in detail in Section 2.6 below.




2.3. Network, Service, and Flow OAM

   OAM functions in a TRILL network can be conducted at different
   granularity.  This gives rise to 'Network', 'Service', and 'Flow'
   OAM, listed in order of finer granularity.



   Network OAM mechanisms provide fault and performance management
   functions in the context of a 'test' VLAN or fine-grained label
   [RFC7172].  The test VLAN can be thought of as a management or
   diagnostics VLAN that extends to all RBridges in a TRILL network.  In
   order to account for multipathing, Network OAM functions also make
   use of test flows (both unicast and multicast) to provide coverage of
   the various paths in the network.



   Service OAM mechanisms provide fault and performance management
   functions in the context of the actual VLAN or fine-grained label set
   for which end-station service is enabled.  Test flows are used here,
   as well, to provide coverage in the case of multipathing.



   Flow OAM mechanisms provide the most fine-grained fault and
   performance management capabilities, where OAM functions are
   performed in the context of end-station flows within VLANs or fine-
   grained labels.  While Flow OAM provides the most granular control,
   it clearly poses scalability challenges if attempted on large numbers
   of flows.




2.4. Maintenance Domains

   The concept of Maintenance Domains, or OAM Domains, is well known in
   the industry.  IEEE [802.1Q] defines the notion of a Maintenance
   Domain as a collection of devices (for example, network elements)
   that are grouped for administrative and/or management purposes.
   Maintenance Domains usually delineate trust relationships, varying
   addressing schemes, network infrastructure capabilities, etc.



   When mapped to TRILL, a Maintenance Domain is defined as a collection
   of RBridges in a network for which connectivity faults and
   performance degradation are to be managed by a single operator.  All
   RBridges in a given Maintenance Domain are, by definition, managed by
   a single entity (for example, an enterprise or a data center
   operator, etc.).  [RFC6325] defines the operation of TRILL in a
   single IS-IS area, with the assumption that a single operator manages
   the network.  In this context, a single (default) Maintenance Domain
   is sufficient for TRILL OAM.



   However, when considering scenarios where different TRILL networks
   need to be interconnected, for example, as discussed in [TRILL-ML],
   then the introduction of multiple Maintenance Domains, and
   Maintenance Domain hierarchies, becomes useful to map and enforce
   administrative boundaries.  When considering multi-domain scenarios,
   the following rules must be followed: TRILL OAM Domains must not
   partially intersect but must either be disjoint or nest to form a
   hierarchy (that is, a higher Maintenance Domain may completely
   enclose a lower domain).  A Maintenance Domain is typically
   identified by a Domain Name and a Maintenance Level (a numeric
   identifier).  If two domains are nested, the encompassing domain must
   be assigned a higher Maintenance Level number than the enclosed
   domain.  For this reason, the encompassing domain is commonly
   referred to as the 'higher' domain, and the enclosed domain is
   referred to as the 'lower' domain.  OAM functions in the lower domain
   are completely transparent to the higher domain.  Furthermore, OAM
   functions in the higher domain only have visibility to the boundary
   of the lower domain (for example, an attempt to trace the path in the
   higher domain will depict the entire lower domain as a single-hop
   between the RBridges that constitute the boundary of that lower
   domain).  By the same token, OAM functions in the higher domain are
   transparent to RBridges that are internal to the lower domain.  The
   hierarchical nesting of domains is established through operator
   configuration of the RBridges.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|                   |  |     TRILL     |  |                   |
|       Site 1     +‑‑‑‑+Interconnect +‑‑‑‑+    Site 2        |
|       TRILL      | RB |  Network    | RB |    TRILL         |
|      (Level 1)   +‑‑‑‑+  (Level 2)  +‑‑‑‑+   (Level 1)      |
|                   |  |               |  |                   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+

<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑End‑to‑End Domain‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>

<‑‑‑‑Site Domain‑‑‑‑> <‑‑Interconnect ‑‑> <‑‑‑‑Site Domain‑‑‑‑>
                           Domain



                      Figure 3: TRILL OAM Maintenance Domains




2.5. Maintenance Entity and Maintenance Entity Group

   TRILL OAM functions are performed in the context of logical endpoint
   pairs referred to as Maintenance Entities (ME).  A Maintenance Entity
   defines a relationship between two points in a TRILL network where
   OAM functions (for example, monitoring operations) are applied.  The
   two points that define a Maintenance Entity are known as Maintenance
   End Points (MEPs) -- see Section 2.6 below.  The set of Maintenance
   End Points that belong to the same Maintenance Domain are referred to
   as a Maintenance Association (MA).  On the network path in between
   MEPs, there can be zero or more intermediate points, called
   Maintenance Intermediate Points (MIPs).  MEPs can be part of more
   than one ME in a given MA.




2.6. MEPs and MIPs

   OAM capabilities on RBridges can be defined in terms of logical
   groupings of functions that can be categorized into two functional
   objects: Maintenance End Points (MEPs) and Maintenance Intermediate
   Points (MIPs).  The two are collectively referred to as Maintenance
   Points (MPs).



   MEPs are the active components of TRILL OAM: MEPs source TRILL OAM
   messages periodically or on-demand based on operator configuration
   actions.  Furthermore, MEPs ensure that TRILL OAM messages do not
   leak outside a given Maintenance Domain, for example, out of the
   TRILL network and into end stations.  MIPs, on the other hand, are
   internal to a Maintenance Domain.  They are the more passive
   components of TRILL OAM, primarily responsible for forwarding TRILL
   OAM messages and selectively responding to a subset of these
   messages.



   The following figure shows the MEP and MIP placement for the
   Maintenance Domains depicted in Figure 3 above.



   TRILL Site 1          Interconnect       TRILL Site 2
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|                 | |                  | |                 |
|  +‑‑‑+  +‑‑‑+  +‑‑‑+  +‑‑‑+  +‑‑‑+  +‑‑‑+  +‑‑‑+  +‑‑‑+  |
|  |RB1|‑‑|RB2|‑‑|RB3|‑‑|RB4|‑‑|RB5|‑‑|RB6|‑‑|RB7|‑‑|RB8|  |
|  +‑‑‑+  +‑‑‑+  +‑‑‑+  +‑‑‑+  +‑‑‑+  +‑‑‑+  +‑‑‑+  +‑‑‑+  |
|                 | |                  | |                 |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+

    <E‑‑‑‑‑‑‑‑‑‑‑‑I‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑I‑‑‑‑‑‑‑‑‑‑‑‑‑E>

    <E‑‑‑‑‑‑I‑‑‑‑E><E‑‑‑‑I‑‑‑‑‑‑‑I‑‑‑‑E><E‑‑‑‑‑I‑‑‑‑‑E>

 Legend E: MEP      I: MIP



                           Figure 4: MEPs and MIPs



   A single RBridge may host multiple MEPs of different technologies,
   for example, TRILL OAM MEP(s) and [802.1Q] MEP(s).  This does not
   mean that the protocol operation is necessarily consolidated into a
   single functional entity on those ports.  The protocol functions for
   each MEP remain independent and reside in different shims in the
   RBridge Port Model of Figure 2: the TRILL OAM MEP resides in the
   "TRILL OAM Layer" block whereas a CFM MEP resides in the "End-Station
   VLAN & Priority Processing" block.



   In the model of Section 2.2, a single MEP and/or MIP per MA can be
   instantiated per RBridge port.  A MEP is further qualified with an
   administratively set direction (UP or DOWN), as follows:



   -  An UP MEP sends and receives OAM messages through the RBridge
      forwarding engine.  This means that an UP MEP effectively
      communicates with MEPs on other RBridges through TRILL interfaces
      other than the one that the MEP is configured on.



   -  A DOWN MEP sends and receives OAM messages through the link
      connected to the interface on which the MEP is configured.



   In order to support TRILL OAM functions on sections, as described in
   [RFC6905], while maintaining the simplicity of a single TRILL OAM
   Maintenance Domain, the TRILL OAM layer may be implemented on a
   virtual port with no physical layer (Null PHY).  In this case, the
   Down MEP function is not supported, since the virtual port does not
   attach to a link; as such, a Down MEP on a virtual port would not be
   capable of sending or receiving OAM messages.



   A TRILL OAM solution that conforms to this framework:



   -  must support the MIP function on TRILL ports (to support Fault
      Isolation).



   -  must support the UP MEP function on a TRILL virtual port (to
      support OAM functions on sections, as defined in [RFC6905]).



   -  may support the UP MEP function on TRILL ports.



   -  may support the DOWN MEP function on TRILL ports.




2.7. Maintenance Point Addressing

   TRILL OAM functions must provide the capability to address a specific
   Maintenance Point or a set of one or more Maintenance Points in an
   MA.  To that end, RBridges need to recognize two sets of addresses:



   -  Individual MP addresses



   -  Group MP addresses



   TRILL OAM will support the Shared MP address model, where all MPs on
   an RBridge share the same Individual MP address.  In other words,
   TRILL OAM messages can be addressed to a specific RBridge but not to
   a specific port on an RBridge.



   One cannot discern, from observing the external behavior of an
   RBridge, whether TRILL OAM messages are actually delivered to a
   certain MP or another entity within the RBridge.  The Shared MP
   address model takes advantage of this fact by allowing MPs in
   different RBridge ports to share the same Individual MP address.  The
   MPs may still be implemented as residing on different RBridge ports,
   and for the most part, they have distinct identities.



   The Group MP addresses enable the OAM mechanism to reach all the MPs
   in a given MA.  Certain OAM functions, for example, pruned tree
   verification, require addressing a subset of the MPs in an MA.  Group
   MP addresses are not defined for such subsets.  Rather, the OAM
   function in question must use the Group MP addresses combined with an
   indication of the scope of the MP subset encoded in the OAM Message
   Channel.  This prevents an unwieldy set of responses to Group MP
   addresses.




3. OAM Frame Format


3.1. Motivation

   In order for TRILL OAM messages to accurately test the data path,
   these messages must be transparent to transit RBridges.  That is, a
   TRILL OAM message must be indistinguishable from a TRILL Data packet
   through normal transit RBridge processing.  Only the target RBridge,
   which needs to process the message, should identify and trap the
   packet as a control message through normal processing.  Additionally,
   methods must be provided to prevent OAM packets from being
   transmitted out as native frames.



   The TRILL OAM packet format defined below provides the necessary
   flexibility to exercise the data path as closely as possible to
   actual data packets.



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                               |
.      Link Header              . Variable
|                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Initial 6‑byte fixed part of  |
+      TRILL Header             + 6 bytes
|                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    TRILL Header Extensions    |
.         (if any)              .  Variable
|                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+ ‑
|         DA   /   SA           |  \
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+   \
|          Data Label           |    | Flow Entropy
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+    +  Fixed Size
.                               .    |
.                               .   /
|                               |  /
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+ ‑
|       OAM Ethertype           | 2 bytes
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                               |
.   OAM Message Channel         . Variable
.                               .
|                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                               |
.    Link Trailer               . Variable
|                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                Figure 5: OAM Frame Format



   The TRILL Header and the Link Header and Trailer need to be as
   similar as practical to the TRILL Header and the Link Header and
   Trailer of the normal TRILL Data packet corresponding to the traffic
   that OAM is testing.



   The OAM Ethertype demarcates the boundary between the Flow Entropy
   field and the OAM Message Channel.  The OAM Ethertype is expected at
   a deterministic offset from the TRILL Header, thereby allowing
   applications to clearly identify the beginning of the OAM Message
   Channel.  Additionally, it facilitates the use of the same OAM frame
   structure by different Ethernet technologies.



   The Link Trailer is usually a checksum, such as the Ethernet Frame
   Check Sequence, which is examined at a low level very early in the
   frame input process and automatically generated as part of the low-
   level frame output process.  If the checksum fails, the frame is
   normally discarded with no higher-level processing.




3.2. Determination of Flow Entropy

   The Flow Entropy field is a fixed-length field that is populated with
   either real packet data or synthetic data that mimics the intended
   flow.  It always starts with a destination and source MAC address
   area followed by a Data Label area (either a VLAN or fine-grained
   label).



   For a Layer 2 flow (that is, non-IP) the Flow Entropy field must
   specify the desired Ethernet header, including the MAC destination
   and source addresses as well as a VLAN tag or fine-grained label.



   For a Layer 3 flow, the Flow Entropy field must specify the desired
   Ethernet header, the IP header, and UDP or TCP header fields,
   although the Ethernet-layer header fields are also still present.



   Not all fields in the Flow Entropy field need to be identical to the
   data flow that the OAM message is mimicking.  The only requirement is
   for the selected flow entropy to follow the same path as the data
   flow that it is mimicking.  In other words, the selected flow entropy
   must result in the same ECMP selection or multicast pruning behavior
   or other applicable forwarding paradigm.



   When performing diagnostics on user flows, the OAM mechanisms must
   allow the network operator to configure the flow entropy parameters
   (for example, Layer 2 and/or 3) on the RBridge from which the
   diagnostic operations are to be triggered.



   When running OAM functions over test flows, the TRILL OAM may provide
   a mechanism for discovering the flow entropy parameters by querying
   the RBridges dynamically, or it may allow the network operator to
   configure the flow entropy parameters.




3.2.1. Address Learning and Flow Entropy

   Edge TRILL Switches, like traditional 802.1 bridges, are required to
   learn MAC address associations.  Learning is accomplished either by
   snooping data packets or through other methods.  The Flow Entropy
   field of TRILL OAM messages mimics real packets and may impact the
   address-learning process of the TRILL data plane.  TRILL OAM is
   required to provide methods to prevent any learning of addresses from
   the Flow Entropy field of OAM messages that would interfere with
   normal TRILL operation.  This can be done, for example, by
   suppressing/preventing MAC address learning from OAM messages.




3.3. OAM Message Channel

   The OAM Message Channel provides methods to communicate OAM-specific
   details between RBridges.  CFM [802.1Q] and [RFC4379] have
   implemented OAM message channels.  It is desirable to select an
   appropriate technology and reuse it, instead of redesigning yet
   another OAM channel.  TRILL is a transport layer that carries
   Ethernet frames, so the TRILL OAM model specified earlier is based on
   the CFM [802.1Q] model.  The use of the CFM [802.1Q] encoding format
   for the OAM Message Channel is one possible choice.  [TRILL-OAM]
   presents a proposal on the use of CFM [802.1Q] payload as the OAM
   Message Channel.




3.4. Identification of OAM Messages

   RBridges must be able to identify OAM messages that are destined to
   them, either individually or as a group, so as to properly process
   those messages.



   TRILL, as defined in [RFC6325], does not specify a method to identify
   OAM messages.  The most reliable method to identify these messages,
   without imposing restrictions on the Flow Entropy field, involves
   modifying the definition of the TRILL Header to include an "Alert"
   flag.  This flag signals that the content of the TRILL packet is a
   control message as opposed to user data.  The use of such a flag
   would not be limited to TRILL OAM and may be leveraged by any other
   TRILL control protocol that requires in-band behavior.  The TRILL
   Header currently has two reserved bits that are unused.  One of those
   bits may be used as the Alert flag.  In order to guarantee accurate
   in-band forwarding behavior, RBridges must not use the Alert flag in
   ECMP hashing decisions.  Furthermore, to ensure that this flag
   remains protocol agnostic, TRILL OAM mechanisms must not rely solely
   on the Alert flag to identify OAM messages.  Rather, these solutions
   must identify OAM messages based on the combination of the Alert flag
   and the OAM Ethertype.



   Since the above mechanism requires modification of the TRILL Header,
   it is not backward compatible.  TRILL OAM solutions should provide
   alternate methods to identify OAM messages that work on existing
   RBridge implementations, thereby providing backward compatibility.




4. Fault Management

   Section 4.1 below discusses proactive fault management, and
   Section 4.2 discusses on-demand fault management.




4.1. Proactive Fault Management Functions

   Proactive fault management functions are configured by the network
   operator to run periodically without a time bound or are configured
   to trigger certain actions upon the occurrence of specific events.




4.1.1. Fault Detection (Continuity Check)

   Proactive fault detection is performed by periodically monitoring the
   reachability between service endpoints, that is, MEPs in a given MA,
   through the exchange of Continuity Check messages.  The reachability
   between any two arbitrary MEPs may be monitored for a specified path,
   all paths, or any representative path.  The fact that TRILL networks
   do not enforce congruence between unicast and multicast paths means
   that the proactive fault detection mechanism must provide procedures
   to monitor the unicast paths independently of the multicast paths.
   Furthermore, where the network has ECMP, the proactive fault
   detection mechanism must be capable of exercising the equal-cost
   paths individually.



   The set of MEPs exchanging Continuity Check messages in a given
   domain and for a specific monitored entity (flow, network, or
   service) must use the same transmission period.  As long as the fault
   detection mechanism involves MEPs transmitting periodic heartbeat
   messages independently, then this OAM procedure is not affected by
   the lack of forward/reverse path symmetry in TRILL.



   The proactive fault detection function must detect the following
   types of defects:



   -  Loss of continuity to one or more remote MEPs



   -  Unexpected connectivity between isolated VLANs or fine-grained
      labels (mismerge)



   -  Unexpected connectivity to one or more remote MEPs



   -  Mismatch of the Continuity Check transmission period between MEPs




4.1.2. Defect Indication

   TRILL OAM must support event-driven defect indication upon the
   detection of a connectivity defect.  Defect indications can be
   categorized into two types; these types are discussed in the
   following subsections.




4.1.2.1. Forward Defect Indication

   Forward defect indication is used to signal a failure that is
   detected by a lower-layer OAM mechanism.  A forward defect indication
   is transmitted away from the direction of the failure.  For example,
   consider a simple network comprised of four RBridges connected in
   series: RB1, RB2, RB3, and RB4.  Both RB1 and RB4 are hosting TRILL
   OAM MEPs, whereas RB2 and RB3 have MIPs.  If the link between RB2 and
   RB3 fails, then RB2 can send a forward defect indication towards RB1
   while RB3 sends a forward defect indication towards RB4.



   Forward defect indication may be used for alarm suppression and/or
   for the purpose of interworking with other layer OAM protocols.
   Alarm suppression is useful when a transport/network-level fault
   translates to multiple service- or flow-level faults.  In such a
   scenario, it is enough to alert a network management station (NMS) of
   the single transport/network-level fault in lieu of flooding that NMS
   with a multitude of Service or Flow granularity alarms.




4.1.2.2. Reverse Defect Indication (RDI)

   RDI is used to signal that the advertising MEP has detected a loss-
   of-continuity defect.  RDI is transmitted in the direction of the
   failure.  For example, consider the same series network as that in
   Section 4.1.2.1.  If RB1 detects that is has lost connectivity to RB4
   because it is no longer receiving Continuity Check messages from the
   MEP on RB4, then RB1 can transmit an RDI towards RB4 to inform the
   latter of the failure.  If the failure is unidirectional (it is
   affecting the direction from RB4 to RB1), then the RDI enables RB4 to
   become aware of the unidirectional connectivity anomaly.



   In the presence of equal-cost paths between MEPs, RDI must be able to
   identify on which equal-cost path the failure was detected.



   RDI allows single-sided management, where the network operator can
   examine the state of a single MEP and deduce the overall health of a
   monitored entity (network, flow, or service).




4.2. On-Demand Fault Management Functions

   On-demand fault management functions are initiated manually by the
   network operator either as a one-time occurrence or as an action/test
   that continues for a time bound period.  These functions enable the
   operator to run diagnostics to investigate a defect condition.




4.2.1. Connectivity Verification

   As specified in [RFC6905], TRILL OAM must support on-demand
   Connectivity Verification for unicast and multicast.  The
   Connectivity-Verification mechanism must provide a means for
   specifying and carrying in the messages:



   -  variable-length payload/padding to test MTU-related connectivity
      problems.



   -  test message formats as defined in [RFC2544].




4.2.1.1. Unicast

   A unicast Connectivity Verification operation must be initiated from
   a MEP and may target either a MIP or another MEP.  For unicast,
   Connectivity Verification can be performed at either Network or Flow
   granularity.



   Connectivity verification at the Network granularity tests
   connectivity between a MEP on a source RBridge and a MIP or MEP on a
   target RBridge over a test flow in a test VLAN or fine-grained label.
   The operator must supply the source and target RBridges for the
   operation, and the test VLAN/flow information uses pre-set values or
   defaults.



   Connectivity Verification at the Flow granularity tests connectivity
   between a MEP on a source RBridge and a MIP or MEP on a target
   RBridge over an operator-specified VLAN or fine-grained label with
   operator-specified flow parameters.



   The above functions must be supported on sections, as defined in
   [RFC6905].  When Connectivity Verification is triggered over a
   section, and the initiating MEP does not coincide with the edge
   (ingress) RBridge, the MEP must use the edge RBridge nickname instead
   of the local RBridge nickname on the associated Connectivity
   Verification messages.  The operator must supply the edge RBridge
   nickname as part of the operation parameters.




4.2.1.2. Multicast

   For multicast, the Connectivity Verification function tests all
   branches and leaf nodes of a multi-destination distribution tree for
   reachability.  This function should include mechanisms to prevent
   reply storms from overwhelming the initiating RBridge.  This may be
   done, for example, by staggering the replies through the introduction
   of a random delay timer, with a preset upper bound, on the responding
   RBridge (CFM [802.1Q] uses similar mechanisms for Linktrace Reply
   messages to mitigate the load on the originating MEP).  The upper
   bound on the timer value should be selected by the OAM solution to be
   long enough to accommodate large distribution trees, while allowing
   the Connectivity Verification operation to conclude within a
   reasonable time.  To further prevent reply storms, Connectivity
   Verification operation is initiated from a MEP and must target MEPs
   only.  MIPs are transparent to multicast Connectivity Verification.



   Per [RFC6905], multicast Connectivity Verification must provide the
   following granularity of operation:



   A.  Un-pruned Tree



       -  Connectivity Verification for un-pruned multi-destination
          distribution tree.  The operator in this case supplies the
          tree identifier (root nickname) and campus-wide diagnostic
          VLAN or fine-grained label.



   B.  Pruned Tree



       -  Connectivity Verification for a VLAN or fine-grain label in a
          given multi-destination distribution tree.  The operator in
          this case supplies the tree identifier and VLAN or fine-
          grained label.



       -  Connectivity Verification for an IP multicast group in a given
          multi-destination distribution tree.  The operator in this
          case supplies: the tree identifier, VLAN or fine-grained
          label, and IP (S,G) or (*,G).




4.2.2. Fault Isolation

   TRILL OAM must support an on-demand connectivity fault localization
   function.  This is the capability to trace the path of a flow on a
   hop-by-hop (RBridge-by-RBridge) basis to isolate failures.  This
   involves the capability to narrow down the locality of a fault to a
   particular port, link, or node.  The characteristic of
   forward/reverse path asymmetry, in TRILL, renders Fault Isolation
   into a direction-sensitive operation.  That is, given two RBridges, A
   and B, localization of connectivity faults between them requires
   running Fault Isolation procedures from RBridge A to RBridge B as
   well as from RBridge B to RBridge A.  Generally speaking, single-
   sided Fault Isolation is not possible in TRILL OAM.



   Furthermore, TRILL OAM should support Fault Isolation over
   distribution trees for both un-pruned as well as pruned trees.  The
   former allows the tracing of all active branches of a tree, whereas
   the latter allows tracing of the active subset of branches associated
   with a given flow.




5. Performance Monitoring

   Performance monitoring functions are optional in TRILL OAM, per
   [RFC6905].  These functions can be performed both proactively and on-
   demand.  Proactive management involves a scheduling function, where
   the performance monitoring probes can be triggered on a recurring
   basis.  Since the basic performance monitoring functions involved are
   the same, we make no distinction between proactive and on-demand
   functions in this section.




5.1. Packet Loss

   Given that TRILL provides inherent support for multipoint-to-
   multipoint connectivity, then packet loss cannot be accurately
   measured by means of counting user data packets.  This is because
   user packets can be delivered to more RBridges or more ports than are
   necessary (for example, due to broadcast, un-pruned multicast, or
   unknown unicast flooding).  As such, a statistical means of
   approximating packet loss rate is required.  This can be achieved by
   sending "synthetic" (TRILL OAM) packets that are counted only by
   those ports (MEPs) that are required to receive them.  This provides
   a statistical approximation of the number of data frames lost, even
   with multipoint-to-multipoint connectivity.  TRILL OAM mechanisms for
   synthetic packet loss measurement should follow the statistical
   considerations specified in [MEF35], especially with regard to the
   volume/frequency of synthetic traffic generation and associated
   impact on packet loss count accuracy.



   Packet loss probes must be initiated from a MEP and must target a
   MEP.  This function should be supported on sections, as defined in
   [RFC6905].  When packet loss is measured over a section, and the
   initiating MEP does not coincide with the edge (ingress) RBridge, the
   MEP must use the edge RBridge nickname instead of the local RBridge
   nickname on the associated loss measurement messages.  The user must
   supply the edge RBridge nickname as part of the operation parameters.
   TRILL OAM mechanisms should support one-way and two-way Packet Loss
   Monitoring.  In one-way monitoring, a source RBridge triggers Packet
   Loss Monitoring messages to a target RBridge, and the latter is
   responsible for calculating the loss in the direction from the source
   RBridge towards the target RBridge.  In two-way monitoring, a source
   RBridge triggers Packet Loss Monitoring messages to a target RBridge,
   and the latter replies to the source with response messages.  The
   source RBridge can then monitor packet loss in both directions
   (source to target and target to source).




5.2. Packet Delay

   Packet delay is measured by inserting timestamps in TRILL OAM
   packets.  In order to ensure high accuracy of measurement, TRILL OAM
   must specify the timestamp location at fixed offsets within the OAM
   packet in order to facilitate hardware-based timestamping.  Hardware
   implementations must implement the timestamping function as close to
   the wire as practical in order to maintain high accuracy.



   TRILL OAM mechanisms should support one-way and two-way Packet Delay
   Monitoring.  In one-way monitoring, a source RBridge triggers Packet
   Delay Monitoring messages to a target RBridge, and the latter is
   responsible for calculating the delay in the direction from the
   source RBridge towards the target RBridge.  This requires
   synchronization of the clocks between the two RBridges.  In two-way
   monitoring, a source RBridge triggers Packet Delay Monitoring
   messages to a target RBridge, and the latter replies to the source
   with response messages.  The source RBridge can then monitor packet
   delay in both directions (source to target and target to source) as
   well as the cumulative round-trip delay.  In this case as well,
   monitoring the delay in a single direction requires clock
   synchronization between the two RBridges, whereas monitoring the
   round-trip delay does not require clock synchronization.  Mechanisms
   for clock synchronization between RBridges are outside the scope of
   this document.




6. Operational and Manageability Considerations


6.1. TRILL OAM Configuration

   RBridges may be configured to enable TRILL OAM functions via the
   device Command Line Interface (CLI) or through one of the defined
   management protocols, such as the Simple Network Management Protocol
   (SNMP) [RFC3410] or the Network Configuration Protocol (NETCONF)
   [RFC6241].



   In order to maintain the plug-and-play characteristics of TRILL, the
   number of parameters that need to be configured on RBridges, in order
   to activate TRILL OAM, should be kept to a minimum.  To that end,
   TRILL OAM mechanisms should rely on default values and auto-discovery
   mechanisms (for example, leveraging IS-IS) where applicable.  The
   following is a non-exhaustive list of configuration parameters that
   apply to TRILL OAM.




6.1.1. Maintenance Domain Parameters

‑  Maintenance Domain Name
   An alphanumeric name for the Maintenance Domain.  This is an IETF
   [RFC2579] DisplayString, with the exception that character codes
   0‑31 (decimal) are not used.  The recommended default value is the
   character string "DEFAULT".

‑  Maintenance Domain Level
   An integer in the range 0 to 7 indicating the level at which the
   Maintenance Domain is to be created.  Default value is 0.




6.1.2. Maintenance Association Parameters

‑  MA Name
   An alphanumeric name that uniquely identifies the Maintenance
   Association.  This is an IETF [RFC2579] DisplayString, with the
   exception that character codes 0‑31 (decimal) are not used.  The
   recommended default value is a character string set to the value
   of the VLAN or fine‑grained label as "vl" or "fgl" concatenated
   with the VLAN ID or FGL ID as an unsigned decimal integer, for
   example, "vl42".

‑  List of MEP Identifiers
   A list of the identifiers of the MEPs that belong to the MA.  This
   is optional and required only if the operator wants to detect
   missing MEPs as part of the Continuity Check function.




6.1.3. Maintenance Endpoint Parameters

‑  MEP Identifier
   An integer, unique over a given Maintenance Association,
   identifying a specific MEP.  CFM [802.1Q] limits this to the range
   1 to 8191.  This document recommends expanding the range from 1 to
   65535 so that the RBridge nickname can be used as a default value.
   This will help keep TRILL OAM low‑touch in terms of configuration
   overhead.

‑  Direction
   Indicates whether this is an UP MEP or DOWN MEP.

‑  Associated Interface
   Specifies the interface on which the MEP is configured.

‑  MA Context
   Specifies the Maintenance Association to which the MEP belongs.




6.1.4. Continuity Check Parameters (Applicable per MA)

‑  Transmission Interval
   Indicates the interval at which Continuity Check messages are sent
   by a MEP.

‑  Loss Threshold
   Indicates the number of consecutive Continuity Check messages that
   a MEP must not receive from any one of the other MEPs in its MA
   before indicating either a MEP failure or a network failure.
   Recommended default value is 3.

‑  VLAN, Fine‑Grained Label, and Flow Parameters
   The VLAN or fine‑grained label and flow parameters to be used in
   the Continuity Check messages.

‑  Hop Count
   The hop count to be used in the Continuity Check messages.




6.1.5. Connectivity Verification Parameters (Applicable per Operation)

‑  MA context
   Specifies the Maintenance Association in which the Connectivity
   Verification operation is to be performed.

‑  Target RBridge Nickname (unicast), Tree Identifier (multicast),
   and IP Multicast Group
   For unicast, the nickname of the RBridge that is the target of the
   Connectivity Verification operation.  For multicast, the target
   Tree Identifier for un‑pruned tree verification or the Tree
   Identifier and IP multicast group (S, G) or (*, G) for pruned tree
   verification.

‑  VLAN, Fine‑Grained Label, and Flow Parameters
   The VLAN or fine‑grained label and flow parameters to be used in
   the Connectivity Verification message.

‑  Operation Timeout Value
   The timeout on the initiating MEP before the Connectivity
   Verification operation is declared to have failed.  The
   recommended default value is 5 seconds.

‑  Repeat Count
   The number of Connectivity Verification messages that must be
   transmitted per operation.  The recommended default value is 1.

‑  Hop Count
   The hop count to be used in the Connectivity Verification
   messages.

‑  Reply Mode
   Indicates whether the response to the Connectivity Verification
   operation should be sent in‑band or out‑of‑band.

‑  Scope List (Multicast)
   List of MEP Identifiers that must respond to the message.




6.1.6. Fault Isolation Parameters (Applicable per Operation)

‑  MA Context
   Specifies the Maintenance Association in which the Fault Isolation
   operation is to be performed.

‑  Target RBridge Nickname (unicast), Tree Identifier (multicast),
   and IP Multicast Group
   For unicast, the nickname of the RBridge that is the target of the
   Fault Isolation operation.  For multicast, the target Tree
   Identifier for un‑pruned tree tracing or the Tree Identifier and
   IP multicast group (S, G) or (*, G) for pruned tree tracing.

‑  VLAN, Fine‑Grained Label, and Flow Parameters
   The VLAN or fine‑grain label and flow parameters to be used in the
   Fault Isolation messages.

‑  Operation Timeout Value
   The timeout on the initiating MEP before the Fault Isolation
   operation is declared to have failed.  The recommended default
   value is 5 seconds.

‑  Hop Count
   The hop count to be used in the Fault Isolation messages.

‑  Reply Mode
   Indicates whether the response to the Fault Isolation operation
   should be sent in‑band or out‑of‑band.

‑  Scope List (Multicast)
   List of MEP Identifiers that must respond to the message.




6.1.7. Packet Loss Monitoring

‑  MA Context
   Specifies the Maintenance Association in which the Packet Loss
   Monitoring operation is to be performed.

‑  Target RBridge Nickname
   The nickname of the RBridge that is the target of the Packet Loss
   Monitoring operation.

‑  VLAN, Fine‑Grained Label, and Flow Parameters
   The VLAN or fine‑grained label and flow parameters to be used in
   the Packet Loss Monitoring messages.

‑  Transmission Rate
   The transmission rate at which the Packet Loss Monitoring messages
   are to be sent.

‑  Monitoring Interval
   The total duration of time for which a single Packet Loss
   Monitoring probe is to continue.

‑  Repeat Count
   The number of probe operations to be performed.  For on‑demand
   monitoring, this is typically set to 1.  For proactive monitoring,
   this may be set to allow for infinite monitoring.

‑  Hop Count
   The hop count to be used in the Packet Loss Monitoring messages.

‑  Mode
   Indicates whether one‑way or two‑way loss measurement is required.




6.1.8. Packet Delay Monitoring

‑  MA Context
   Specifies the Maintenance Association in which the Packet Delay
   Monitoring operation is to be performed

‑  Target RBridge Nickname
   The nickname of the RBridge that is the target of the Packet Delay
   Monitoring operation.

‑  VLAN, Fine‑Grained Label, and Flow Parameters
   The VLAN or fine‑grained label and flow parameters to be used in
   the Packet Delay Monitoring messages.

‑  Transmission Rate
   The transmission rate at which the Packet Delay Monitoring
   messages are to be sent.

‑  Monitoring Interval
   The total duration of time for which a single Packet Delay
   Monitoring probe is to continue.

‑  Repeat Count
   The number of probe operations to be performed.  For on‑demand
   monitoring, this is typically set to 1.  For proactive monitoring
   this may be set to allow for infinite monitoring.

‑  Hop Count
   The hop count to be used in the Packet Delay Monitoring messages.

‑  Mode
   Indicates whether one‑way or two‑way delay measurement is
   required.




6.2. TRILL OAM Notifications

   TRILL OAM mechanisms should trigger notifications to alert operators
   to certain conditions.  Such conditions include but are not limited
   to:



   -  Faults detected by proactive mechanisms.



   -  Reception of event-driven defect indications.



   -  Logged security incidents pertaining to the OAM Message Channel.



   -  Protocol errors (for example, as caused by misconfiguration).



   Notifications generated by TRILL OAM mechanisms may be via SNMP,
   Syslog messages [RFC5424], or any other standard management protocol
   that supports asynchronous notifications.




6.3. Collecting Performance Monitoring Metrics

   When performing the optional TRILL OAM performance monitoring
   functions, two RBridge designations are involved: a source RBridge
   and a target RBridge.  The source RBridge is the one from which the
   performance monitoring probe is initiated, and the target RBridge is
   the destination of the probe.  The goal is to monitor performance
   characteristics between the two RBridges.  The RBridge from which the
   network operator can extract the results of the probe (the
   performance monitoring metrics) depends on whether one-way or two-way
   performance monitoring functions are performed:



   -  In the case of one-way performance monitoring functions, the
      metrics will be available at the target RBridge.



   -  In the case of two-way performance monitoring functions, all the
      metrics will be available at the source RBridge, and a subset will
      be available at the target RBridge.  More specifically, metrics in
      the direction from source to target as well as the direction from
      target to source will be available at the source RBridge.  Metrics
      in the direction from source to target will be available at the
      target RBridge.




7. Security Considerations

   TRILL OAM must provide mechanisms for:



   -  Preventing denial-of-service attacks caused by exploitation of the
      OAM Message Channel, where a rogue device may overload the
      RBridges and the network with OAM messages.  This could lead to
      interruption of the OAM services and, in the extreme case, disrupt
      network connectivity.  Mechanisms such as control-plane policing
      combined with shaping or rate limiting of OAM messaging can be
      employed to mitigate this.



   -  Optionally authenticating at communicating endpoints (MEPs and
      MIPs) that an OAM message has originated at an appropriate
      communicating endpoint.



   -  Preventing TRILL OAM packets from leaking outside of the TRILL
      network or outside their corresponding Maintenance Domain.  This
      can be done by having MEPs implement a filtering function based on
      the Maintenance Level associated with received OAM packets.



   For general TRILL Security Considerations, see [RFC6325].
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1. Introduction

   Faster convergence is a critical feature of Transparent
   Interconnection of Lots of Links (TRILL) [RFC6325] networks.  The
   TRILL IS-IS Hellos [RFC7177] [IS-IS] used between RBridges provide a
   basic neighbor and continuity check for TRILL links.  However,
   failure detection by non-receipt of such Hellos is based on the
   Holding Time parameter that is commonly set to a value of tens of
   seconds and, in any case, has a minimum expressible value of one
   second.



   Some applications, including Voice over IP, may wish, with high
   probability, to detect interruptions in continuity within a much
   shorter time period.  In some cases, physical-layer failures can be
   detected very rapidly, but this is not always possible, such as when
   there is a failure between two bridges that are in turn between two
   RBridges.  There are also many subtle failures possible at higher
   levels.  For example, some forms of failure could affect unicast
   frames while still letting multicast frames through; since all TRILL
   IS-IS Hellos are multicast, such a failure cannot be detected with
   Hellos.  Thus, a low-overhead method for frequently testing
   continuity for the TRILL Data between neighbor RBridges is necessary
   for some applications.  The BFD protocol [RFC5880] provides a low-
   overhead method for the rapid detection of connectivity failures.



   BFD is a widely deployed OAM [RFC6291] mechanism in IP and MPLS
   networks, using UDP and ACH encapsulation, respectively.  This
   document describes a TRILL encapsulation for BFD packets for networks
   that forward based on the TRILL Header.




1.1. Terminology

   This document uses the acronyms defined in [RFC6325] along with the
   following:



      BFD: Bidirectional Forwarding Detection



      IP: Internet Protocol



      IS-IS: Intermediate System to Intermediate System



      MH: Multi-Hop



      PPP: Point-to-Point Protocol



      OAM: Operations, Administration, and Maintenance



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].




2. BFD over TRILL

   TRILL supports unicast neighbor BFD Echo and one-hop and multi-hop
   BFD Control, as specified below, over the RBridge Channel facility
   [RFC7178].  (Multi-destination BFD is a work in progress [MultiBFD].)
   BFD-over-TRILL support is similar to BFD-over-IP support [RFC5881],
   except where differences are explicitly mentioned.



   Asynchronous and demand modes MUST be supported [RFC5880].  BFD over
   TRILL supports the Echo function; however, implementation of TRILL
   BFD Echo is optional, and it can only be used for single-hop
   sessions.



   The TRILL Header hop count in the BFD packets is sent out with the
   maximum value of 0x3F.  To prevent spoofing attacks, the TRILL hop
   count of a received session is checked [RFC5082].  For a single-hop
   session, if the hop count is less than 0x3F and the RBridge Channel
   Header MH flag is zero, the packet is discarded.  For multi-hop
   sessions, the hop count check can be disabled if the MH flag is one.



   As in BFD for IP, the format of the Echo Packet content is not
   defined.



   New RBridge Channel code points for BFD TRILL Control and BFD Echo
   packets are specified.



   Authentication mechanisms as supported in BFD are also supported for
   BFD running over TRILL.




2.1. Sessions and Initialization

   Within an RBridge campus, there will be no more than one TRILL BFD
   Control session from any RBridge RB1 to RBridge RB2 for each RB1
   TRILL port.  This BFD session must be bound to this interface.  As
   such, both sides of a session MUST take the "Active" role (sending
   initial BFD Control packets with a zero value of Your Discriminator),
   and any BFD packet from the remote machine with a zero value of Your
   Discriminator MUST be associated with the session bound to the remote
   system and interface.



   Note that TRILL BFD provides OAM facilities for the TRILL data plane.
   This is above whatever protocol is in use on a particular link, such
   as a pseudowire [RFC7173], Ethernet [RFC6325], or PPP link [RFC6361].
   Link-technology-specific OAM protocols may be used on a link between
   neighbor RBridges, for example, Continuity Fault Management [802.1Q]
   if the link is Ethernet.  But such link-layer OAM (and coordination
   between it and OAM in the TRILL data-plane layer, such as TRILL BFD)
   is beyond the scope of this document.



   If lower-level mechanisms are in use, such as link aggregation
   [802.1AX], that present a single logical interface to TRILL IS-IS,
   then only a single TRILL BFD session can be established to any other
   RBridge over this logical interface.  However, lower-layer OAM could
   be aware of and/or run separately on each of the components of an
   aggregation.




3. TRILL BFD Control Protocol

   TRILL BFD Control frames are unicast TRILL RBridge Channel frames
   [RFC7178].  The RBridge Channel Protocol value is given in Section 8.
   The protocol-specific data associated with the TRILL BFD Control
   protocol is as shown in Section 4.1 of [RFC5880].




3.1. One-Hop TRILL BFD Control

   One-hop TRILL BFD Control is typically used to rapidly detect link
   and RBridge failures.  TRILL BFD frames over one hop for such
   purposes SHOULD be sent with high priority; that is, the Inner.VLAN
   tag priority should be 7, they should be queued for transmission as
   maximum priority frames, and, if they are being sent on an Ethernet
   link where the output port is configured to include an Outer.VLAN
   tag, that tag should specify priority 7.



   For neighbor RBridges RB1 and RB2, each RBridge sends one-hop TRILL
   BFD Control frames to the other only if TRILL IS-IS has detected
   bidirectional connectivity; that is, the adjacency is in the 2-Way or
   Report state [RFC7177], and both RBridges indicate support of TRILL
   BFD is enabled.  The BFD-Enabled TLV is used to indicate this as
   specified in [RFC6213].




3.2. BFD Control Frame Processing

   The following tests SHOULD be performed on received TRILL BFD Control
   frames before generic BFD processing.



   o  Is the M bit in the TRILL Header non-zero?  If so, discard the
      frame.  (Multi-destination BFD is a work in progress [MultiBFD].)
      Failure to perform this test would make a denial-of-service attack
      using bogus multi-destination BFD Control frames easier.



   o  If the Channel Header MH flag is zero, indicating one hop, test
      that the TRILL Header hop count received was 0x3F (i.e., is 0x3E
      if it has already been decremented); if it is any other value,
      discard the frame.  If the Channel Header MH flag is one,
      indicating multi-hop, test that the TRILL Header hop count
      received was not less than a configurable value that defaults to
      0x30.  If it is less, discard the frame.  Failure to perform these
      tests would make it easier to spoof BFD Control frames.  However,
      if forged BFD Control frames are a concern, then BFD
      Authentication [RFC5880] should be used.




4. TRILL BFD Echo Protocol

   A TRILL BFD Echo frame is a unicast RBridge Channel frame, as
   specified in [RFC7178], which should be forwarded back by an
   immediate neighbor because both the ingress and egress nicknames are
   set to a nickname of the originating RBridge.  Normal TRILL Data
   frame forwarding will cause the frame to be returned unless micro-
   loop suppression logic in the neighbor RBridge prohibits sending a
   frame back out the port on which it was received or the like.
   RBridges with such prohibitions cannot support BFD Echo.  The TRILL
   OAM protocol number for BFD Echo is given in Section 8.



   TRILL BFD Echo frames SHOULD be sent on a link only if the following
   conditions are met.  An Echo originating under other circumstances
   will consume bandwidth and CPU resources but is unlikely to be
   returned.



   -  A TRILL BFD Control session has been established,



   -  TRILL BFD Echo support is indicated by the RBridge that would
      potentially respond to the BFD Echo,



   -  The adjacency is in the Report state [RFC7177], and



   -  The TRILL BFD Echo originating RBridge wishes to make use of this
      optional feature.



   Since the originating RBridge is the RBridge that will be processing
   a returned Echo frame, the entire TRILL BFD Echo protocol-specific
   data area is considered opaque and left to the discretion of the
   originating RBridge.  Nevertheless, it is suggested that this data
   include information by which the originating RBridge can authenticate
   the returned BFD Echo frame and confirm the neighbor that echoed the
   frame back.  For example, it could include its own System ID, the
   neighbor's System ID, a session identifier, and a sequence count as
   well as a Message Authentication Code.




4.1. BFD Echo Frame Processing

   The following tests MUST be performed on returned TRILL BFD Echo
   frames before other processing.  The RBridge Channel document
   [RFC7178] requires that the information in the TRILL Header be given
   to the BFD protocol.



   o  Is the M bit in the TRILL Header non-zero?  If so, discard the
      frame.  (Multi-destination BFD is a work in progress [MultiBFD].)



   o  The TRILL BFD Echo frame should have gone exactly two hops, so
      test that the TRILL Header hop count as received was 0x3E (i.e.,
      0x3D if it has already been decremented), and if it is any other
      value, discard the frame.  The RBridge Channel Header in the frame
      MUST have the MH bit equal to one, and if it is zero, discard the
      frame.




5. Management and Operations Considerations

   The TRILL BFD parameters on an RBridge are configurable.  The default
   values are the same as in the IP BFD case [RFC5881], except where
   specified in this document, such as for hop count.



   It is up to the operator of an RBridge campus to configure the rates
   at which TRILL BFD frames are transmitted on a link to avoid
   congestion (e.g., link, input/output (I/O), CPU) and false failure
   detection.  See also the discussion of congestion in Section 2 of
   [RFC5881].



   As stated in [RFC5880]:



      It is worth noting that a single BFD session does not consume a
      large amount of bandwidth.  An aggressive session that achieves a
      detection time of 50 milliseconds, by using a transmit interval of
      16.7 milliseconds and a detect multiplier of 3, will generate 60
      packets per second.  The maximum length of each packet on the wire
      is on the order of 100 bytes, for a total of around 48 kilobits
      per second of bandwidth consumption in each direction.




6. Default Authentication

   Consistent with TRILL's goal of being able to operate with minimum
   configuration, the default for BFD authentication between neighbor
   RBridges is based on the state of the IS-IS shared secret
   authentication for Hellos between those RBridges as detailed below.
   The BFD authentication algorithm and methods in this section MUST be
   implemented at an RBridge if TRILL IS-IS authentication and BFD are
   implemented at that RBridge.  If such BFD authentication is
   configured, then its configuration is not restricted by the
   configuration of IS-IS security.



   If IS-IS authentication is not in effect between neighbor RBridges,
   then, by default, TRILL BFD between those RBridges is also unsecured.



   If such IS-IS authentication is in effect, then, unless configured
   otherwise, TRILL BFD Control frames sent between those RBridges MUST
   use BFD Meticulous Keyed SHA1 authentication [RFC5880].  The BFD
   authentication keys between neighbor RBridges by default are derived
   from the IS-IS shared secret authentication keys for Hellos between
   those RBridges as detailed below.  However, such BFD authentication
   keys MAY be configured to some other value.



     HMAC-SHA256 ( ( "TRILL BFD Control" | originPortID | originSysID ),

                   IS-IS-shared-key )



   In the above, "|" indicates concatenation; HMAC-SHA256 is as
   described in [FIPS180] and [RFC6234]; and "TRILL BFD Control" is the
   17-byte US ASCII [ASCII] string indicated that is then concatenated
   with the 2-byte Port ID of the originating port and the 6-byte IS-IS
   System ID of the originating RBridge, the last two items being in
   network byte order.  The Port and System IDs are included to minimize
   exposure of the same key to improve resistance to cryptanalysis.
   IS-IS-shared-key is secret keying material being used for IS-IS
   authentication on the link.



   The use of the above derived key is accomplished by associating the
   above default authentication type and key with the Key ID of the
   IS-IS-shared-key used in the derivation and then using that Key ID in
   the Authentication Section of the BFD Control frame OAM protocol-
   specific data.  Also, Auth Type would be 5, and Auth Len would be 28
   in the Authentication Section.  RBridges MAY be configured to use
   other BFD security modes or keying material or configured to use no
   security.



   Authentication for TRILL BFD Echo is a local implementation issue as
   BFD Echo frames are authenticated by their sender when returned by a
   neighbor.  However, if TRILL IS-IS and BFD Control are being
   authenticated to a neighbor and BFD Echo is in use, BFD Echo frames
   to be returned by that neighbor should be authenticated, and such
   authentication should use different keying material from other types
   of authentication.  For example, it could use keying material derived
   as follows, where "|" indicates concatenation:



     HMAC-SHA256 ( ( "TRILL BFD Echo" | originPortID | originSysID ),

                   IS-IS-shared-key )




7. Security Considerations

   BFD over TRILL utilizes the RBridge Channel extension to the TRILL
   protocol and is generally analogous to BFD over IP.  As such, the BFD
   authentication facility is available to authenticate BFD-over-TRILL
   packet payloads, but no encryption or other security features are
   provided at the BFD-over-TRILL level.  See the following:



   -  [RFC5881] for general BFD security considerations,



   -  [RFC7178] for general RBridge Channel security considerations, and



   -  [RFC6325] for general TRILL protocol security considerations.



   Section 3.2 describes security concerns with multi-hop BFD Control
   packets and failure to check the TRILL Header M bit in BFD Control
   packets.




8. IANA Considerations

   IANA has allocated two RBridge Channel protocol numbers [RFC7178]
   from the Standards Action range, as follows:



Protocol     Number
‑‑‑‑‑‑‑‑     ‑‑‑‑‑‑
BFD Control  0x002
BFD Echo     0x003
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Abstract

   The IETF Transparent Interconnection of Lots of Links (TRILL)
   protocol supports arbitrary link technologies between TRILL switches,
   including point-to-point links and multi-access Local Area Network
   (LAN) links that can have multiple TRILL switches and end stations
   attached.  TRILL uses Intermediate System to Intermediate System
   (IS-IS) routing.  This document specifies the establishment,
   reporting, and termination of IS-IS adjacencies between TRILL
   switches, also known as RBridges (Routing Bridges).  It also concerns
   four other link-local aspects of TRILL: Designated RBridge (DRB)
   selection, MTU (Maximum Transmission Unit) testing, pseudonode
   creation, and BFD (Bidirectional Forwarding Detection) session
   bootstrapping in connection with adjacency.  State diagrams are
   included where appropriate.  This document obsoletes RFC 6327 and
   updates RFC 6325.
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1. Introduction

   The IETF Transparent Interconnection of Lots of Links (TRILL)
   protocol [RFC6325] provides optimal pair-wise data frame forwarding
   without configuration, safe forwarding even during transient loops,
   and support for transmission of both unicast and multicast traffic
   taking advantage of multiple paths in multi-hop networks with
   arbitrary topology.  End stations are connected to TRILL switches
   with Ethernet, but TRILL switches can be interconnected with
   arbitrary link technology.  TRILL accomplishes this by using [IS-IS]
   (Intermediate System to Intermediate System) link-state routing
   [RFC1195] [RFC7176] and a header in TRILL Data packets that includes
   a hop count.  The design supports data labeling by Virtual Local Area
   Networks (VLANs) and fine-grained labels [RFC7172] as well as
   optimization of the distribution of multi-destination frames based on
   data label and multicast groups.  Devices that implement TRILL are
   called TRILL switches or RBridges (Routing Bridges).



   This document provides detailed specifications for five of the link-
   local aspects of the TRILL protocol used on broadcast links (also
   called LAN or multi-access links) and for the three of these aspects
   that are also used on point-to-point (P2P) links.  It includes state
   diagrams and implementation details where appropriate.  Alternative
   implementations that interoperate on the wire are permitted.



   The scope of this document is limited to the following aspects of the
   TRILL protocol; their applicability, along with the most relevant
   section of this document, are as shown here:



LAN  P2P  Section  Link‑Local Aspect
‑‑‑  ‑‑‑  ‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

 X    X      3     Adjacency formation and dissolution
 X           4     DRB (Designated RBridge) election
 X    X      5     MTU (Maximum Transmission Unit) matching
 X    X      6     1‑hop BFD (Bidirectional Forwarding Detection)
                      for adjacency
 X           7     Creation and use of pseudonodes [IS‑IS]



                      Table 1: LAN/P2P Applicability



   There is no DRB (also known as DIS (Designated Intermediate System))
   election and no pseudonode creation on links configured as point-to-
   point.



   For other aspects of the TRILL base protocol, see [RFC6325],
   [RFC6439], [RFC7180], and [ESADI].



   This document obsoletes [RFC6327].  See Appendix A for a summary of
   changes from [RFC6327].  This document updates [RFC6325] as described
   in Appendix B.




1.1. Content and Precedence

   In cases of conflict between this document and [RFC6325], this
   document prevails.



   Section 2 below explains the rationale for the differences between
   the TRILL Hello protocol and the Layer 3 IS-IS Hello protocol in
   light of the environment for which the TRILL protocol is designed.
   It also describes the purposes of the TRILL Hello protocol.



   Section 3 describes the adjacency state machine, its states, and its
   relevant events.



   Section 4 describes the Designated RBridge (DRB) election state
   machine for RBridge LAN ports, its states, and its relevant events.



   Section 5 describes MTU testing and matching on a TRILL link.



   Section 6 discusses one-hop BFD session bootstrapping in connection
   with adjacency.



   Section 7 discusses pseudonode creation and use on LAN links.



   Section 8 provides more details on the reception and transmission of
   TRILL Hellos.



   Section 9 discusses the case of multiple ports from one RBridge on
   the same link.




1.2. Terminology and Acronyms

   This document uses the acronyms defined in [RFC6325], supplemented by
   the following additional acronyms:



      BFD - Bidirectional Forwarding Detection [RFC7175].



      SNPA - Subnetwork Point of Attachment [IS-IS].



      TRILL switch - an alternative name for an RBridge.



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].




2. The TRILL Hello Environment and Purposes

   [IS-IS] has subnetwork-independent functions and subnetwork-dependent
   functions.  Currently, Layer 3 use of IS-IS supports two types of
   subnetworks: (1) point-to-point link subnetworks between routers and
   (2) general broadcast (LAN) subnetworks.  Because of the differences
   between the environment of Layer 3 routers and the environment of
   TRILL RBridges, instead of the subnetwork-dependent functions used at
   Layer 3, which are specified in Sections 8.2 and 8.4 of [IS-IS], the
   TRILL protocol uses modified subnetwork-dependent functions for
   point-to-point subnetworks and broadcast (LAN) subnetworks.  The
   differences between the TRILL and Layer 3 environments are described
   in Sections 2.1 through 2.4 followed by a summation, in Section 2.5,
   of the purposes of the TRILL Hello protocol.




2.1. RBridge Interconnection by Ethernet

   TRILL supports the interconnection of RBridges by multi-access LAN
   links such as Ethernet.  Because this includes general bridged LANs
   [802.1Q], the links between RBridges may contain devices or services
   that can restrict VLAN connectivity, such as [802.1Q] bridges or
   carrier Ethernet services.  In addition, RBridge Ethernet ports, like
   [802.1Q] ports, can be configured to restrict input/output on a VLAN
   basis.



For this reason, TRILL Data and TRILL IS‑IS packets are sent on
Ethernet links in a Designated VLAN that is assumed to provide
connectivity between all RBridges on the link.  The Designated VLAN
is dictated for a LAN link by the elected Designated RBridge on that
link (DRB, equivalent to the Designated Intermediate System at
Layer 3).  On an RBridge Ethernet port configured as point‑to‑point,
TRILL Data and IS‑IS packets are sent in that port's Desired
Designated VLAN, regardless of the state of any other ports on the
link.  Connectivity on an Ethernet link configured as point‑to‑point
generally depends on both ends being configured with the same Desired
Designated VLAN.  Because TRILL Data packets flow between RBridges on
an Ethernet link only in the link's Designated VLAN, adjacency for
routing calculations is based only on connectivity characteristics in
that VLAN.



   (Non-Ethernet links, such as PPP [RFC6361] generally do not have any
   Outer.VLAN labeling, so the Designated VLAN for such links has no
   effect.)




2.2. Handling Native Frames

   This section discusses the handling of "native" frames as defined in
   Section 1.4 of [RFC6325].  As such, this section is not applicable to
   point-to-point links between TRILL switches or any link where all the
   TRILL switch ports on the link have been configured as "trunk ports"
   by setting the end-station service disable bit for the port (see
   Section 4.9.1 of [RFC6325]).



   Layer 3 data packets, such as IP packets, are already "tamed" when
   they are originated by an end station: they include a hop count and
   Layer 3 source and destination address fields.  Furthermore, for
   ordinary data packets, there is no requirement to preserve any outer
   Layer 2 addressing, and, if the packets are unicast, they are
   explicitly addressed to their first-hop router.



   In contrast, TRILL switches must accept, transport, and deliver
   "untamed" native frames: native frames that lack a hop count field
   usable by TRILL and have Layer 2 MAC (Media Access Control) addresses
   that indicate their source and destination.  These Layer 2 addresses
   must be preserved for delivery to the native frame's Layer 2
   destination.  One resulting difference is that RBridge ports
   providing native frame service must receive in promiscuous MAC
   address mode, while Layer 3 router ports typically receive in a
   selective MAC address mode.



   TRILL handles these requirements by having, on the link where an end
   station originates a native frame, one RBridge "ingress" such a
   locally originated native frame by adding a TRILL Header that
   includes a hop count, thus converting it to a TRILL Data packet.
   This augmented packet is then routed to one RBridge on the link
   having the destination end station for the frame (or one RBridge on
   each such link if it is a multi-destination frame).  Such final
   RBridges perform an "egress" function, removing the TRILL Header and
   delivering the original frame to its destination(s).  (For the
   purposes of TRILL, a Layer 3 router is an end station.)



   Care must be taken to avoid a loop that would involve egressing a
   native frame and then re-ingressing it because, while it is in native
   form, it would not be protected by a hop count and could loop
   forever.  Such a loop could, for multi-destination frames, even
   involve multiplication of the number of frames each time around and
   would likely saturate all links involved within milliseconds.  For
   TRILL, safety against such loops for a link is more important than
   transient loss of data connectivity on that link.



   The primary TRILL defense mechanism against such loops, which is
   mandatory, is to assure that, as far as practically possible, there
   is only a single RBridge that is in charge of ingressing and
   egressing native frames from and to a link where TRILL is offering
   end-station service.  This is the Designated RBridge and Appointed
   Forwarder mechanism initially specified in the TRILL base protocol
   [RFC6325], discussed in Section 2.5 below, and further specified in
   both Section 4 below and [RFC6439].




2.3. Zero or Minimal Configuration

   TRILL provides connectivity and least-cost paths with zero
   configuration.  For additional services, it strives to require only
   minimal configuration; however, services that require configuration
   when offered by [802.1Q] bridges, such as non-default VLANs or
   priority, will require configuration.  This differs from Layer 3
   routing where routers typically need to be configured as to the
   subnetworks connected to each port, etc., to provide service.




2.4. MTU Robustness

   TRILL IS-IS needs to be robust against links with reasonably
   restricted MTUs, including links that accommodate only the classic
   Ethernet frame size, despite the addition of reasonable headers such
   as VLAN tags.  Such robustness is particularly required for TRILL
   Hellos to assure correct adjacency and the election of a unique DRB
   on LAN links.



   TRILL will also be used inside data centers where it is common for
   all or most of the links and switches to support frames substantially
   larger than the classic Ethernet maximum size.  For example, they may
   have an MTU adequate to comfortably handle Fiber Channel over
   Ethernet frames, for which T11 recommends a 2,500-byte MTU [FCoE], or
   even 9K byte jumbo frames.  It would be beneficial for a TRILL campus
   with such a large MTU to be able to safely make use of it.



   These needs are met by a mandatory maximum on the size of TRILL
   Hellos and by the optional use of MTU testing as described below.




2.5. Purposes of the TRILL Hello Protocol

   There are three purposes for the TRILL Hello protocol.  They are
   listed below, along with a reference to the section of this document
   in which each is discussed:



   1. To determine which RBridge neighbors have acceptable connectivity
      to be reported as part of the topology (Section 3)



   2. To elect a unique Designated RBridge on broadcast (LAN) links
      (Section 4)



   3. To determine the MTU with which it is possible to safely
      communicate with each RBridge neighbor (Section 5)



   In Layer 3 IS-IS, all three of these functions are combined.  Hellos
   may be padded to the maximum length (see [RFC3719], Section 6) so
   that a router neighbor is not discovered if it is impossible to
   communicate with it using maximum-sized Layer 3 IS-IS packets.  Also,
   even if Hellos from a neighbor R2 are received by R1, if connectivity
   to R2 is not 2-way (i.e., R2 does not list R1 in R2's Hello), then R1
   does not consider R2 as a Designated Intermediate System (Designated
   Router) candidate.  Because of this logic, it is possible at Layer 3
   for multiple Designated Routers to be elected on a LAN, with each
   representing the LAN as a pseudonode.  It appears to the topology as
   if the LAN is now two or more separate LANs.  Although this is
   surprising, this does not cause problems for Layer 3.



   In contrast, this behavior is not acceptable for TRILL, since in
   TRILL it is important that all RBridges on a link know about each
   other, and on broadcast (LAN) links that they choose a single RBridge
   to be the DRB to control the native frame ingress and egress.
   Otherwise, multiple RBridges might ingress/egress the same native
   frame, forming loops that are not protected by the hop count in the
   TRILL Header as discussed above.



The TRILL Hello protocol is best understood by focusing separately on
each of these three functions listed above, which we do in
Sections 3, 4, and 5.



   One other issue with TRILL LAN Hellos is to ensure that subsets of
   the information can appear in any single message, and be processable,
   in the spirit of IS-IS Link State PDUs (LSPs) and Complete Sequence
   Number PDUs (CSNPs).  LAN TRILL Hello packets, even though they are
   not padded, can become very large.  An example where this might be
   the case is when some sort of backbone technology interconnects
   hundreds of TRILL sites over what would appear to TRILL to be a giant
   Ethernet, where the RBridges connected to that cloud will perceive
   that backbone to be a single link with hundreds of neighbors.  Thus,
   the TRILL LAN Hello uses a different Neighbor TLV [RFC7176] that
   lists neighbors seen for a range of MAC (SNPA) addresses.




3. Adjacency State Machinery

   Each RBridge port has associated with it a port state, as discussed
   in Section 4, and a table of zero or more adjacencies (if the port is
   configured as point-to-point, zero, or one) as discussed in this
   section.  The states such adjacencies can have, the events that cause
   adjacency state changes, the actions associated with those state
   changes, a state table, and a state diagram are given below.




3.1. TRILL Hellos, Ports, and VLANs

   The determination of adjacencies on links is made using TRILL Hellos
   (see Section 8), an optional MTU test (see Section 5), and,
   optionally, BFD (see Section 6) and/or other connectivity tests.  If
   the MAC (SNPA) addresses of more than one RBridge port on a broadcast
   link are the same, all but one of such ports are put in the Suspended
   state (see Section 4) and do not participate in the link, except to
   monitor whether they should stay suspended.  If the two ports on a
   point-to-point link have MAC (SNPA) addresses, it does not affect
   TRILL operation if they are the same.  (PPP ports, for example, do
   not have MAC addresses [RFC6361].)



   The following items MUST be the same for all TRILL Hellos issued by
   an RBridge on a particular Ethernet port, regardless of the VLAN in
   which the Hello is sent:



   - Source MAC address,



   - Priority to be the DRB,



   - Desired Designated VLAN,



   - Port ID, and,



   - if included, BFD-Enabled TLV [RFC6213] and PORT-TRILL-VER

     sub-TLV [RFC7176].



   Of course, the priority, Desired Designated VLAN, and possibly the
   inclusion or value of the PORT-TRILL-VER sub-TLV, and/or BFD-Enabled
   TLV can change on occasion, but then the new value(s) must similarly
   be used in all TRILL Hellos on the LAN port, regardless of VLAN.



   On broadcast links:



      Because bridges acting as glue on an Ethernet broadcast link might
      be configured in such a way that some VLANs are partitioned, it is
      necessary for RBridges to transmit Hellos on Ethernet links with
      multiple VLAN tags.  The conceptually simplest solution may have
      been to have RBridges transmit up to 4,094 times as many Hellos,
      one with each legal VLAN ID enabled at each port, but this would
      obviously have deleterious performance implications.  So, the
      TRILL protocol specifies that if RB1 knows it is not the DRB, it
      transmits its Hellos on only a limited set of VLANs.  Only an
      RBridge that believes itself to be the DRB on a broadcast Ethernet
      link "sprays" its TRILL Hellos on all of its enabled VLANs at the
      port.  And in both cases, an RBridge can be configured to send
      Hellos on only a subset of those VLANs.  The details are given in
      [RFC6325], Section 4.4.3.



   On point-to-point links:



      If the link technology is VLAN sensitive, such as Ethernet, an
      RBridge sends TRILL Hellos only in the Desired Designated VLAN for
      which it is configured.




3.2. Adjacency Table Entries and States

   Every adjacency is in one of four states, whether it is one of the
   adjacencies on a broadcast link or the one possible adjacency on a
   point-to-point link.  An RBridge participates in LSP synchronization
   at a port as long as it has one or more adjacencies out of that port
   that are in the 2-Way or Report state.



   Down: This is a virtual state for convenience in creating state

      diagrams and tables.  It indicates that the adjacency is
      nonexistent, and there is no entry in the adjacency table for it.



   Detect: A neighbor RBridge has been detected through receipt of a

      TRILL Hello, but either 2-way connectivity has not been confirmed
      or the detection was on an Ethernet link in a VLAN other than the
      Designated VLAN.



   2-Way: 2-way connectivity to the neighbor has been found and, if the

      link is Ethernet, it was found on the Designated VLAN, but some
      enabled test, such as the link MTU meeting the minimum campus
      requirement or BFD confirming link connectivity, has not yet
      succeeded.



   Report: There is 2-way connectivity to the neighbor (on the

      Designated VLAN if an Ethernet link); all enabled tests have
      succeeded, including, if enabled, MTU and/or BFD testing.  This
      state will cause adjacency to be reported in an LSP (with
      appropriate provision for a pseudonode, if any, as described in
      Section 7).



   For an adjacency in any of the three non-Down states (Detect, 2-Way,
   or Report), there will be an adjacency table entry.  That entry will
   give the state of the adjacency and will also include the information
   listed below.



   o  The address, if any, of the neighbor, the Port ID, and the System
      ID in the received Hellos.  Together, these three quantities
      uniquely identify the adjacency on a broadcast link.



   o  One or more Hello holding timers.  For a point-to-point adjacency,
      there is a single Hello holding timer.  For a broadcast LAN
      adjacency, there are exactly two Hello holding timers: a
      Designated VLAN holding timer and a non-Designated VLAN holding
      timer.  Each timer consists of a 16-bit unsigned integer number
      of seconds.



   o  If the adjacency is on a broadcast link, the 7-bit unsigned
      priority of the neighbor to be the DRB.



   o  The 5 bytes of data from the PORT-TRILL-VER received in the most
      recent TRILL Hello from the neighbor RBridge.



   o  The VLAN that the neighbor RBridge wants to be the Designated VLAN
      on the link, called the Desired Designated VLAN.



   o  For an adjacency table at an RBridge that supports BFD, a flag
      indicating whether the last received TRILL Hello from the neighbor
      RBridge contained a BFD-Enabled TLV (see Section 6).




3.3. Adjacency and Hello Events

   The following events can change the state of an adjacency:



   A0. Receive a TRILL Hello for a broadcast LAN adjacency whose source

       MAC address (SNPA) is equal to that of the port on which it is
       received.  This is a special event that cannot occur on a port
       configured as point-to-point and is handled as described
       immediately after this list of events.  It does not appear in the
       state transition table or diagram.



   A1. Receive a TRILL Hello (other than an A0 event) such that:



       - If received on an Ethernet port, it was received in the
         Designated VLAN.



       - If received for a broadcast LAN adjacency, it contains a TRILL
         Neighbor TLV that explicitly lists the receiving port's (SNPA)
         address.



       - If received for a point-to-point adjacency, it contains a
         Three-Way Handshake TLV with the receiver's System ID and
         Extended Circuit ID.



   A2. Event A2 is not possible for a port configured as point-to-point.

       Receive a TRILL Hello (other than an A0 event) such that either



       - The port is Ethernet and the Hello was not on the Designated
         VLAN (any TRILL Neighbor TLV in such a Hello is ignored), or



       - The Hello does not contain a TRILL Neighbor TLV covering an
         address range that includes the receiver's (SNPA) address.



   A3. Receive a TRILL Hello (other than an A0 event) such that:



       - If received on an Ethernet port, it was received in the
         Designated VLAN.



       - If received for a broadcast LAN adjacency, it contains one or
         more TRILL Neighbor TLVs covering an address range that
         includes the receiver's (SNPA) address and none of which list
         the receiver.



       - If received for a point-to-point adjacency, it contains a
         Three-Way Handshake TLV with either the System ID or Extended
         Circuit ID or both not equal to that of the receiver.



   A4. Either



       (1) the Hello holding timer expires on a point-to-point

           adjacency, or



       (2) on a broadcast LAN adjacency,



           (2a) both Hello timers expire simultaneously or



           (2b) one Hello timer expires when the other Hello timer is

                already in the expired state.



   A5. For a broadcast LAN adjacency, the Designated VLAN Hello holding

       timer expires, but the non-Designated VLAN Hello holding timer
       still has time left until it expires.  This event cannot occur
       for a point-to-point adjacency.



   A6. MTU if enabled, BFD if enabled, and all other enabled

       connectivity tests successful.



   A7. MTU if enabled, BFD if enabled, and all other enabled

       connectivity tests were successful but one or more now fail.



   A8. The RBridge port goes operationally down.



   For the special A0 event, the Hello is examined to determine if it
   has a higher priority than the port on which it is received such that
   the sending port should be the DRB as described in Section 4.2.1.  If
   the Hello is of lower priority than the receiving port, it is
   discarded with no further action.  If it is of higher priority than
   the receiving port, then any adjacencies for the receiving port are
   discarded (transitioned to the Down state), and the port is suspended
   as described in Section 4.2.



   The receipt of a TRILL Hello that is not an event A0 causes the
   following actions (except where the Hello would have created a new
   adjacency table entry but both the adjacency table is full and the
   Hello is too low priority to displace an existing entry as described
   in Section 3.6).  The Designated VLAN referred to is the Designated
   VLAN dictated by the DRB determined without taking the received TRILL
   LAN Hello into account (see Section 4) for a broadcast LAN and the
   local Desired Designated VLAN for a port configured as point-to-
   point.



   o  If the receipt of a Hello creates a new adjacency table entry, the
      neighbor RBridge MAC (SNPA) address (if any), Port ID, and System
      ID are set from the Hello.



   o  For a point-to-point adjacency, the Hello holding timer is set
      from the Holding Time field of the Hello.  For a broadcast link
      adjacency, the appropriate Hello holding timer for that adjacency,
      depending on whether or not the Hello was received in the
      Designated VLAN, is set to the Holding Time field of the Hello and
      if the receipt of the LAN Hello is creating a new adjacency table
      entry, the other timer is set to expired.



   o  For a broadcast link adjacency, the priority of the neighbor
      RBridge to be the DRB is set to the priority field of the LAN
      Hello.



   o  For a broadcast link adjacency, the VLAN that the neighbor RBridge
      wants to be the Designated VLAN on the link is set from the Hello.



   o  The 5 bytes of PORT-TRILL-VER data are set from that sub-TLV in
      the Hello or set to zero if that sub-TLV does not occur in the
      Hello.



   o  For a broadcast link, if the creation of a new adjacency table
      entry or the priority update above changes the results of the DRB
      election on the link, the appropriate RBridge port event (D2 or
      D3) occurs, after the above actions, as described in Section 4.2.



   o  For a broadcast link adjacency, if there is no change in the DRB,
      but the neighbor Hello is from the DRB and has a changed
      Designated VLAN from the previous Hello received from the DRB, the
      result is a change in Designated VLAN for the link as specified in
      Section 4.2.3.



   An event A4 resulting in the adjacency transitioning to the Down
   state may also result in an event D3 as described in Section 4.2.



   Concerning events A6 and A7, if none of MTU, BFD, or other testing is
   enabled, A6 is considered to occur immediately upon the adjacency
   entering the 2-Way state, and A7 cannot occur.



   See further TRILL Hello receipt details in Section 8.




3.4. Adjacency State Diagram and Table

   The table below shows the transitions between the states defined
   above, based on the events defined above:



| Event |  Down  | Detect | 2‑Way  | Report |
+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+
|  A1   | 2‑Way  | 2‑Way  | 2‑Way  | Report |
|  A2   | Detect | Detect | 2‑Way  | Report |
|  A3   | Detect | Detect | Detect | Detect |
|  A4   |  N/A   | Down   | Down   | Down   |
|  A5   |  N/A   | Detect | Detect | Detect |
|  A6   |  N/A   |  N/A   | Report | Report |
|  A7   |  N/A   |  N/A   | 2‑Way  | 2‑Way  |
|  A8   | Down   | Down   | Down   | Down   |



                      Table 2: Adjacency State Table



   "N/A" indicates that the event to the left is not applicable in the
   state at the top of the column.  These events affect only a single
   adjacency.  The special A0 event transitions all adjacencies to Down,
   as explained immediately after the list of adjacency events in
   Section 3.3.



   The diagram below presents the same information as that in the state
   table:



       +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
       |     Down      |<‑‑‑‑‑‑‑‑+
       +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+         |
         |     |  ^  |           |
    A2,A3|     |A8|  |A1         |
         |     +‑‑+  |           |
         |           +‑‑‑‑‑‑‑‑‑‑‑|‑‑‑+
         V                       |   |
       +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ A4,A8  |   |
+‑‑‑‑‑>|      Detect    |‑‑‑‑‑‑‑>|   |
|      +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+        |   |
|        |  |         ^          |   |
|      A1|  |A2,A3,A5 |          |   |
|        |  +‑‑‑‑‑‑‑‑‑+          |   |
|        |                       |   |
|        |          +‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑+
|        |          |            |
|        V          V            |
|A3,A5 +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ A4,A8  |
|<‑‑‑‑‑|     2‑Way      |‑‑‑‑‑‑‑>|
|      +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+        |
|       |   ^ |        ^         |
|     A6|   | |A1,A2,A7|         |
|       |   | +‑‑‑‑‑‑‑‑+         |
|       |   |                    |
|       |   |A7                  |
|       V   |                    |
|A3,A5 +‑‑‑‑‑‑‑‑‑‑‑‑‑+ A4,A8     |
|<‑‑‑‑‑|   Report    |‑‑‑‑‑‑‑‑‑‑>|
       +‑‑‑‑‑‑‑‑‑‑‑‑‑+
         |         ^
         |A1,A2,A6 |
         +‑‑‑‑‑‑‑‑‑+



                     Figure 1: Adjacency State Diagram




3.5. Multiple Parallel Links

   There can be multiple parallel adjacencies between neighbor RBridges
   that are visible to TRILL.  (Multiple low-level links that have been
   bonded together by technologies such as link aggregation [802.1AX]
   appear to TRILL as a single link over which only a single TRILL
   adjacency can be established.)



   Any such links that have pseudonodes (see Section 7) are
   distinguished in the topology; such adjacencies, if they are in the
   Report state, appear in LSPs as per Section 7.  However, there can be
   multiple parallel adjacencies without pseudonodes because they are
   point-to-point adjacencies or LAN adjacencies for which a pseudonode
   is not being created.  Such parallel, non-pseudonode adjacencies in
   the Report state appear in LSPs as a single adjacency.  The cost of
   such an adjacency MAY be adjusted downwards to account for the
   parallel paths.  Multipathing across such parallel connections can be
   freely done for unicast TRILL Data traffic on a per-flow basis but is
   restricted for multi-destination traffic, as described in
   Section 4.5.2 (point 3) of [RFC6325] and Appendix C of [RFC6325].




3.6. Insufficient Space in Adjacency Table

   If the receipt of a TRILL Hello would create a new adjacency table
   entry (that is, would transition an adjacency out of the Down state),
   there may be no space for the new entry.  For ports that are
   configured as point-to-point and can thus only have zero or one
   adjacency not in the Down state, it is RECOMMENDED that space be
   reserved for one adjacency so that this condition cannot occur.



   When there is adjacency table space exhaustion, the DRB election
   priority (see Section 4.2.1) of the new entry that would be created
   is compared with the DRB election priority for the existing entries.
   If the new entry is higher priority than the lowest priority existing
   entry, it replaces the lowest priority existing entry, which is
   transitioned to the Down state.




4. LAN Ports and DRB State

   This section specifies the DRB election process in TRILL at a
   broadcast (LAN) link port.  Since there is no such election when a
   port is configured as point-to-point, this section does not apply in
   that case.



   The information at an RBridge associated with each of its broadcast
   LAN ports includes the following:



   o  Enablement bit, which defaults to enabled.



   o  The 5 bytes of PORT-TRILL-VER sub-TLV data used in TRILL Hellos
      sent on the port.



   o  SNPA address (commonly a 48-bit MAC address) of the port.



   o  Port ID, used in TRILL Hellos sent on the port.



   o  The Holding Time, used in TRILL Hellos sent on the port.



   o  The priority to be the DRB, used in TRILL LAN Hellos sent on the
      port.



   o  BFD support.  If the port supports BFD, a BFD Enabled flag that
      controls whether or not a BFD-Enabled TLV is included in TRILL
      Hellos sent on the port.



   o  The DRB state of the port, determined as specified below.



   o  A 16-bit unsigned Suspension Timer, measured in seconds.



   o  The Desired Designated VLAN.  The VLAN this RBridge wants to be
      the Designated VLAN for the link out of this port, used in TRILL
      Hellos sent on the port if the link is Ethernet.



   o  A table of zero or more adjacencies (see Section 3).




4.1. Port Table Entries and DRB Election State

   The TRILL equivalent of the DIS (Designated Intermediate System) on a
   broadcast link is the DRB or Designated RBridge.  The DRB election
   state machinery is described below.



   Each RBridge port that is not configured as point-to-point is in one
   of the following four DRB states:



   Down: The port is operationally down.  It might be administratively

      disabled or down at the link layer.  In this state, there will be
      no adjacencies for the port, and no TRILL Hellos or other TRILL
      IS-IS PDUs or TRILL Data packets are accepted or transmitted.



   Suspended: Operation of the port is suspended because there is a

      higher priority port on the link with the same MAC (SNPA) address.
      This is the same as the Down state, with the exception that TRILL
      Hellos are accepted for the sole purpose of determining whether to
      change the value of the Suspension Timer for the port as described
      below.



   DRB: The port is the DRB and can receive and transmit TRILL Data

      packets.



   Not DRB: The port is deferring to another port on the link, which it

      believes is the DRB, but can still receive and transmit TRILL Data
      packets.




4.2. DRB Election Events

   The following events can change the DRB state of a port.  Note that
   this is only applicable to broadcast links.  There is no DRB state or
   election at a port configured to be point-to-point.



   D1. The port becomes enabled or the Suspension Timer expires while

       the port is in the Suspended state.



   D2. The adjacency table for the port changes, and there are now

       entries for one or more other RBridge ports on the link that
       appear to be higher priority to be the DRB than the local port.



   D3. The port is not Down or Suspended, and the adjacency table for

       the port changes, so there are now no entries for other RBridge
       ports on the link that appear to be higher priority to be the DRB
       than the local port.



   D4. A TRILL LAN Hello is received that has the same MAC address

       (SNPA) as the receiving port and higher priority to be the DRB as
       described for event A0.



   D5. The port becomes operationally down.



   Event D1 is considered to occur on RBridge boot if the port is
   administratively and link-layer enabled.



   Event D4 causes the port to enter the Suspended state and all
   adjacencies for the port to be discarded (transitioned to the Down
   state).  If the port was in some state other than Suspended, the
   Suspension Timer is set to the Holding Time in the Hello that causes
   event D4.  If it was in the Suspended state, the Suspension Timer is
   set to the maximum of its current value and the Holding Time in the
   Hello that causes event D4.




4.2.1. DRB Election Details

   Events D2 and D3 constitute losing and winning the DRB election at
   the port, respectively.



   The candidates for election are the local RBridge and all RBridges
   with which there is an adjacency on the port in an adjacency state
   other than the Down state.  The winner is the RBridge with highest
   priority to be the DRB, as determined from the 7-bit priority field
   in that RBridge's Hellos received and the local port's priority to be
   the DRB field, with MAC (SNPA) address as a tiebreaker, Port ID as a
   secondary tiebreaker, and System ID as a tertiary tiebreaker.  These
   fields are compared as unsigned integers, with the larger magnitude
   being considered higher priority.



   Resorting to the secondary and tertiary tiebreakers should only be
   necessary in rare circumstances when multiple ports have the same
   priority and MAC (SNPA) address and some of them are not yet
   suspended.  For example, RB1, which has low priority to be the DRB on
   the link, could receive Hellos from two other ports on the link that
   have the same MAC address as each other and are higher priority to be
   the DRB.  One of these two ports with the same MAC address will be
   suspended and cease sending Hellos, and the Hello from it received by
   RB1 will eventually time out.  But, in the meantime, RB1 can use the
   tiebreakers to determine which port is the DRB and thus which port's
   Hello to believe for such purposes as setting the Designated VLAN on
   the link.




4.2.2. Change in DRB

   Events D2 and D3 result from a change in the apparent DRB on the
   link.  Unnecessary DRB changes should be avoided, especially on links
   offering native frame service, as a DRB change will generally cause a
   transient interruption to native frame service.



   If a change in the DRB on the link changes the Designated VLAN on an
   Ethernet link, the actions specified in Section 4.2.3 are taken.



   If an RBridge changes in either direction between being the DRB and
   not being the DRB at a port, this will generally change the VLANs on
   which that RBridge sends Hellos through that port, as specified in
   Section 4.4.3 of [RFC6325].




4.2.3. Change in Designated VLAN

   Unnecessary changes in the Designated VLAN on an Ethernet link should
   be avoided because a change in the Designated VLAN can cause a
   transient interruption to adjacency and thus to TRILL Data forwarding
   on the link.  When practical, all RBridge ports on a link should be
   configured with the same Desired Designated VLAN so that if the
   winner of the DRB election changes for any reason, the Designated
   VLAN will remain the same.



   If an RBridge detects a change in Designated VLAN on an Ethernet
   link, then, for all adjacency table entries for a port to that link,
   the RBridge takes the following steps, in the order given.



   o  The non-Designated VLAN Hello holding timer is set to the maximum
      of its time to expiration and the current time to expiration of
      the Designated VLAN Hello holding timer.



   o  The Designated VLAN Hello holding timer is then set to expired (if
      necessary), and an event A5 occurs for the adjacency (see
      Section 3.3).



   If the Designated VLAN for a link changes, this will generally change
   the VLANs on which Hellos are sent by an RBridge port on that link as
   specified in Section 4.4.3 of [RFC6325].




4.3. Port State Table and Diagram

   The table below shows the transitions between the DRB states defined
   above, based on the events defined above:



| Event | Down   | Suspended |    DRB    |  Not DRB  |
+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
|  D1   | DRB    | DRB       |  N/A      |  N/A      |
|  D2   |  N/A   |  N/A      | Not DRB   | Not DRB   |
|  D3   |  N/A   |  N/A      | DRB       | DRB       |
|  D4   |  N/A   | Suspended | Suspended | Suspended |
|  D5   | Down   | Down      | Down      | Down      |



                         Table 3: Port State Table



   "N/A" indicates that the event to the left is not applicable in the
   state at the top of the column.



   The diagram below presents the same information as in the state
   table:



 +‑‑‑‑‑‑‑‑‑‑‑‑‑+
 |  Down       |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
 +‑+‑‑‑+‑‑‑‑‑‑‑+     ^         |
   |   |   ^         |         |
 D1|   |D5 |         |         |
   |   +‑‑‑+         |D5       |
   |                 |         |
   |        +‑‑‑‑‑‑‑‑+‑‑‑‑+    |
   |        |  Suspended  |<‑‑‑|‑‑‑+
   |        +‑+‑‑‑‑‑+‑‑‑‑‑+    |   |
   |        D1|  ^  |   ^      |   |
   |          |  |  |D4 |      |   |
   |          |  |  +‑‑‑+      |   |
   |          |  |             |   |
   |          |  |D4           |   |
   V          V  |             |   |
 +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑+ D5        |   |
 |          DRB    |‑‑‑‑‑‑‑‑‑‑>|   |
 +‑‑‑‑‑‑‑‑+‑‑+‑‑‑‑‑+           |   |
     ^    |  |  ^              |   |
     |  D2|  |D3|              |   |
     |    |  +‑‑+              |   |
     |    |         D4         |   |
     |D3  |  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑+
     |    V  |                 |
+‑‑‑‑+‑‑‑‑‑‑‑+‑+ D5            |
|   Not DRB    |‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
+‑‑‑‑+‑‑‑‑‑‑‑‑‑+
     |    ^
     |D2  |
     +‑‑‑‑+



                       Figure 2: Port State Diagram




5. MTU Matching

   The purpose of MTU testing is to ensure that the links used in the
   campus topology can pass TRILL IS-IS packets, particularly LSP PDUs,
   at the TRILL campus MTU.  The LSP PDUs generated at a TRILL switch
   could, as part of the flooding process, be sent over any adjacency in
   the campus.  To assure correct operation of IS-IS, an LSP PDU must be
   able to reach every RBridge in the IS-IS reachable campus; this might
   be impossible if the PDU exceeded the MTU of an adjacency that was
   part of the campus topology.



   An RBridge, RB1, determines the desired campus link MTU by
   calculating the minimum of its originatingL1LSPBufferSize and the
   originatingL1LSPBufferSize of other RBridges in the campus, as
   advertised in the link-state database, but not less than 1,470 bytes.
   Although originatingL1LSPBufferSize in Layer 3 [IS-IS] is limited to
   the range 512 to 1,492 bytes inclusive, in TRILL it is limited to the
   range 1,470 to 65,535 bytes inclusive.  (See Section 5 of [RFC7180].)



   Although MTU testing is optional, it is mandatory for an RBridge to
   respond to an MTU-probe PDU with an MTU-ack PDU [RFC6325] [RFC7176].
   The use of multicast or unicast for MTU-probe and MTU-ack is an
   implementation choice.  However, the burden on the link is generally
   minimized by the following: (1) multicasting MTU-probes when a
   response from all other RBridges on the link is desired, such as when
   initializing or reconfirming MTU, (2) unicasting MTU-probes when a
   response from a single RBridge is desired, such as one that has just
   been detected on the link, and (3) unicasting all MTU-ack packets.



   RB1 can test the MTU size to RB2 as described in Section 4.3.2 of
   [RFC6325].  For this purpose, MTU testing is only done in the
   Designated VLAN.  An adjacency that fails the MTU test at the campus
   MTU will not enter the Report state, or, if the adjacency is in that
   state, it leaves that state.  Thus, an adjacency failing the MTU test
   at the campus minimum MTU will not be reported by the RBridge
   performing the test.  Since inclusion in least-cost route computation
   requires the adjacency to be reported by both ends, as long as the
   RBridge at either end of the adjacency notices the MTU failure, it
   will not be so used.



If RB1 tests MTU size, it reports the largest size for which the MTU
test succeeds or a flag indicating that it fails at the campus MTU.
This report always appears with the neighbor in RB1's TRILL Neighbor
TLV.  RB1 MAY also report this with the adjacency in an Extended
Reachability TLV in RB1's LSP.  RB1 MAY choose to test MTU sizes
greater than the desired campus MTU as well as the desired
campus MTU.



   Most types of TRILL IS-IS packets, such as LSPs, can make use of the
   campus MTU.  The exceptions are TRILL Hellos, which must be kept
   small for loop safety, and the MTU PDUs, whose size must be adjusted
   appropriately for the tests being performed.




6. BFD-Enabled TLV and BFD Session Bootstrapping

   When the adjacency between RBridges reaches the 2-Way state, TRILL
   Hellos will already have been exchanged.  If an RBridge supports BFD
   [RFC7175], it will have learned whether the other RBridge has BFD
   enabled by whether or not a BFD-Enabled TLV [RFC6213] was included in
   its Hellos.  In addition, TRILL Hellos include a nickname of the
   sending RBridge [RFC7176] so that information will be available to
   the receiving RBridge.



   The BFD-Enabled TLVs in TRILL Hellos will look like the following:



+‑+‑+‑+‑+‑+‑+‑+‑+
| Type=148      |                   (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+
| Length=3*n    |                   (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| RESV  |        MT ID=0        |   (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| NLPID=0xC0    |                   (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...
| possible additional               (3*(n‑1) bytes)
| topology/NLPID pairs
+‑+‑+‑+‑+‑+‑+‑...



                 Figure 3: BFD-Enabled TLV Example/Format



         Type = 148 for BFD Enabled [RFC6213].



         Length will be 3 times the number of topology and protocol
         pairs in the TLV.



         MT ID is a topology ID [RFC5120] that will be zero unless
         multi-topology is being supported [MT].



         NLPID is a Network Layer Protocol ID [RFC6328] and will be 0xC0
         for TRILL, but additional topology and protocol pairs could
         conceivably be listed.



   An RBridge port initiates a one-hop BFD session with another RBridge
   if the following conditions are met: (1) it has BFD enabled, (2) it
   has an adjacency to another RBridge in the 2-Way or Report state, and
   (3) the Hellos it receives indicate that the other RBridge also has
   BFD enabled.  Either (a) BFD was enabled on both RBridge ports when
   the adjacency changed to the 2-Way or Report state, (b) the adjacency
   was already in the 2-Way or Report state and BFD was enabled on one
   RBridge port when BFD had been enabled on the other, or (c) BFD was
   simultaneously enabled on both RBridge ports.



   In such a BFD session, BFD is encapsulated as specified in [RFC7175].
   The egress nickname to be used will have been learned from received
   Hellos.  On a point-to-point link, the Any-RBridge nickname [RFC7180]
   can also be used as egress, since support of that nickname is
   required by support of RBridge Channel [RFC7178] and support of
   RBridge Channel is required for support of BFD over TRILL.



   The rare case of transient nickname conflict (due to the network
   operator configuring a conflict, new connectivity to a previously
   isolated RBridge, or the like) can cause transient failure of an
   ongoing BFD session.  This can be avoided in the one-hop point-to-
   point case by using the Any-RBridge egress nickname.  In cases where
   Any-RBridge cannot be used as the egress nickname and a transient
   nickname conflict is detected for the intended destination of a BFD
   session, initiation of the session SHOULD be delayed until the
   conflict is resolved.



   If a one-hop BFD session is initiated when the adjacency is in the
   2-Way state, the adjacency MUST NOT advance to the Report state until
   BFD and any other enabled connectivity tests (including MTU, if
   enabled) have succeeded, as specified in Section 3.



   If a one-hop BFD session is established when the adjacency is in the
   Report state, due to enablement at the RBridges, then, to minimize
   unnecessary topology changes, the adjacency MUST remain in the Report
   state unless and until the BFD session (or some other enabled
   connectivity test) fails.




7. Pseudonodes

   This section only applies to broadcast links, as there is no DRB and
   there cannot be a pseudonode [IS-IS] for a link configured as point-
   to-point.  The Designated RBridge (DRB), determined as described
   above, controls whether a pseudonode will be used on a link.



   If the DRB sets the bypass pseudonode bit in its TRILL LAN Hellos,
   the RBridges on the link (including the DRB) just directly report all
   their adjacencies on the LAN that are in the Report state.  If the
   DRB does not set the bypass pseudonode bit in its TRILL Hellos, then
   (1) the DRB reports in its LSP its adjacency to the pseudonode, (2)
   the DRB sends LSPs on behalf of the pseudonode in which it reports
   adjacency to all other RBridges on the link where it sees that
   adjacency in the Report state, and (3) all other RBridges on the link
   report their adjacency to the pseudonode if they see their adjacency
   to the DRB as being in the Report state and do not report any other
   adjacencies on the link.  Setting the bypass pseudonode bit has no
   effect on how LSPs are flooded on a link.  It only affects what LSPs
   are generated.



   It is anticipated that many links between RBridges will actually be
   point-to-point even in cases where the link technology supports
   operation as a multi-access broadcast link, in which case using a
   pseudonode merely adds to the complexity.  For example, if RB1 and
   RB2 are the only RBridges on the link, and RB1 is the DRB, then if
   RB1 creates a pseudonode -- for example, RB1.25 -- that is used,
   there are then 3 LSPs: RB1.25, RB1, and RB2, where RB1.25 reports
   connectivity to RB1 and RB2, and RB1 and RB2 each just say they are
   connected to RB1.25.  However, if DRB RB1 sets the bypass pseudonode
   bit in its Hellos, then there will be only 2 LSPs: RB1 and RB2, each
   reporting connectivity to each other.



   A DRB SHOULD set the bypass pseudonode bit in its Hellos if it has
   not seen at least two simultaneous adjacencies in the Report state
   since it last rebooted or was reset by network management.




8. More TRILL Hello Details

   This section provides further details on the receipt, transmission,
   and content of TRILL Hellos.  Unless otherwise stated, it applies to
   both LAN and point-to-point Hellos.



   TRILL Hellos, like all TRILL IS-IS packets, are primarily
   distinguished from Layer 3 IS-IS packets on Ethernet by being sent to
   the All-IS-IS-RBridges multicast address (01-80-C2-00-00-41).  TRILL
   IS-IS packets on Ethernet also have the L2-IS-IS Ethertype (0x22F4)
   and are Ethertype encoded.



   Although future extensions to TRILL may include the use of Level 2
   IS-IS, [RFC6325] specifies TRILL using a single Level 1 Area using
   the fixed Area Address zero (see Section 4.2 of [RFC7176]).



   IS-IS Layer 3 routers are frequently connected to other Layer 3
   routers that are part of a different routing domain.  In that case,
   the externalDomain flag (see [IS-IS]) is normally set for the port
   through which such a connection is made.  The setting of this flag to
   "true" causes no IS-IS PDUs to be sent out of the port and any IS-IS
   PDUs received to be discarded, including Hellos.  RBridges operate in
   a different environment where all neighbor RBridges merge into a
   single campus.  For loop safety, RBridges do not implement the
   externalDomain flag or implement it with the fixed value "false".
   They send and can receive TRILL Hellos on every port that is not
   disabled.




8.1. Contents of TRILL Hellos

   The table below lists mandatory (M) and optional (O) content TLVs for
   TRILL Hellos that are particularly relevant to this document,
   distinguishing between TRILL LAN Hellos and TRILL P2P Hellos.  A "-"
   indicates that an occurrence would be ignored.  There are additional
   TLVs and sub-TLVs that can occur in TRILL Hellos [RFC7176].



LAN  P2P  Number  Content Item
‑‑‑  ‑‑‑  ‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

 M    M     1     Area Addresses TLV with Area Address zero only
 M    M     1     MT Port Capabilities TLV containing a
                  VLAN‑FLAGs sub‑TLV
 O    O    0‑n    Other MT Port Capability TLVs
 M    ‑    0‑n    TRILL Neighbor TLV (see Section 8.2.1)
 ‑    M     1     Three‑Way Handshake TLV
 O    O    0‑n    Protocols Supported TLV ‑‑ MUST list the
                  TRILL NLPID (0xC0) [RFC6328]
 O    O    0‑1    BFD‑Enabled TLV
 O    O    0‑1    Authentication TLV
 ‑    ‑    0‑n    Padding TLV ‑‑ SHOULD NOT be included



                       Table 4: TRILL Hello Contents



   A TRILL Hello MAY also contain any TLV permitted in a Layer 3 IS-IS
   Hello.  As with all IS-IS PDUs, TLVs that are unsupported/unknown in
   TRILL Hellos are ignored.




8.2. Transmitting TRILL Hellos

   TRILL Hellos are sent with the same timing as Layer 3 IS-IS Hellos
   [IS-IS]; however, no Hellos are sent if a port is in the Suspended or
   Down state or if the port is disabled.



   TRILL Hello PDUs SHOULD NOT be padded and MUST NOT be sent if they
   exceed 1,470 bytes; however, a received TRILL Hello longer than
   1,470 bytes is processed normally.



   TRILL Hello PDU headers MUST conform to the following:



   o  Maximum Area Addresses equal to 1.



   o  Circuit Type equal to 1.



   See Section 8.1 for mandatory Hello TLV contents and some optional
   Hello TLV contents.




8.2.1. TRILL Neighbor TLVs

   A TRILL Neighbor TLV SHOULD NOT be included in TRILL point-to-point
   Hellos, as it MUST be ignored in that context and wastes space.



   TRILL Neighbor TLVs sent in a LAN Hello on an Ethernet link MUST show
   the neighbor information, as sensed by the transmitting RBridge, for
   the VLAN on which the Hello is sent.  Since implementations
   conformant to this document maintain such information on a per-VLAN
   basis only for the Designated VLAN, such implementations only send
   the TRILL Neighbor TLV in TRILL LAN Hellos in the Designated VLAN.



   It is RECOMMENDED that, if there is sufficient room, a TRILL Neighbor
   TLV or TLVs, as described in Section 4.4.2.1 of [RFC6325], covering
   the entire range of MAC addresses and listing all adjacencies with a
   non-zero Designated VLAN Hello Holding Time, or an empty list of
   neighbors if there are no such adjacencies, be in TRILL Hellos sent
   on the Designated VLAN.  If this is not possible, then TRILL Neighbor
   TLVs covering sub-ranges of MAC addresses should be sent so that the
   entire range is covered reasonably promptly.  Delays in sending TRILL
   Neighbor TLVs will delay the advancement of adjacencies to the Report
   state and the discovery of some link failures.  Rapid (for example,
   sub-second) detection of link or node failures is best addressed with
   a protocol designed for that purpose, such as BFD (see Section 6).



   To ensure that any RBridge RB2 can definitively determine whether RB1
   can hear RB2, RB1's neighbor list MUST eventually cover every
   possible range of IDs, that is, within a period that depends on RB1's
   policy and not necessarily within any specific period such as its
   Holding Time.  In other words, if X1 is the smallest ID reported in
   one of RB1's neighbor lists, and the "smallest" flag is not set, then
   X1 MUST appear in a different neighbor list as well, as the largest
   ID reported in that fragment.  Or lists may overlap, as long as there
   is no gap, such that some range, say, between Xi and Xj, would never
   appear in any list.




8.3. Receiving TRILL Hellos

   Assuming that a packet is labeled as TRILL IS-IS -- for example, on
   Ethernet it has the L2-IS-IS Ethertype and the All-IS-IS-RBridges
   destination multicast address or is so marked by the appropriate code
   point on other link types such as PPP [RFC6361] or a pseudowire
   [RFC7173] -- it will be examined to see if it appears to be an IS-IS
   PDU.  If so, and it appears to be a TRILL Hello PDU, the following
   tests are performed:



   o  The type of Hello PDU (LAN or P2P) is compared with the port
      configuration.  If a LAN Hello is received on a port configured to
      be point-to-point or a P2P Hello is received on a port not
      configured to be point-to-point, it is discarded.



   o  If the Circuit Type field is not 1, the PDU is discarded.



   o  If the PDU does not contain an Area Address TLV or it contains an
      Area Address TLV that is not the single Area Address zero, it is
      discarded.



   o  If the Hello includes a Protocols Supported TLV that does not list
      the TRILL NLPID (0xC0), it is discarded.  It is acceptable if
      there is no Protocols Supported TLV present.



   o  If the Hello does not contain an MT Port Capabilities TLV
      containing a VLAN-FLAGS sub-TLV [RFC7176], it is discarded.



   o  If the maximumAreaAddresses field of the PDU is not 1, it is
      discarded.



   o  If IS-IS authentication is in use on the link and either the PDU
      has no Authentication TLV or validation of the PDU's
      Authentication TLV fails, it is discarded.



   If none of the rules in the list above cause the packet to be
   discarded and the packet is parseable, it is assumed to be a
   well-formed TRILL Hello received on the link.  It is treated as an
   event A0, A1, A2, or A3, based on the criteria listed in Section 3.3.




9. Multiple Ports on the Same Broadcast Link

   It is possible for an RBridge RB1 to have multiple ports on the same
   broadcast (LAN) link that are not in the Suspended state.  It is
   important for RB1 to recognize which of its ports are on the same
   link.  RB1 can detect this condition based on receiving TRILL Hello
   messages with the same LAN ID on multiple ports.



   The DRB election is port-based (see Section 4), and only the Hellos
   from the elected port can perform certain functions such as dictating
   the Designated VLAN or whether a pseudonode will be used; however,
   the election also designates the RBridge with that port as the DRB
   for the link.  An RBridge may choose to load split some tasks among
   its ports on the link if it has more than one.  Section 4.4.4 of
   [RFC6325] describes when it is safe to do so.




10. IANA Considerations

   This document serves as a reference for 'Fail' (Failed MTU test),
   value 0, in the "TRILL Neighbor TLV NEIGHBOR RECORD Flags" registry.
   IANA has updated that reference to point to this RFC.




11. Security Considerations

   This memo provides improved documentation of some aspects of the
   TRILL base protocol standard, particularly five aspects of the TRILL
   adjacency establishment and Hello protocol as listed in Section 1.
   It does not change the security considerations of the TRILL base
   protocol as detailed in Section 6 of [RFC6325].



   See [RFC7175] for security considerations for BFD, whose use in
   connection with TRILL adjacency is discussed in this document,
   particularly Section 6.




Appendix A. Changes from RFC 6327

   This document has the following changes from [RFC6327].  It obsoletes
   [RFC6327].



   1. This document extends the TRILL Hello size limit, MTU testing, and
      state machine to point-to-point links.



   2. This document incorporates the updates to [RFC6327] from
      [RFC7180].



   3. The bulk of [RFC6327] was written from the point of view that
      links between TRILL switches would only be Ethernet.  In fact,
      they could be any technology, such as PPP [RFC6361], pseudowire
      [RFC7173], or IP [TrillIP].  This replacement document generalizes
      [RFC6327] to cover such link types.



   4. This document includes a specification of one-hop BFD session
      establishment in connection with adjacency.



   5. Numerous editorial changes were incorporated.




Appendix B. Changes to RFC 6325

   Section 2 of this document replaces Section 4.4.1 of [RFC6325].
   Section 8 of this document replaces Section 4.4.2 of [RFC6325],
   except for Section 4.4.2.1.  The changes in [RFC6325] made by this
   document include



   - Prohibiting the sending of TRILL Hellos out of a port while it is
     in the Suspended state, and the specification of the Suspended
     state.  ([RFC6325] specifies that Hellos be sent with the same
     timing as [IS-IS].)



   - Permitting the inclusion of the Three-Way-Handshake TLV,
     BFD-Enabled TLV, and other TLVs in TRILL Hellos when these were
     omitted in TRILL Hello contents lists in Section 4.4.2 of
     [RFC6325].



   - Extending the TRILL Hello protocol to support point-to-point and
     non-Ethernet links.
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1. Introduction

   RBridge campuses provide transparent least-cost forwarding using the
   Transparent Interconnection of Lots of Links (TRILL) protocol that
   builds on Intermediate System to Intermediate System (IS-IS) routing
   [IS-IS] [RFC1195] [RFC7176].  Devices that implement TRILL are called
   Routing Bridges (RBridges) or TRILL Switches.  However, the TRILL
   base protocol standard [RFC6325] provides only for TRILL Data
   messages and TRILL IS-IS messages.



   This document specifies a general channel mechanism for the
   transmission of other messages within an RBridge campus, such as BFD
   [RFC5880] messages, (1) between RBridges and end stations that are
   directly connected on the same link and (2) between RBridges.  This
   mechanism supports a requirement to be able to operate with minimal
   configuration.




1.1. RBridge Channel Requirements

   It is anticipated that various protocols operating at the TRILL layer
   will be desired in RBridge campuses.  For example, there is a need
   for rapid-response continuity checking with a protocol such as BFD
   [RFC5880] [RFC5882] and for a variety of optional reporting.



   To avoid the requirement to design and specify a way to carry each
   such protocol, this document specifies a general channel for sending
   messages between RBridges in a campus at the TRILL level by extending
   the TRILL protocol.  To accommodate a wide variety of protocols, this
   RBridge Channel facility accommodates all the regular modes of TRILL
   Data transmission including single- and multiple-hop unicast as well
   as VLAN-scoped multi-destination distribution.



   To minimize any unnecessary burden on transit RBridges and to provide
   a more realistic test of network continuity and the like, RBridge
   Channel messages are designed to look like TRILL Data frames and, in
   the case of multi-hop messages, can normally be handled by transit
   RBridges as if they were TRILL Data frames; however, to enable
   processing at transit RBridges when required by particular messages,
   they may optionally use the RBridge Channel Alert TRILL extended
   header flags [RFC7179] that causes a transit RBridge implementing the
   flag to more closely examine a flagged frame.



   This document also specifies a format for sending RBridge Channel
   messages between RBridges and end stations that are directly
   connected over a link, in either direction, when provided for by the
   protocol involved.  For the most part, this format is the same as the
   format that is encapsulated by TRILL Data for inter-RBridge Channel
   messages.



   Each particular protocol using the RBridge Channel facility will
   likely use only a subset of the facilities specified herein.




1.2. Relation to the MPLS Generic Associated Channel

   The RBridge Channel is similar to the MPLS Generic Associated Channel
   specified in [RFC5586].  Instead of using a special MPLS label to
   indicate a special channel message, an RBridge Channel message is
   indicated by a special multicast Inner.MacDA and inner Ethertype (see
   Section 2.1).




1.3. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].



   The terminology and acronyms of [RFC6325] are used in this document
   with the additions listed below.



      BFD - Bidirectional Forwarding Detection



      CHV - Channel Header Version



      MH - Multi-Hop



      NA - Native



      SL - Silent




2. Inter-RBridge Channel Messages

   Channel messages between RBridges are transmitted as TRILL Data
   frames.  (For information on channel messages that can be transmitted
   between RBridges and end stations that are directly connected by a
   link, see Section 4.)  Inter-RBridge Channel messages are identified
   as such by their Inner.MacDA, which is the All-Egress-RBridges
   multicast address, together with their inner Ethertype, which is the
   RBridge-Channel Ethertype.  This Ethertype is part of and starts the
   RBridge Channel Header.



   The diagram below shows the overall structure of an RBridge Channel
   Message frame on a link between two RBridges:



         Frame Structure             Section of This Document
                                     ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|          Link Header           |   Section 2.3 if Ethernet link
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|          TRILL Header          |   Section 2.2
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|     Inner Ethernet Header      |   Section 2.1.2
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|     RBridge Channel Header     |   Section 2.1.1
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|   Protocol‑Specific Payload    |   See specific channel protocol
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Link Trailer (FCS if Ethernet) |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                Figure 1: RBridge Channel Frame Structure



   Optionally, some channel messages may require examination of the
   frame by transit RBridges that support the RBridge Channel feature,
   to determine if they need to take any action.  To indicate this, such
   messages use an RBridge Channel Alert extended TRILL Header flag as
   further described in Section 3 below.



   Sections 2.1 and 2.2 describe the inner frame and the TRILL Header
   for frames sent in an RBridge Channel.  As always, the outer Link
   Header and Link Trailer are whatever is needed to get a TRILL Data
   frame to the next-hop RBridge, depending on the technology of the
   link, and can change with each hop for multi-hop messages.  Section
   2.3 describes the outer Link Header for Ethernet links, and Section
   2.4 discusses some special considerations for the first hop
   transmission of RBridge Channel messages.



   Section 3 describes some details of RBridge Channel message
   processing.  Section 4 provides the specifications for native RBridge
   Channel frames between RBridges and end stations that are directly
   connected over a link.  Section 5 describes how support for RBridge
   Channel protocols is indicated.  And Sections 6, 7, and 8 give
   congestion, allocation (IANA and IEEE), and security considerations
   respectively.




2.1. RBridge Channel Message Inner Frame

   The encapsulated inner frame within an RBridge Channel message frame
   is as shown below.



   0                   1                   2                   3
   0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
Inner Ethernet Header:
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
  |         Special Inner.MacDA = All‑Egress‑RBridges             |
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
  |   Special Inner.MacDA cont.   |         Inner.MacSA           |
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
  |                       Inner.MacSA cont.                       |
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
  |       VLAN Tag Ethertype      |  Priority, DEI, VLAN ID       |
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
RBridge Channel Header:
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
  |    RBridge‑Channel Ethertype  |  CHV  |   Channel Protocol    |
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
  |          Flags        |  ERR  |
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
Information specific to the RBridge Channel Protocol:
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
  |                                                               |
  +                 Channel‑Protocol‑Specific Data
  |  ...



            Figure 2: RBridge Channel Inner Frame Header Fields



   The Channel-Protocol-Specific Data contains the information related
   to the specific channel protocol used in the channel message.
   Details of that data are outside the scope of this document, except
   in the case of the RBridge Channel Error protocol specified in
   Section 3.2.




2.1.1. RBridge Channel Header

   As shown in Figure 2, the RBridge Channel Header starts with the
   RBridge-Channel Ethertype (see Section 7.2).  Following that is a
   four-byte quantity with four sub-fields as follows:



      CHV: A 4-bit field that gives the RBridge Channel Header Version.

         This document specifies version zero.



      Channel Protocol: A 12-bit unsigned integer that specifies the

         particular RBridge Channel protocol to which the message
         applies.



      Flags: Provides 12 bits of flags as described below.



      ERR: A 4-bit unsigned integer used in connection with error

         reporting at the RBridge Channel level as described in Section
         3.



   The flag bits are numbered from 0 to 11 as shown below.



| 0  1  2  3  4  5  6  7  8  9 10 11|
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|SL|MH|NA|        Reserved          |
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+



                 Figure 3: Channel Header Flag Bits



      Bit 0: The SL or Silent bit, the high-order bit in network order.

         If it is a one, it suppresses RBridge Channel Error messages
         (see Section 3).



      Bit 1: The MH or Multi-Hop bit.  It is used to inform the

         destination RBridge protocol that the message may be multi-hop
         (MH=1) or was intended to be one-hop only (MH=0).



      Bit 2: The NA or Native bit.  It is used as described in Section

         4.



      Reserved: Bits reserved for future specification that MUST be sent

         as zero and ignored on receipt.



   The RBridge Channel Protocol field specifies the protocol that the
   channel message relates to.  The initial defined value is listed
   below.



Protocol  Name ‑ Section of This Document
‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
 0x001    RBridge Channel Error ‑ Section 3



   IANA Considerations for RBridge Channel protocol numbers are provided
   in Section 7.  These include provisions for Private Use protocol
   numbers.  Because different uses of Private Use RBridge Channel
   protocol numbers may conflict, such use MUST be within a private
   network.  It is the responsibility of the private network manager to
   avoid conflicting use of these code points and unacceptable burdens
   within the private network from their use.




2.1.2. Inner Ethernet Header

   The special Inner.MacDA is the All-Egress-RBridges multicast Media
   Access Control (MAC) address to signal that the frame is intended for
   the egress (decapsulating) RBridge itself (or the egress RBridges
   themselves if the frame is multi-destination).  (This address is
   called the All-ESADI-RBridges address in [RFC6325].)  The RBridge-
   Channel Ethertype indicates that the frame is an RBridge Channel
   message.  The only other Ethertype currently specified for use with
   the All-Egress-RBridges Inner.MacDA is L2-IS-IS to indicate an ESADI
   frame [RFC6325].  In the future, additional Ethertypes may be
   specified for use with the All-Egress-RBridges multicast address.



   The RBridge originating the channel message selects the Inner.MacSA.
   The Inner.MacSA MUST be set by the originating RBridge to a MAC
   address unique within the campus owned by the originating RBridge.
   This MAC address can be considered, in effect, the MAC address of a
   virtual internal end station that handles the RBridge Channel frames
   originated by or destined for that RBridge.  It MAY be the same as
   the Inner.MacSA used by the RBridge when it originates ESADI frames
   [RFC6325].




2.1.3. Inner.VLAN Tag

   As with all frames formatted to be processed as a TRILL Data frame,
   an Inner.VLAN tag is present.  Use of a VLAN tag Ethertype other than
   0x8100 or stacked tags is beyond the scope of this document but is an
   obvious extension.



   Multi-destination RBridge Channel messages are, like all multi-
   destination TRILL Data messages, VLAN scoped so the Inner.VLAN ID
   MUST be set to the VLAN of interest.  To the extent that distribution
   tree pruning is in effect in the campus, such channel messages may
   only reach RBridges advertising that they have connectivity to that
   VLAN.



   For channel messages sent as known unicast TRILL Data frames, the
   default value for the Inner.VLAN ID is VLAN 1, but particular RBridge
   Channel protocols MAY specify other values.



   The Inner.VLAN also specifies a three-bit frame priority for which
   the following recommendations apply:



   1.  For one-hop channel messages critical to network connectivity,
       such as one-hop BFD for rapid link-failure detection in support
       of TRILL IS-IS, the RECOMMENDED priority is 7.



   2.  For single and multi-hop unicast channel messages important to
       network operation but not critical for connectivity, the
       RECOMMENDED priority is 6.



   3.  For other unicast channel messages and all multi-destination
       channel messages, it is RECOMMENDED that the default priority
       zero be used.  In any case, priorities higher than 5 SHOULD NOT
       be used for such frames.



   There is one additional bit in a VLAN tag value between the 12-bit
   VLAN ID and 3-bit priority, the Drop Eligibility Indicator (DEI)
   [RFC7180].  It is RECOMMENDED that this bit be zero for the first two
   categories of channel messages listed immediately above.  The setting
   of this bit for channel messages in the third category may be
   dependent on the channel protocol and no general recommendation is
   made for that case.




2.2. TRILL Header for RBridge Channel Messages

   After the outer Link Header (that, for an Ethernet link, ends with
   the TRILL Ethertype) and before the encapsulated frame, the channel
   message's TRILL Header initially appears as follows:



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
                                +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                |V=0| R |M| Op‑Len  | Hop Count |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|       Egress Nickname         |       Ingress Nickname        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



              Figure 4: RBridge Channel TRILL Header Fields



   The TRILL Header version (V) MUST be zero; the R bits are reserved;
   the M bit is set appropriately as the channel message is to be
   forwarded as known destination unicast (M=0) or multi-destination
   (M=1), regardless of the fact that the Inner.MacDA is always the All-
   Egress-RBridges multicast address; and Op-Len is set appropriately
   for the length of the TRILL Header extensions area, if any, all as
   specified in [RFC6325].



   When an RBridge Channel message is originated, the Hop Count field
   defaults to the maximum value, 0x3F, but particular RBridge Channel
   protocols MAY specify other values.  For messages sent a known number
   of hops, such as one-hop messages or a two-hop self-addressed message
   intended to loop back through an immediate neighbor RBridge, setting
   the Hop Count field in the TRILL Header to the maximum value and
   checking its value on receipt provides an additional validity check
   as discussed in [RFC5082], where this type of field is referred to as
   "TTL" or "Hop Limit".



   The RBridge originating a channel message places a nickname that it
   holds in the Ingress Nickname field.



   There are several cases for the Egress Nickname field.  If the
   channel message is multi-destination, then the Egress Nickname
   designates the distribution tree to use.  If the channel message is a
   multi-hop unicast message, then the Egress Nickname is a nickname of
   the target RBridge; this includes the special case of a message
   intended to loop back from an immediate neighbor where the originator
   places one of its own nicknames in both the Ingress Nickname and
   Egress Nickname fields.  If the channel message is a one-hop unicast
   message, there are two possibilities for the Egress Nickname.



   o  The Egress Nickname can be set to a nickname of the target
      neighbor RBridge.



   o  The special nickname Any-RBridge may be used.  RBridges supporting
      the RBridge Channel facility MUST recognize the Any-RBridge
      special nickname and accept TRILL Data frames having that value in
      the Egress Nickname field as being sent to them as the egress.
      Thus, for such RBridges, using this egress nickname guarantees
      processing by an immediate neighbor regardless of the state of
      nicknames.




2.3. Ethernet Link Header and Trailer

   An RBridge Channel frame has the usual Link Header and Link Trailer
   for a TRILL Data frame depending on the type of link on which it is
   sent.



   For an Ethernet link [RFC6325], the Outer.MacSA is the MAC address of
   the port from which the frame is sent.  The Outer.MacDA is the MAC
   address of the next-hop RBridge port for unicast RBridge Channel
   messages or the All-RBridges multicast address for multi-destination
   RBridge Channel messages.  The Outer.VLAN tag specifies the
   designated VLAN for that hop, and the priority should be the same as
   in the Inner.VLAN tag; however, the output port may have been
   configured to strip VLAN tags, in which case no Outer.VLAN tag
   appears on the wire.  And the Link Trailer is the Ethernet FCS.




2.4. Special Transmission and Rate Considerations

   If a multi-hop RBridge Channel message is received by an RBridge, the
   criteria and method of forwarding it are the same as for any TRILL
   Data frame.  If it is so forwarded, it will be on a link that was
   included in the routing topology because it was in the Report state
   as specified in [RFC7177].



   However, special considerations apply to single-hop messages because,
   for some RBridge Channel protocols, it may be desirable to send
   RBridge Channel messages over a link that is not yet fully up.  In
   particular, it is permissible, if specified by the particular channel
   protocol, for the source RBridge that has created an RBridge Channel
   message to attempt to transmit it to a next-hop RBridge when the link
   is in the Detect or 2-Way state, as specified in [RFC7177], as well
   as when it is in the Report state.  Such messages can also be sent on
   point-to-point links that are not in the Up state.



   RBridge Channel messages represent a burden on the RBridges, and
   links in a campus and should be rate limited, especially if they are
   sent as high priority, multi-destination, or multi-hop frames or have
   an RBridge Channel Alert extended header flag set.  See Section 6,
   "Congestion Considerations".




3. Processing RBridge Channel TRILL Data Messages

   RBridge Channel TRILL Data messages are designed to look like and, to
   the extent practical, be forwarded as regular TRILL Data frames.  On
   receiving a channel message, an RBridge performs the usual initial
   tests on the frame and makes the same forwarding and/or decapsulation
   decisions as for a regular TRILL Data frame [RFC6325] with the
   following exceptions for RBridges implementing the RBridge Channel
   facility:



   1.  An RBridge implementing the RBridge Channel facility MUST
       recognize the Any-RBridge egress nickname in TRILL Data frames,
       decapsulating such frames if they meet other checks.  (Such a
       frame cannot be a valid multi-destination frame because the Any-
       RBridge nickname is not a valid distribution tree root.)



   2.  If an RBridge Channel Alert extended header flag is set, then the
       RBridge MUST process the RBridge Channel message as described
       below even if it is not egressing the frame.  If it is egressing
       the frame, then no additional processing beyond egress processing
       is needed even if an RBridge Channel Alert flag is set.



   3.  On decapsulation, the special Inner.MacDA value of All-Egress-
       RBridges MUST be recognized to trigger checking the
       Inner.Ethertype and processing as an RBridge Channel message if
       that Ethertype is RBridge-Channel.



   RBridge Channel messages SHOULD only be sent to RBridges that
   advertise support for the channel protocol involved as described in
   Section 5.



   All RBridges supporting the RBridge Channel facility MUST recognize
   the RBridge-Channel inner Ethertype.




3.1. Processing the RBridge Channel Header

   Knowing that it has an RBridge Channel message, the egress RBridge,
   and any transit RBridge if an RBridge Channel Alert bit is set in the
   TRILL Header, looks at the CHV (RBridge Channel Header Version) and
   Channel Protocol fields.



   If any of the following conditions occur at an egress RBridge, the
   frame is not processed, an error may be generated as specified in
   Section 3.2, and the frame is discarded.  The behavior is the same if
   the frame is being processed at a transit RBridge because the RBridge
   Critical Channel Alert flag is set [RFC7179].  However, if these
   conditions are detected at a transit RBridge examining the message
   because the RBridge Non-critical Channel Alert flag is set [RFC7179]
   but the RBridge Critical Channel Alert flag is not set, no error is
   generated, and the frame is still forwarded normally.



   Error Conditions:



   1.  The Ethertype is not RBridge-Channel and not any other Ethertype
       known to the RBridge as usable with the All-Egress-RBridges
       Inner.MacDA, or the frame is so short that the Ethertype is
       truncated.



   2.  The CHV field is non-zero, or the frame is so short that the
       version zero Channel Header is truncated.



   3.  The Channel Protocol field is a reserved value or a value unknown
       to the processing RBridge.



   4.  The ERR field is non-zero, and Channel Protocol is a value other
       than 0x001.



   5.  The RBridge Channel Header NA flag is set to one, indicating that
       the frame should have been received as a native frame rather than
       a TRILL Data frame.



   If the CHV field and NA flag are zero and the processing RBridge
   recognizes the Channel Protocol value, it processes the message in
   accordance with that channel protocol.  The processing model is as if
   the received frame starting with and including the TRILL Header is
   delivered to the Channel protocol along with a flag indicating
   whether this is (a) transit RBridge processing due to an RBridge
   Channel Alert flag being set or (b) egress processing.



   Errors within a recognized Channel Protocol are handled by that
   channel protocol itself and do not produce RBridge Channel Error
   frames.




3.2. RBridge Channel Errors

   A variety of problems at the RBridge Channel level cause the return
   of an RBridge Channel Error frame unless one of the following apply:
   (a) the "SL" (Silent) flag is a one in the channel message for which
   the problem was detected, (b) the processing is due to the RBridge
   Non-critical Channel Alert flag being set, (c) the frame in error
   appears, itself, to be an RBridge Channel Error frame (has a non-zero
   ERR field or a Channel Protocol of 0x001), or (d) the error is
   suppressed due to rate limiting.



   An RBridge Channel Error frame is a multi-hop unicast RBridge Channel
   message with the Ingress Nickname set to a nickname of the RBridge
   detecting the error and the Egress Nickname set to the value of the
   Ingress Nickname in the channel message for which the error was
   detected.  No per-hop transit processing is specified for such error
   frames, so the RBridge Channel Alert extended header flags SHOULD, if
   an extension is present, be set to zero.  The SL and MH flags SHOULD
   be set to one; the NA flag MUST be zero; and the ERR field MUST be
   non-zero as described below.  For the protocol-specific data area, an
   RBridge Channel Message Error frame has at least the first 256 bytes
   (or less if less are available) of the erroneous decapsulated channel
   message starting with the TRILL Header.  (Note: The TRILL Header does
   not include the TRILL Ethertype that is part of the Link Header on
   Ethernet links.)



   The following values for ERR are specified:



ERR   RBridge Channel Error Code Meaning
‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
 0    No error
 1    Frame too short (truncated Ethertype or Channel Header)
 2    Unrecognized Ethertype
 3    Unimplemented value of CHV
 4    Wrong value of NA flag
 5    Channel Protocol is reserved or unimplemented
6‑14  Unassigned (see Section 7)
15    Reserved (see Note)

Note:  Intended to be allocated by Standards Action for an error
       code expansion feature when it appears likely that all
       other available error codes are being allocated.



   All RBridges implementing the RBridge Channel feature MUST recognize
   the RBridge Channel Error protocol value (0x001).  They MUST NOT
   generate an RBridge Channel Error message in response to an RBridge
   Channel Error message, that is, a channel message with a protocol
   value of 0x001 or with a non-zero ERR field.




4. Native RBridge Channel Frames

   Other sections of this document specify non-native RBridge Channel
   messages and their processing, that is, RBridge Channel messages
   formatted as TRILL Data frames and sent between RBridges.  This
   section specifies the differences for native RBridge Channel
   messages.



   If provided for by the channel protocol involved, native RBridge
   Channel messages may be sent between end stations and RBridges that
   are directly connected over a link, in either direction.  On an
   Ethernet link, such native frames have the RBridge-Channel Ethertype
   and are like the encapsulated frame inside an RBridge Channel message
   except as follows:



   1.  TRILL does not require the presence of a VLAN tag on such native
       RBridge Channel frames.  However, port configuration, link
       characteristics, or the channel protocol involved may require
       such tagging.



   2.  If the frame is unicast, the destination MAC address is the
       unicast MAC address of the RBridge or end-station port that is
       its intended destination.  If the frame is multicast by an end
       station to all the RBridges on a link that support an RBridge
       Channel protocol using this transport, the destination MAC
       address is the All-Edge-RBridges multicast address (see Section
       7).  A native RBridge Channel frame received at an ingress
       RBridge is discarded if its destination MAC address is neither
       the unicast address of the port nor the multicast address All-
       Edge-RBridges.  If the frame is multicast by an RBridge to all
       the devices that TRILL considers to be end stations on a link and
       that support an RBridge Channel protocol using this transport,
       the destination MAC address is the TRILL-End-Stations multicast
       address (see Section 7).  A native RBridge Channel frame received
       at an end station is discarded if its destination MAC address is
       neither the unicast address of the port nor the multicast address
       TRILL-End-Stations.



   3.  The RBridge-Channel outer Ethertype must be present.  In the
       future, there may be other protocols using the All-Edge-RBridges
       and/or TRILL-End-Stations multicast addresses on native frames
       distinguished by different Ethertypes.



   4.  The NA or Native bit in the RBridge Channel Header flags MUST be
       a one.



   5.  There might be additional tags present between the Outer.MacDA,
       Outer.MacSA pair, and the RBridge-Channel Ethertype.



   The RBridge Channel protocol number space for native RBridge Channel
   messages and TRILL Data formatted RBridge Channel messages is the
   same.  If provided for by the channel protocol involved, the receipt
   of a native RBridge Channel frame MAY lead to the generation and
   transmission of one or more Inter-RBridge Channel frames.  The
   decapsulation and processing of a TRILL Data RBridge Channel frame
   MAY, if provided for by the channel protocol involved, result in the
   sending of one or more native RBridge Channel frames to one or more
   end stations.  Thus, there could be an RBridge Channel protocol that
   involved an RBridge Channel message sent (1) from an origin RBridge
   where the message is created, (2) through one or more transit
   RBridges, and (3) from a final RBridge as a native RBridge Channel
   message to an end station (or the reverse of such a three-part path);
   however, to do this, the RBridge Channel protocol involved must be
   implemented at the RBridge where the channel message is changed
   between a native frame and a TRILL Data format frame, and that
   RBridge must change the channel message itself, at a minimum
   complementing the NA flag in the Channel Header and making
   appropriate MAC address changes.



   An erroneous native channel message results in a native RBridge
   Channel Error message under the same conditions for which a TRILL
   Data RBridge Channel message would result in a TRILL Data RBridge
   Channel Error message.  However, in a native RBridge Channel Error
   message, the NA flag MUST be one.  Also, since there is no TRILL
   Header in native RBridge Channel protocol frames, the beginning part
   of the frame in which the error was detected that is included in
   native RBridge Channel Error frames starts with the RBridge Channel
   Header (including the RBridge-Channel Ethertype).  The destination
   MAC address of such error messages is set to the source MAC address
   of the native RBridge Channel message that was in error.



   There is no mechanism to stop end stations from directly exchanging
   native RBridge Channel messages, but such usage is beyond the scope
   of this document.




5. Indicating Support for RBridge Channel Protocols

   Support for RBridge Channel protocols is indicated by the presence of
   one or more TLVs and/or sub-TLVs in an RBridge's Link State PDU (LSP)
   as documented in [RFC7176].



   RBridge Channel protocols 0 and 0xFFF are reserved, and protocol 1,
   the RBridge Channel Error protocol, MUST be implemented as part of
   the RBridge Channel feature.  Thus, if an RBridge supports the
   RBridge Channel feature, it should be advertising support for
   protocol 1 and not advertising support for protocols 0 or 0xFFF in
   its LSP.  However, indication of support or non-support for RBridge
   Channel protocol 1 is ignored on receipt, and support for it is
   always assumed if support for any RBridge Channel is indicated in the
   RBridge's LSP.




6. Congestion Considerations

   The bandwidth resources used by RBridge Channel protocols are
   recommended to be small compared to the total bandwidth of the links
   they traverse.  When doing network planning, the bandwidth
   requirements for TRILL Data, TRILL IS-IS, TRILL ESADI, RBridge
   Channel protocol traffic, and any other link-local traffic need to be
   taken into account.



   Specifications for particular RBridge Channel protocols MUST consider
   congestion and bandwidth usage implications and provide guidance on
   bandwidth or packet-frequency management.  RBridge Channel protocols
   can have built-in bandwidth management in their protocols.  Outgoing
   channel messages SHOULD be rate-limited, by configuring the
   underlying protocols or otherwise, to prevent aggressive connectivity
   verification or other applications consuming excessive bandwidth,
   causing congestion, or becoming denial-of-service attacks.



   If these conditions cannot be followed, an adaptive loss-based scheme
   SHOULD be applied to congestion-control outgoing RBridge Channel
   traffic, so that it competes fairly, taking into account packet
   priorities and drop eligibility as indicated in the Inner.VLAN, with
   TCP or similar traffic within an order of magnitude.  One method of
   determining an acceptable bandwidth for RBridge Channel traffic is
   described in [RFC5348]; other methods exist.  For example, bandwidth
   or packet-frequency management can include any of the following: a
   negotiation of transmission interval/rate such as that provided in
   BFD [RFC5880], a throttled transmission rate on "congestion detected"
   situations, a gradual ramp-up after shutdown due to congestion and
   until basic connectivity is verified, and other mechanisms.
   Connectivity-checking applications such as BFD [RFC5880] SHOULD be
   rate-limited to below 5% of the bitrate of the associated link or
   links.  For this purpose, the mean or sustained bitrate of the link
   or links is used.



   Incoming RBridge Channel messages MAY be rate-limited as a protection
   against denial-of-service attacks.  This throttling of incoming
   messages SHOULD honor packet priorities and drop eligibility
   indications as indicated in the Inner.VLAN, preferentially discarding
   drop-eligible and lower-priority packets.




7. Allocation Considerations

   The following subsections give IANA and IEEE allocation
   considerations.  In this document, the allocation procedure
   specifications are as defined in [RFC5226].




7.1. IANA Considerations

   IANA has allocated a previously unassigned TRILL Nickname as follows:



Any‑RBridge           0xFFC0



   IANA has added "All-Egress-RBridges" to the TRILL Parameter Registry
   as an alternative name for the "All-ESADI-RBridges" multicast
   address.



   IANA has allocated two previously unassigned TRILL multicast
   addresses as follows:



TRILL‑End‑Stations    01‑80‑C2‑00‑00‑45
All‑Edge‑RBridges     01‑80‑C2‑00‑00‑46



   IANA has created an additional sub-registry in the TRILL Parameter
   Registry for RBridge Channel Protocols, with initial contents as
   follows:



Protocol      Description                     Reference
‑‑‑‑‑‑‑‑      ‑‑‑‑‑‑‑‑‑‑‑                     ‑‑‑‑‑‑‑‑‑

0x000         Reserved; not to be allocated   (This document)
0x001         RBridge Channel Error           (This document)
0x002‑0x0FF   Unassigned (1)
0x100‑0xFF7   Unassigned (2)
0xFF8‑0xFFE   Reserved for Private Use
0xFFF         Reserved; not to be allocated   (This document)



   (1) RBridge Channel protocol code points from 0x002 to 0x0FF require

       a Standards Action, as modified by [RFC7120], for allocation.



   (2) RBridge Channel protocol code points from 0x100 to 0xFF7 are RFC

       Required to allocate a single value or IESG Approval to allocate
       multiple values.



   IANA has created an additional sub-registry in the TRILL Parameter
   Registry for RBridge Channel Header Flags with initial contents as
   follows:



Flag Bit  Mnemonic  Allocation
‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑

   0         SL     Silent
   1         MH     Multi‑hop
   2         NA     Native
  3‑11       ‑      Unassigned



   Allocation of an RBridge Channel Header Flag is based on IETF Review.



   IANA has created an additional sub-registry in the TRILL Parameter
   Registry for RBridge Channel Error Codes with initial contents as
   listed in Section 3.2 above and with available values allocated by
   Standards Action as modified by [RFC7120].




7.2. IEEE Registration Authority Considerations

   The IEEE Registration Authority has assigned the Ethertype 0x8946 for
   TRILL RBridge Channel.




8. Security Considerations

   No general integrity, authentication, or encryption mechanisms are
   provided herein for RBridge Channel messages.  If these services are
   required for a particular RBridge Channel protocol, they MUST be
   supplied by that channel protocol.  See, for example, the BFD
   Authentication mechanism [RFC5880].



   See [RFC6325] for general TRILL security considerations.  As stated
   therein, no protection is provided by TRILL against forging of the
   Ingress Nickname in a TRILL Data formatted channel message or the
   Outer.MacSA in a native RBridge Channel frame on an Ethernet link.
   This may result in misdirected return responses or error messages.
   However, link-level security protocols may be used to authenticate
   the origin station on a link and protect against attacks on links.
   See also Section 6 concerning congestion.



   If indications of RBridge Channel Protocol support are improperly
   absent from an RBridge's LSP, it could deny all RBridge Channel
   services, for example, some BFD services, for the RBridge in
   question.  If a particular RBridge Channel protocol is incorrectly
   not advertised as supported, it could deny the service of that
   channel protocol to the RBridge in question.



   Incorrect indication of RBridge Channel Protocol support or incorrect
   assertion of support for a channel protocol could encourage RBridge
   Channel messages to be sent to an RBridge that does not support the
   channel feature or the particular channel protocol used.  The inner
   frame of such messages could be decapsulated and that inner frame
   could be sent out all ports that are Appointed Forwarders for the
   frame's Inner.VLAN.  However, this is unlikely to cause much harm; in
   particular, there are two possibilities as follows: (a) if end
   stations do not recognize the RBridge-Channel Ethertype of the frame,
   they will drop it, and (b) if end stations do recognize the RBridge-
   Channel Ethertype and the channel protocol indicated in the frame,
   they should refuse to process the frame due to an incorrect value of
   the RBridge Channel Header NA flag.
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Abstract

   The IETF Transparent Interconnection of Lots of Links (TRILL) base
   protocol (RFC 6325) specifies minimal hooks to safely support TRILL
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1. Introduction

   The base IETF Transparent Interconnection of Lots of Links (TRILL)
   protocol [RFC6325] provides a TRILL Header extension feature and
   describes minimal hooks to safely support header extensions.  (This
   feature is called "options" in Section 3.8 of [RFC6325].)  But,
   except for the first two bits, the TRILL base protocol document does
   not specify the structure of extensions to the TRILL Header nor the
   details of any particular extension.



   This document is consistent with [RFC6325] and provides further
   details.  It specifies an initial extension word providing additional
   flag bits and specifies some of those bits.  Additional extensions,
   including TLV-encoded options, may be specified in later documents,
   for example, [Options] and [Options2].



   Section 2 below describes some general principles of TRILL Header
   extensions and an initial extension.  Section 3 specifies a pair of
   flags in this initial extension.




1.1. Conventions Used in This Document

   The terminology and acronyms defined in [RFC6325] are used herein
   with the same meaning.  Devices implementing the TRILL protocol are
   referred to as RBridges (Routing Bridges) or TRILL Switches.



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].




2. TRILL Header Extensions

   The base TRILL protocol includes a feature for extension of the TRILL
   Header (see [RFC6325], Sections 3.5 and 3.8).  The 5-bit Op-Length
   header field gives the length of the extensions to the TRILL Header
   in units of 4 octets, which allows up to 124 octets of header
   extension.  If Op-Length is zero, there are no header extensions
   present; else, the extension area follows immediately after the
   Ingress RBridge Nickname field of the TRILL Header.  The first 32-bit
   word of the optional extensions area consists of an extended flags
   area and critical summary bits as specified in this document.



   As described below, provision is made for



   o  hop-by-hop flags, which might affect any RBridge that receives a
      TRILL Data frame with such a flag set,



   o  ingress-to-egress flags, which would only necessarily affect the
      RBridge(s) where a TRILL frame is decapsulated,



   o  flags affecting an as-yet-unspecified class of RBridges, for
      example, border RBridges in a TRILL campus extended to support
      multi-level IS-IS (Intermediate System to Intermediate System)
      [MultiLevel], and



   o  both "critical" and "non-critical" flags.



   Any RBridge receiving a frame with a critical hop-by-hop extension
   that it does not implement MUST discard the frame because it is
   unsafe to process the frame without understanding such a critical
   extension.



   Any egress RBridge receiving a frame with a critical ingress-to-
   egress extension it does not implement MUST drop the frame if it is a
   unicast frame (TRILL Header M bit = 0); if it is a multi-destination
   TRILL Data frame (M=1), then it MUST NOT be egressed at that RBridge,
   but the egress RBridge still forwards such a frame on the
   distribution tree.



   Non-critical extensions can be safely ignored.



   Any extended flag indicating a significant change in the structure or
   interpretation of later parts of the frame that, if the extended flag
   were ignored, could cause a failure of service or violation of
   security policy MUST be a critical extension.  If such an extended
   flag affects any fields that transit RBridges will examine, it MUST
   be a hop-by-hop critical extended flag.



      Note: Most RBridge implementations are expected to be optimized
      for simple and common cases of frame forwarding and processing.
      Although the hard limit on the header extensions area length, the
      32-bit alignment of the extension area, and the presence of
      critical extension summary bits, as described below, are intended
      to assist in the efficient hardware processing of frames with a
      TRILL Header extensions area, nevertheless the inclusion of
      extensions may cause frame processing using a "slow path" with
      inferior performance to "fast path" processing.  Limited slow path
      throughput of such frames could cause some of them to be
      discarded.




2.1. RBridge Extended Flag Handling Requirements

   All RBridges MUST check whether there are any critical flags set that
   are necessarily applicable to their processing of the frame.  To
   assist in this task, critical summary bits are provided that cover
   not only the extended flags specified herein but will cover any
   further extensions that may be specified in future documents, for
   example, [Options] and [Options2].  If an RBridge does not implement
   all critical flags in a TRILL Data frame, it MUST treat the frame as
   having an unimplemented critical extension as described in Section 2.
   A transit or egress RBridge may assume that the critical summary bits
   are correct.



   In addition, a transit RBridge:



   o  MAY set or clear hop-by-hop flags as specified for such flags;



   o  MUST adjust the length of the extensions area, including changing
      Op-Length in the TRILL Header, as appropriate if it adds or
      removes the extended header flags word;



   o  MUST, if it adds the word of extended header flags or changes any
      critical flags, correctly set the critical summary bits in the
      extended header flags word;



   o  MUST NOT remove the extended header flags word unless it is all
      zero (either on arrival or after permitted modifications); and



   o  MUST NOT set or clear ingress-to-egress or reserved extended
      header flags except as specifically permitted in the specification
      of such flags.




2.2. No Critical Surprises

   RBridges advertise the extended header flags they support in IS-IS
   PDUs (Protocol Data Units) [RFC7176].  Unless an RBridge advertises
   support for a critical extended header flag, it will not normally
   receive frames with that flag set.  An RBridge is not required to
   support any extensions.



   An RBridge SHOULD NOT set a critical extended flag in a frame unless,



   o  for a critical hop-by-hop extended header flag, it has determined
      that the next hop RBridge or RBridges that will accept the frame
      support that flag,



   o  for a critical ingress-to-egress extended header flag, it has
      determined that the RBridge or RBridges that will egress the frame
      support that flag, or



   o  for a critical reserved extended header flag, it may set such a
      flag only if it understands which RBridges it is applicable to and
      has determined that those RBridges that will accept the frame
      support that flag.



   "SHOULD NOT" is specified above since there may be cases where it is
   acceptable for those frames, particularly for the multi-destination
   case, to be discarded or not egressed by any RBridges that do not
   implement the extended flag.




2.3. Extended Header Flags

   If any extensions are present in a TRILL Header, as indicated by a
   non-zero Op-Length field, the first 32 bits of the extensions area
   consist of extended header flags, as described below.  The remainder
   of the extensions area, if any, after the initial 32 bits may be
   specified in later documents, for example, [Options] and [Options2].



   Any RBridge adding an extensions area to a TRILL Header must set the
   first 32 bits to zero except when permitted or required to set one or
   more of those bits as specified.  For TRILL Data frames with
   extensions present, any transit RBridge that does not discard the
   frame MUST transparently copy the extended flags word, except for
   modifications permitted by an extension implemented by that RBridge.



   The extended header flags word is illustrated below and the meanings
   of these bits is further described in the list following the figure.



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|Crit.|  CHbH   |   NCHbH   |CRSV | NCRSV |   CItE    |  NCItE  |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| ... additional optional 32‑bit aligned words of extension     |
|     possibly including TLV extensions ...



   (The first two critical summary bits are as specified in [RFC6325].
   In this document, an "S", for Summary, has been added at the end of
   their acronyms.  A third critical summary bit is also specified
   herein and its acronym also ends with an "S" for consistency.)



Bits    Description
‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

0‑2     Crit.: Critical summary bits.
        0 CHbHS: Critical Hop‑by‑Hop extension(s) are present.
        1 CItES: Critical Ingress‑to‑Egress extension(s) are present.
        2 CRSVS: Critical Reserved extension(s) are present.

3‑7     CHbH: Critical Hop‑by‑Hop extended flag bits.
8‑13    NCHbH: Non‑critical Hop‑by‑Hop extended flag bits.

14‑16   CRSV: Critical Reserved extended flag bits.
17‑20   NCRSV: Non‑critical Reserved extended flag bits.

21‑26   CItE: Critical Ingress‑to‑Egress extended flag bits.
27‑31   NCItE: Non‑critical Ingress‑to‑Egress extended flag bits.




2.3.1. Critical Summary Bits

   The top three bits of the extended header flags area, bits 0, 1, and
   2 above, are called the critical summary bits.  They summarize the
   presence of critical extensions as follows:



   CHbHS: If the CHbHS (Critical Hop-by-Hop Summary) bit is one, one or

      more critical hop-by-hop extensions are present.  These might be
      critical hop-by-hop extended header flags or critical hop-by-hop
      extensions after the first word in the extensions area.  Transit
      RBridges that do not support all of the critical hop-by-hop
      extensions present, for example, an RBridge that supported no
      critical hop-by-hop extensions, MUST drop the frame.  If the CHbHS
      bit is zero, the frame is safe, from the point of view of
      extensions processing, for a transit RBridge to forward,
      regardless of what extensions that RBridge does or does not
      support.



   CItES: If the CItES (Critical Ingress-to-Egress Summary) bit is a

      one, one or more critical ingress-to-egress extensions are
      present.  These might be critical ingress-to-egress extended
      header flags or critical ingress-to-egress extensions after the
      first word in the extensions area.  If the CItES bit is zero, no
      such extensions are present.  If either CHbHS or CItES is non-
      zero, egress RBridges that do not support all critical extensions
      present, for example, an RBridge that supports no critical
      extensions, MUST drop the frame.  If both CHbHS and CItES are
      zero, the frame is safe, from the point of view of extensions, for
      an egress RBridge to process, regardless of what extensions that
      RBridge does or does not support.



   CRSVS: If the CRSVS (Critical Reserved Summary) bit is a one, one or

      more critical extensions are present that are reserved to apply to
      a class of RBridges to be specified in the future, for example,
      border RBridges in a TRILL campus extended to support multi-level
      IS-IS.  This class will be a subset of transit RBridges.  RBridges
      in this class MUST drop frames with the CRSVS bit set unless they
      implement all critical hop-by-hop and all critical reserved
      extensions present in the frame.



   The critical summary bits enable simple and efficient processing of
   TRILL Data frames by egress RBridges that support no critical
   extensions, by transit RBridges that support no critical hop-by-hop
   extensions, and by RBridges in the reserved class that support no
   critical hop-by-hop or reserved extensions.  Such RBridges need only
   check whether Op-Length is non-zero and, if it is, check the top one,
   two, or three bits just after the fixed portion of the TRILL Header.
   Based on those three bits, such RBridges can decide whether to
   discard or forward/process the frame.




2.4. Conflict of Extensions

   Defining TRILL extensions including extended header flags that
   conflict with each other would be undesirable.  Should conflicting
   extensions appear in the same packet, the results would be
   unpredictable if different implementations processed them in
   different orders.  While rules could be defined to specify how to
   predictably process conflicting extensions, such rules would also
   limit implementation flexibility and could impose substantial
   processing burdens.



   Conflicting extensions SHOULD NOT be defined, but if they are,
   careful thought should be given as to whether and how to specify the
   handling of conflicting extensions.




3. Specific Extended Header Flags

   The table below shows the state of TRILL Header extended flag
   assignments.  See Section 5 for IANA Considerations.



Bits    Purpose                                          Section
‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
 0‑2    Critical Summary Bits                              2.3.1
 3‑6    available critical hop‑by‑hop flags
 7      Critical Channel Alert flag                          3.1
 8      Non‑critical Channel Alert flag                      3.1
 9‑13   available non‑critical hop‑by‑hop flags
14‑16   available critical reserved flags
17‑20   available non‑critical reserved flags
21‑26   available critical ingress‑to‑egress flags
27‑31   available non‑critical ingress‑to‑egress flags



             Table 1: Extended Header Flags Area




3.1. RBridge Channel Alert Extended Flags

   The RBridge Channel Alert extended header flags indicate that the
   frame is an RBridge Channel frame [RFC7178] that requests processing
   at each hop.



   If the Critical Channel Alert flag (bit 7) is a one and the RBridge
   does not implement the RBridge Channel feature or the particular
   RBridge Channel protocol involved [RFC7178] or the frame does not
   actually appear to be an RBridge Channel message, then the frame is
   discarded.  This permits implementation, for example, of a channel
   message requiring strict source routing or the like, with assurance
   that it will be discarded rather than deviate from the directed path.



   If the frame is not discarded as described above, then the presence
   of either the Critical or Non-critical Channel Alert flag alerts
   transit RBridges to the presence of an RBridge Channel message
   [RFC7178] that may require special handling.  The non-critical alert
   flag supports, for example, an RBridge Channel protocol message
   including a "record route" function where not recording transit
   RBridges that do not support this function is acceptable.




4. Additions to IS-IS

   RBridges use IS-IS Link State PDUs (LSPs) to inform other RBridges
   which extended header flags they support.  The IS-IS PDU(s), TLV(s),
   or sub-TLV(s) used to encode and advertise this information are
   specified in a separate document [RFC7176].




5. IANA Considerations

   IANA has created a "TRILL Extended Header Flags" subregistry within
   the TRILL Parameters registry.  The "TRILL Extended Header Flags"
   subregistry is initially populated as specified in Table 1 in Section
   3.  References in that table to sections of this document have been
   replaced in the IANA subregistry by references to this document as an
   RFC.



   New TRILL extended header flags are allocated by IETF Review
   [RFC5226].



   To indicate support of extended header flags, IANA has assigned the
   following bits in the TRILL-VER and PORT-TRILL-VER Sub-TLV Capability
   Flag registries created by [RFC7176]:



   o  Bits 3-13 of the PORT-TRILL-VER Sub-TLV Capability Flags have been
      assigned to indicate support of TRILL hop-by-hop extended header
      flags 3-13.



   o  Bits 14-31 of the TRILL-VER Sub-TLV Capability Flags have been
      assigned to indicate support of TRILL extended header flags 14-31.




6. Security Considerations

   For general TRILL protocol security considerations, see [RFC6325].



   For security considerations related to extended header flags, see the
   document where the flag is specified.



   It is important that the critical summary bits in the extended header
   flags word be set properly.  If set when critical extensions of the
   appropriate category are not present, frames may be unnecessarily
   discarded.  If not set when critical extensions are present, frames
   may be mishandled or corrupted, and intended security policies may be
   violated.



   The RBridge Channel Alert extended header flags have the following
   security considerations.  Implementations should keep in mind that
   they might be erroneously set in a frame.  If either RBridge Channel
   Alert flag is found set in a frame that is not an RBridge Channel
   message [RFC7178], the flag MAY be cleared and should have no effect
   except, possibly, delaying processing of the frame.  If either
   RBridge Channel Alert flag is erroneously omitted from a frame,
   desired per-hop processing for the frame may not occur.
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Abstract

The IETF Transparent Interconnection of Lots of Links (TRILL)
protocol provides least‑cost pair‑wise data forwarding without
configuration in multi‑hop networks with arbitrary topology and link
technology, safe forwarding even during periods of temporary loops,
and support for multipathing of both unicast and multicast traffic.
TRILL accomplishes this by using Intermediate System to Intermediate
System (IS‑IS) link‑state routing and by encapsulating traffic using
a header that includes a hop count.  Since publication of the TRILL
base protocol in July 2011, active development of TRILL has revealed
errata in  RFC 6325 and some cases that could use clarifications or
updates.



   RFCs 6327 and 6439 provide clarifications and updates with respect to
   adjacency and Appointed Forwarders.  This document provides other
   known clarifications, corrections, and updates to RFCs 6325, 6327,
   and 6439.
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   Internet Engineering Steering Group (IESG).  Further information on
   Internet Standards is available in Section 2 of RFC 5741.



   Information about the current status of this document, any errata,
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1. Introduction

   The IETF Transparent Interconnection of Lots of Links (TRILL)
   protocol [RFC6325] provides optimal pair-wise data frame forwarding
   without configuration in multi-hop networks with arbitrary topology
   and link technology, safe forwarding even during periods of temporary
   loops, and support for multipathing of both unicast and multicast
   traffic.  TRILL accomplishes this by using Intermediate System to
   Intermediate System (IS-IS) [IS-IS] [RFC1195] [RFC7176] link-state
   routing and encapsulating traffic using a header that includes a hop
   count.  The design supports VLANs (Virtual Local Area Networks) and
   optimization of the distribution of multi-destination frames based on
   VLANs and IP derived multicast groups.



   In the years since the TRILL base protocol [RFC6325] was published,
   active development of TRILL has revealed five errors in the
   specification [RFC6325] and cases that could use clarifications or
   updates.



   [RFC6327] and [RFC6439] provide clarifications with respect to
   Adjacency and Appointed Forwarders.  This document provides other
   known clarifications, corrections, and updates to [RFC6325],
   [RFC6327], and [RFC6439].




1.1. Precedence

   In case of conflict between this document and any of [RFC6325],
   [RFC6327], or [RFC6439], this document takes precedence.  In
   addition, Section 1.2 (Normative Content and Precedence) of [RFC6325]
   is updated to provide a more complete precedence ordering of the
   sections of [RFC6325] as following, where sections to the left take
   precedence over sections to their right:



                      4 > 3 > 7 > 5 > 2 > 6 > 1




1.2. Changes That Are Not Backward Compatible

   The change made by Section 3.4 below is not backward compatible with
   [RFC6325] but has nevertheless been adopted to reduce distribution
   tree changes resulting from topology changes.



   The several other changes herein that are fixes to errata for
   [RFC6325] -- [Err3002] [Err3003] [Err3004] [Err3052] [Err3053]
   [Err3508] -- may not be backward compatible with previous
   implementations that conformed to errors in the specification.




1.3. Terminology and Acronyms

   This document uses the acronyms defined in [RFC6325] and the
   following acronyms and terms:



      CFI - Canonical Format Indicator [802]



      DEI - Drop Eligibility Indicator [802.1Q-2011]



      EISS - Enhanced Internal Sublayer Service



      OOMF - Overload Originated Multi-destination Frame



      TRILL Switch - An alternative name for an RBridge



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in
   [RFC2119].




2. Overloaded and/or Unreachable RBridges

   RBridges may be in overload as indicated by the [IS-IS] overload flag
   in their LSPs (Link State PDUs).  This means that either (1) they are
   incapable of holding the entire link-state database and thus do not
   have a view of the entire topology or (2) they have been configured
   to have the overload bit set.  Although networks should be engineered
   to avoid actual link-state overload, it might occur under various
   circumstances.  For example, if a large campus included one or more
   low-end TRILL Switches.



   It is a common operational practice to set the overload bit in an
   [IS-IS] router (such as an RBridge) when performing maintenance on
   that router that might affect its ability to correctly forward
   frames; this will usually leave the router reachable for maintenance
   traffic, but transit traffic will not be routed through it.  (Also,
   in some cases, TRILL provides for setting the overload bit in the
   pseudonode of a link to stop TRILL Data traffic on an access link
   (see Section 4.9.1 of [RFC6325]).)



   [IS-IS] and TRILL make a reasonable effort to do what they can even
   if some RBridges/routers are in overload.  They can do reasonably
   well if a few scattered nodes are in overload.  However, actual
   least-cost paths are no longer assured if any RBridges are in
   overload.



   For the effect of overload on the appointment of forwarders, see
   Section 10.2.



   In this Section 2, the term "neighbor" refers only to actual RBridges
   and ignores pseudonodes.




2.1. Reachability

   Frames are not least-cost routed through an overloaded TRILL Switch,
   although they may originate or terminate at an overloaded TRILL
   Switch.  In addition, frames will not be least-cost routed over links
   with cost 2**24 - 1 [RFC5305]; such links are reserved for traffic-
   engineered frames, the handling of which is beyond the scope of this
   document.



   As a result, a portion of the campus may be unreachable for least-
   cost routed TRILL Data because all paths to it would be through a
   link with cost 2**24 - 1 or through an overloaded RBridge.  For
   example, an RBridge RB1 is not reachable by TRILL Data if all of its
   neighbors are connected to RB1 by links with cost 2**24 - 1.  Such
   RBridges are called "data unreachable".



   The link-state database at an RBridge RB1 can also contain
   information on TRILL Switches that are unreachable by IS-IS link-
   state flooding due to link or RBridge failures.  When such failures
   partition the campus, the TRILL Switches adjacent to the failure and
   on the same side of the failure as RB1 will update their LSPs to show
   the lack of connectivity, and RB1 will receive those updates.  As a
   result, RB1 will be aware of the partition.  Nodes on the far side of
   the partition are both IS-IS unreachable and data unreachable.
   However, LSPs held by RB1 for TRILL Switches on the far side of the
   failure will not be updated and may stay around until they time out,
   which could be tens of minutes or longer.  (The default in [IS-IS] is
   twenty minutes.)




2.2. Distribution Trees

   An RBridge in overload cannot be trusted to correctly calculate
   distribution trees or correctly perform the RPFC (Reverse-Path
   Forwarding Check).  Therefore, it cannot be trusted to forward multi-
   destination TRILL Data frames.  It can only appear as a leaf node in
   a TRILL multi-destination distribution tree.  Furthermore, if all the
   immediate neighbors of an RBridge are overloaded, then it is omitted
   from all trees in the campus and is unreachable by multi-destination
   frames.



   When an RBridge determines what nicknames to use as the roots of the
   distribution trees it calculates, it MUST ignore all nicknames held
   by TRILL Switches that are in overload or are data unreachable.  When
   calculating RPFCs for multi-destination frames, an RBridge RB1 MAY,
   to avoid calculating unnecessary RPF check state, ignore any trees
   that cannot reach to RB1 even if other RBridges list those trees as
   trees that other TRILL Switches might use.  (But see Section 3.)




2.3. Overloaded Receipt of TRILL Data Frames

   The receipt of TRILL Data frames by overloaded RBridge RB2 is
   discussed in the subsections below.  In all cases, the normal Hop
   Count decrement is performed, and the TRILL Data frame is discarded
   if the result is less than one or if the egress nickname is illegal.




2.3.1. Known Unicast Receipt

   RB2 will not usually receive unicast TRILL Data frames unless it is
   the egress, in which case it decapsulates and delivers the frames
   normally.  If RB2 receives a unicast TRILL Data frame for which it is
   not the egress, perhaps because a neighbor does not yet know it is in
   overload, RB2 MUST NOT discard the frame because the egress is an
   unknown nickname as it might not know about all nicknames due to its
   overloaded condition.  If any neighbor, other than the neighbor from
   which it received the frame, is not overloaded, it MUST attempt to
   forward the frame to one of those neighbors.  If there is no such
   neighbor, the frame is discarded.




2.3.2. Multi-Destination Receipt

   If RB2 in overload receives a multi-destination TRILL Data frame, RB2
   MUST NOT apply an RPFC since, due to overload, it might not do so
   correctly.  RB2 decapsulates and delivers the frame locally where it
   is Appointed Forwarder for the frame's VLAN, subject to any multicast
   pruning.  But since, as stated above, RB2 can only be the leaf of a
   distribution tree, it MUST NOT forward a multi-destination TRILL Data
   frame (except as an egressed native frame where RB2 is Appointed
   Forwarder).




2.4. Overloaded Origination of TRILL Data Frames

   Overloaded origination of unicast frames with known egress and of
   multi-destination frames are discussed in the subsections below.




2.4.1. Known Unicast Origination

   When an overloaded RBridge RB2 ingresses or creates a known
   destination unicast TRILL Data frame, it delivers it locally if the
   destination Media Access Control (MAC) is local.  Otherwise, RB2
   unicasts it to any neighbor TRILL Switch that is not overloaded.  It
   MAY use what routing information it has to help select the neighbor.




2.4.2. Multi-Destination Origination

   Overloaded RBridge RB2 ingressing or creating a multi-destination
   TRILL Data frame is more complex than for a known unicast frame.




2.4.2.1. An Example Network

   For example, consider the network below in which, for simplicity, end
   stations and any bridges are not shown.  There is one distribution
   tree of which RB4 is the root; it is represented by double lines.
   Only RBridge RB2 is overloaded.



+‑‑‑‑‑+    +‑‑‑‑‑+     +‑‑‑‑‑+     +‑‑‑‑‑+
| RB7 +====+ RB5 +=====+ RB3 +=====+ RB1 |
+‑‑‑‑‑+    +‑‑+‑‑+     +‑++‑‑+     +‑‑+‑‑|
              |          ||           |
          +‑‑‑+‑‑‑+      ||           |
   +‑‑‑‑‑‑+RB2(ov)|======++           |
   |      +‑‑‑‑‑‑‑+      ||           |
   |                     ||           |
+‑‑+‑‑+     +‑‑‑‑‑+  ++==++=++     +‑‑+‑‑+
| RB8 +=====+ RB6 +==++ RB4 ++=====+ RB9 |
+‑‑‑‑‑+     +‑‑‑‑‑+  ++=====++     +‑‑‑‑‑+



   Since RB2 is overloaded, it does not know what the distribution tree
   or trees are for the network.  Thus, there is no way it can provide
   normal TRILL Data encapsulation for multi-destination native frames.
   So RB2 tunnels the frame to a neighbor that is not overloaded if it
   has such a neighbor that has signaled that it is willing to offer
   this service.  RBridges indicate this in their Hellos as described
   below.  This service is called OOMF (Overload Originated Multi-
   destination Frame) service.



   -  The multi-destination frame MUST NOT be locally distributed in
      native form at RB2 before tunneling to a neighbor because this
      would cause the frame to be delivered twice.  For example, if RB2
      locally distributed a multicast native frame and then tunneled it
      to RB5, RB2 would get a copy of the frame when RB3 transmitted it
      as a TRILL Data frame on the multi-access RB2-RB3-RB4 link.  Since
      RB2 would, in general, not be able to tell that this was a frame
      it had tunneled for distribution, RB2 would decapsulate it and
      locally distribute it a second time.



   -  On the other hand, if there is no neighbor of RB2 offering RB2 the
      OOMF service, RB2 cannot tunnel the frame to a neighbor.  In this
      case, RB2 MUST locally distribute the frame where it is Appointed
      Forwarder for the frame's VLAN and optionally subject to multicast
      pruning.




2.4.2.2. Indicating OOMF Support

   An RBridge RB3 indicates its willingness to offer the OOMF service to
   RB2 in the TRILL Neighbor TLV in RB3's TRILL Hellos by setting a bit
   associated with the SNPA (Subnetwork Point of Attachment, also known
   as MAC address) of RB2 on the link.  (See Section 11.)  Overloaded
   RBridge RB2 can only distribute multi-destination TRILL Data frames
   to the campus if a neighbor of RB2 not in overload offers RB2 the
   OOMF service.  If RB2 does not have OOMF service available to it, RB2
   can still receive multi-destination frames from non-overloaded
   neighbors and, if RB2 should originate or ingress such a frame, it
   distributes it locally in native form.




2.4.2.3. Using OOMF Service

   If RB2 sees this OOMF (Overload Originated Multi-destination Frame)
   service advertised for it by any of its neighbors on any link to
   which RB2 connects, it selects one such neighbor by a means beyond
   the scope of this document.  Assuming RB2 selects RB3 to handle
   multi-destination frames it originates, RB2 MUST advertise in its LSP
   that it might use any of the distribution trees that RB3 advertises
   so that the RPFC will work in the rest of the campus.  Thus,
   notwithstanding its overloaded state, RB2 MUST retain this
   information from RB3 LSPs, which it will receive as it is directly
   connected to RB3.



   RB2 then encapsulates such frames as TRILL Data frames to RB3 as
   follows: M bit = 0, Hop Count = 2, ingress nickname = a nickname held
   by RB2, and, since RB2 cannot tell what distribution tree RB3 will
   use, egress nickname = a special nickname indicating an OOMF frame
   (see Section 11).  RB2 then unicasts this TRILL Data frame to RB3.
   (Implementation of Item 4 in Section 4 below provides reasonable
   assurance that, notwithstanding its overloaded state, the ingress
   nickname used by RB2 will be unique within at least the portion of
   the campus that is IS-IS reachable from RB2.)



   On receipt of such a frame, RB3 does the following:



‑  changes the Egress Nickname field to designate a distribution tree
   that RB3 normally uses,
‑  sets the M bit to one,
‑  changes the Hop Count to the value it would normally use if it
   were the ingress, and
‑  forwards the frame on that tree.



   RB3 MAY rate limit the number of frames for which it is providing
   this service by discarding some such frames from RB2.  The provision
   of even limited bandwidth for OOMFs by RB3, perhaps via the slow
   path, may be important to the bootstrapping of services at RB2 or at
   end stations connected to RB2, such as supporting DHCP and ARP/ND
   (Address Resolution Protocol / Neighbor Discovery).  (Everyone
   sometimes needs a little OOMF (pronounced "oomph") to get off the
   ground.)




3. Distribution Trees

   Two corrections, a clarification, and two updates related to
   distribution trees appear in the subsections below.  See also
   Section 2.2.




3.1. Number of Distribution Trees

   In [RFC6325], Section 4.5.2, page 56, Point 2, 4th paragraph, the
   parenthetical "(up to the maximum of {j,k})" is incorrect [Err3052].
   It should read "(up to k if j is zero or the minimum of (j, k) if j
   is non-zero)".




3.2. Clarification of Distribution Tree Updates

   When a link-state database change causes a change in the distribution
   tree(s), there are several possibilities.  If a tree root remains a
   tree root but the tree changes, then local forwarding and RPFC
   entries for that tree should be updated as soon as practical.
   Similarly, if a new nickname becomes a tree root, forwarding and RPFC
   entries for the new tree should be installed as soon as practical.
   However, if a nickname ceases to be a tree root and there is
   sufficient room in local tables, the forwarding and RPFC entries for
   the former tree MAY be retained so that any multi-destination TRILL
   Data frames already in flight on that tree have a higher probability
   of being delivered.




3.3. Multicast Pruning Based on IP Address

   The TRILL base protocol specification [RFC6325] provides for and
   recommends the pruning of multi-destination frame distribution trees
   based on the location of IP multicast routers and listeners; however,
   multicast listening is identified by derived MAC addresses as
   communicated in the Group MAC Address sub-TLV [RFC7176].



   TRILL Switches MAY communicate multicast listeners and prune
   distribution trees based on the actual IPv4 or IPv6 multicast
   addresses involved.  Additional Group Address sub-TLVs are provided
   in [RFC7176] to carry this information.  A TRILL Switch that is only
   capable of pruning based on derived MAC address SHOULD calculate and
   use such derived MAC addresses from multicast listener IPv4/IPv6
   address information it receives.




3.4. Numbering of Distribution Trees

   Section 4.5.1 of [RFC6325] specifies that, when building distribution
   tree number j, node (RBridge) N that has multiple possible parents in
   the tree is attached to possible parent number j mod p.  Trees are
   numbered starting with 1, but possible parents are numbered starting
   with 0.  As a result, if there are two trees and two possible
   parents, in tree 1, parent 1 will be selected, and in tree 2, parent
   0 will be selected.



   This is changed so that the selected parent MUST be (j-1) mod p.  As
   a result, in the case above, tree 1 will select parent 0, and tree 2
   will select parent 1.  This change is not backward compatible with
   [RFC6325].  If all RBridges in a campus do not determine distribution
   trees in the same way, then for most topologies, the RPFC will drop
   many multi-destination frames before they have been properly
   delivered.




3.5. Link Cost Directionality

   Distribution tree construction, like other least-cost aspects of
   TRILL, works even if link costs are asymmetric, so the cost of the
   hop from RB1 to RB2 is different from the cost of the hop from RB2 to
   RB1. However, it is essential that all RBridges calculate the same
   distribution trees, and thus, all must either use the cost away from
   the tree root or the cost towards the tree root. As corrected in
   [Err3508], the text in Section 4.5.1 of [RFC6325] is incorrect.  It
   says:



      In other words, the set of potential parents for N, for the tree
      rooted at R, consists of those that give equally minimal cost
      paths from N to R and ...



   but the text should say "from R to N":



      In other words, the set of potential parents for N, for the tree
      rooted at R, consists of those that give equally minimal cost
      paths from R to N and ...




4. Nickname Selection

   Nickname selection is covered by Section 3.7.3 of [RFC6325].
   However, the following should be noted:



   1.  The second sentence in the second bullet item in Section 3.7.3 of
       [RFC6325] on page 25 is erroneous [Err3002] and is corrected as
       follows:



       o  The occurrence of "IS-IS ID (LAN ID)" is replaced with
          "priority".



       o  The occurrence of "IS-IS System ID" is replaced with "seven-
          byte IS-IS ID (LAN ID)".



       The resulting corrected sentence in [RFC6325] reads as follows:



          If RB1 chooses nickname x, and RB1 discovers, through receipt
          of an LSP for RB2 at any later time, that RB2 has also chosen
          x, then the RBridge or pseudonode with the numerically higher
          priority keeps the nickname, or if there is a tie in priority,
          the RBridge with the numerically higher seven-byte IS-IS ID
          (LAN ID) keeps the nickname, and the other RBridge MUST select
          a new nickname.



   2.  In examining the link-state database for nickname conflicts,
       nicknames held by IS-IS unreachable TRILL Switches MUST be
       ignored, but nicknames held by IS-IS reachable TRILL Switches
       MUST NOT be ignored even if they are data unreachable.



   3.  An RBridge may need to select a new nickname, either initially
       because it has none or because of a conflict.  When doing so, the
       RBridge MUST consider as available all nicknames that do not
       appear in its link-state database or that appear to be held by
       IS-IS unreachable TRILL Switches; however, it SHOULD give
       preference to selecting new nicknames that do not appear to be
       held by any TRILL Switch in the campus, reachable or unreachable,
       so as to minimize conflicts if IS-IS unreachable TRILL Switches
       later become reachable.



   4.  An RBridge, even after it has acquired a nickname for which there
       appears to be no conflicting claimant, MUST continue to monitor
       for conflicts with the nickname or nicknames it holds.  It does
       so by checking in LSP PDUs it receives that should update its
       link-state database for the following: any occurrence of any of
       its nicknames held with higher priority by some other TRILL
       Switch that is IS-IS reachable from it.  If it finds such a
       conflict, it MUST select a new nickname, even when in overloaded
       state.  (It is possible to receive an LSP that should update the
       link-state database but does not due to overload.)



   5.  In the very unlikely case that an RBridge is unable to obtain a
       nickname because all valid RBridge nicknames (0x0001 through
       0xFFBF inclusive) are in use with higher priority by IS-IS
       reachable TRILL Switches, it will be unable to act as an ingress,
       egress, or tree root but will still be able to function as a
       transit TRILL Switch.  Although it cannot be a tree root, such an
       RBridge is included in distribution trees computed for the campus
       unless all its neighbors are overloaded.  It would not be
       possible to send a unicast RBridge Channel message specifically
       to such a TRILL Switch [RFC7178]; however, it will receive
       unicast Channel messages sent by a neighbor to the Any-RBridge
       egress nickname and will receive appropriate multi-destination
       Channel messages.




5. MTU (Maximum Transmission Unit)

   MTU values in TRILL key off the originatingL1LSPBufferSize value
   communicated in the IS-IS originatingLSPBufferSize TLV [IS-IS].  The
   campus-wide value Sz, as described in Section 4.3.1 of [RFC6325], is
   the minimum value of originatingL1LSPBufferSize for the RBridges in a
   campus, but not less than 1470.  The MTU testing mechanism and
   limiting LSPs to Sz assures that the LSPs can be flooded by IS-IS and
   thus that IS-IS can operate properly.



   If nothing is known about the MTU of the links or the
   originatingL1LSPBufferSize of other RBridges in a campus, the
   originatingL1LSPBufferSize for an RBridge should default to the
   minimum of the LSP size that its TRILL IS-IS software can handle and
   the minimum MTU of the ports that it might use to receive or transmit
   LSPs.  If an RBridge does have knowledge of link MTUs or other
   RBridge originatingL1LSPBufferSize, then, to avoid the necessity to
   regenerate the local LSPs using a different maximum size, the
   RBridge's originatingL1LSPBufferSize SHOULD be configured to the
   minimum of (1) the smallest value that other RBridges are or will be
   announcing as their originatingL1LSPBufferSize and (2) a value small
   enough that the campus will not partition due to a significant number
   of links with limited MTU.  However, as provided in [RFC6325], in no
   case can originatingL1LSPBufferSize be less than 1470.  In a well-
   configured campus, to minimize any LSP regeneration due to re-sizing,
   it is desirable for all RBridges to be configured with the same
   originatingL1LSPBufferSize.



   Section 5.1 below corrects errata in [RFC6325], and Section 5.2
   clarifies the meaning of various MTU limits for TRILL Ethernet links.




5.1. MTU-Related Errata in RFC 6325

   Three MTU-related errata in [RFC6325] are corrected in the
   subsections below.




5.1.1. MTU PDU Addressing

   Section 4.3.2 of [RFC6325] incorrectly states that multi-destination
   MTU-probe and MTU-ack TRILL IS-IS PDUs are sent on Ethernet links
   with the All-RBridges multicast address as the Outer.MacDA [Err3004].
   As TRILL IS-IS PDUs, when multicast on an Ethernet link, they MUST be
   sent to the All-IS-IS-RBridges multicast address.




5.1.2. MTU PDU Processing

   As discussed in [RFC6325] and, in more detail, in [RFC6327], MTU-
   probe and MTU-ack PDUs MAY be unicast; however, Section 4.6 of
   [RFC6325] erroneously does not allow for this possibility [Err3003].
   It is corrected by replacing Item numbered "1" in Section 4.6.2 of
   [RFC6325] with the following quoted text to which TRILL Switches MUST
   conform:



   "1. If the Ethertype is L2-IS-IS and the Outer.MacDA is either All-

       IS-IS-RBridges or the unicast MAC address of the receiving
       RBridge port, the frame is handled as described in
       Section 4.6.2.1"



   The reference to "Section 4.6.2.1" in the above quoted text is to
   that section in [RFC6325].




5.1.3. MTU Testing

   The last two sentences of Section 4.3.2 of [RFC6325] have errors
   [Err3053].  They currently read:



      If X is not greater than Sz, then RB1 sets the "failed minimum MTU
      test" flag for RB2 in RB1's Hello.  If size X succeeds, and X >
      Sz, then RB1 advertises the largest tested X for each adjacency in
      the TRILL Hellos RB1 sends on that link, and RB1 MAY advertise X
      as an attribute of the link to RB2 in RB1's LSP.



   They should read:



      If X is not greater than or equal to Sz, then RB1 sets the "failed
      minimum MTU test" flag for RB2 in RB1's Hello.  If size X
      succeeds, and X >= Sz, then RB1 advertises the largest tested X
      for each adjacency in the TRILL Hellos RB1 sends on that link, and
      RB1 MAY advertise X as an attribute of the link to RB2 in RB1's
      LSP.




5.2. Ethernet MTU Values

   originatingL1LSPBufferSize is the maximum permitted size of LSPs
   starting with the 0x83 Intradomain Routeing Protocol Discriminator
   byte.  In Layer 3 IS-IS, originatingL1LSPBufferSize defaults to 1492
   bytes.  (This is because, in its previous life as DECnet Phase V,
   IS-IS was encoded using the SNAP SAP (Subnetwork Access Protocol
   Service Access Point) [RFC7042] format, which takes 8 bytes of
   overhead and 1492 + 8 = 1500, the classic Ethernet maximum.  When
   standardized by ISO/IEC [IS-IS] to use Logical Link Control (LLC)
   encoding, this default could have been increased by a few bytes but
   was not.)



   In TRILL, originatingL1LSPBufferSize defaults to 1470 bytes.  This
   allows 27 bytes of headroom or safety margin to accommodate legacy
   devices with the classic Ethernet maximum MTU despite headers such as
   an Outer.VLAN.



   Assuming the campus-wide minimum link MTU is Sz, RBridges on Ethernet
   links MUST limit most TRILL IS-IS PDUs so that PDUz (the length of
   the PDU starting just after the L2-IS-IS Ethertype and ending just
   before the Ethernet Frame Check Sequence (FCS)) does not to exceed
   Sz.  The PDU exceptions are TRILL Hello PDUs, which MUST NOT exceed
   1470 bytes, and MTU-probe and MTU-ack PDUs that are padded, depending
   on the size being tested (which may exceed Sz).



   Sz does not limit TRILL Data frames.  They are only limited by the
   MTU of the devices and links that they actually pass through;
   however, links that can accommodate IS-IS PDUs up to Sz would
   accommodate, with a generous safety margin, TRILL Data frame payloads
   of (Sz - 24) bytes, starting after the Inner.VLAN and ending just
   before the FCS.  Most modern Ethernet equipment has ample headroom
   for frames with extensive headers and is sometimes engineered to
   accommodate 9K byte jumbo frames.




6. Port Modes

   Section 4.9.1 of [RFC6325] specifies four mode bits for RBridge ports
   but may not be completely clear on the effects of various
   combinations of bits.



   The table below explicitly indicates the effect of all possible
   combinations of the TRILL port mode bits.  "*" in one of the first
   four columns indicates that the bit can be either zero or one.  The
   following columns indicate allowed frame types.  The Disable bit
   normally disables all frames, but, as an implementation choice, some
   or all low-level Layer 2 control frames (as specified in [RFC6325],
   Section 1.4) can still be sent or received.



+‑+‑+‑+‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+
|D| | | |        |       |     |     |     |
|i| |A| |        |       |TRILL|     |     |
|s| |c|T|        |       |Data |     |     |
|a| |c|r|        |       |     |     |     |
|b|P|e|u|        |native | LSP |     |     |
|l|2|s|n|Layer 2 |ingress| SNP |TRILL| P2P |
|e|P|s|k|Control |egress | MTU |Hello|Hello|
+‑+‑+‑+‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+
|0|0|0|0|  Yes   |  Yes  | Yes | Yes | No  |
+‑+‑+‑+‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+
|0|0|0|1|  Yes   |  No   | Yes | Yes | No  |
+‑+‑+‑+‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+
|0|0|1|0|  Yes   |  Yes  | No  | Yes | No  |
+‑+‑+‑+‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+
|0|0|1|1|  Yes   |  No   | No  | Yes | No  |
+‑+‑+‑+‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+
|0|1|0|*|  Yes   |  No   | Yes | No  | Yes |
+‑+‑+‑+‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+
|0|1|1|*|  Yes   |  No   | No  | No  | Yes |
+‑+‑+‑+‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+
|1|*|*|*|Optional|  No   | No  | No  | No  |
+‑+‑+‑+‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+



   (The formal name of the "access bit" is the "TRILL traffic disable
   bit", and the formal name of the "trunk bit" is the "end-station
   service disable bit" [RFC6325].)




7. The CFI/DEI Bit

   In May 2011, the IEEE promulgated [802.1Q-2011], which changes the
   meaning of the bit between the priority and VLAN ID bits in the
   payload of C-VLAN tags.  Previously, this bit was called the CFI
   (Canonical Format Indicator) bit [802] and had a special meaning in
   connection with IEEE 802.5 (Token Ring) frames.  Now, under
   [802.1Q-2011], it is a DEI (Drop Eligibility Indicator) bit, similar
   to that bit in S-VLAN/B-VLAN tags where this bit has always been a
   DEI bit.



   The TRILL base protocol specification [RFC6325] assumed, in effect,
   that the link by which end stations are connected to TRILL Switches
   and the restricted virtual link provided by the TRILL Data frame are
   IEEE 802.3 Ethernet links on which the CFI bit is always zero.
   Should an end station be attached by some other type of link, such as
   a Token Ring link, [RFC6325] implicitly assumed that such frames
   would be canonicalized to 802.3 frames before being ingressed, and
   similarly, on egress, such frames would be converted from 802.3 to
   the appropriate frame type for the link.  Thus, [RFC6325] required
   that the CFI bit in the Inner.VLAN, which is shown as the "C" bit in
   Section 4.1.1 of [RFC6325], always be zero.



   However, for TRILL Switches with ports conforming to the change
   incorporated in the IEEE 802.1Q-2011 standard, the bit in the
   Inner.VLAN, now a DEI bit, MUST be set to the DEI value provided by
   the EISS (Enhanced Internal Sublayer Service) interface on ingressing
   a native frame.  Similarly, this bit MUST be provided to the EISS
   when transiting or egressing a TRILL Data frame.  As with the 3-bit
   Priority field, the DEI bit to use in forwarding a transit frame MUST
   be taken from the Inner.VLAN.  The exact effect on the Outer.VLAN DEI
   and priority bits and whether or not an Outer.VLAN appears at all on
   the wire for output frames may depend on output port configuration.



   TRILL campuses with a mixture of ports, some compliant with
   [802.1Q-2011] and some compliant with pre-802.1Q-2011 standards,
   especially if they have actual Token Ring links, may operate
   incorrectly and may corrupt data, just as a bridged LAN with such
   mixed ports and links would.




8. Graceful Restart

   TRILL Switches SHOULD support the features specified in [RFC5306],
   which describes a mechanism for a restarting IS-IS router to signal
   to its neighbors that it is restarting, allowing them to reestablish
   their adjacencies without cycling through the down state, while still
   correctly initiating link-state database synchronization.




9. Updates to RFC 6327


   [RFC6327]
 provides for multiple states of the potential adjacency
   between two TRILL Switches.  It makes clear that only an adjacency in
   the "Report" state is reported in LSPs.  LSP synchronization (LSP and
   Subnetwork Point (SNP) transmission and receipt), however, is
   performed if and only if there is at least one adjacency on the link
   in either the "2-Way" or "Report" state.



   To support the PORT-TRILL-VER sub-TLV specified in [RFC7176], the
   following updates are made to [RFC6327]:



   1.  The first sentence of the last paragraph in [RFC6327] Section 3.1
       is modified from



          All TRILL LAN Hellos issued by an RBridge on a particular port
          MUST have the same source MAC address, priority, desired
          Designated VLAN, and Port ID, regardless of the VLAN in which
          the Hello is sent.



       to



          All TRILL LAN Hellos issued by an RBridge on a particular port
          MUST have the same source MAC address, priority, desired
          Designated VLAN, Port ID, and PORT-TRILL-VER sub-TLV [RFC7176]
          if included, regardless of the VLAN in which the Hello is
          sent.



   2.  An additional bullet item is added to the end of Section 3.2 of
       [RFC6327] as follows:



       o  The five bytes of PORT-TRILL-VER sub-TLV data received in the
          most recent TRILL Hello from the neighbor RBridge.



   3.  In Section 3.3 of [RFC6327], near the bottom of page 12, a bullet
       item as follows is added:



       o  The five bytes of PORT-TRILL-VER sub-TLV data are set from
          that sub-TLV in the Hello or set to zero if that sub-TLV does
          not occur in the Hello.



   4.  At the beginning of Section 4 of [RFC6327], a bullet item is
       added to the list as follows:



       o  The five bytes of PORT-TRILL-VER sub-TLV data used in TRILL
          Hellos sent on the port.




10. Updates on Appointed Forwarders and Inhibition

   An optional method of Hello reduction is specified in Section 10.1
   below and a recommendation on forwarder appointments in the face of
   overload is given in Section 10.2.




10.1. Optional TRILL Hello Reduction

   If a network manager has sufficient confidence that it knows the
   configuration of bridges, ports, and the like, within a link, it may
   be able to reduce the number of TRILL Hellos sent on that link; for
   example, if all RBridges on the link will see all Hellos regardless
   of VLAN constraints, Hellos could be sent on fewer VLANs.  However,
   because adjacencies are established in the Designated VLAN, an
   RBridge MUST always attempt to send Hellos in the Designated VLAN.
   Hello reduction makes TRILL less robust in the face of decreased VLAN
   connectivity in a link such as partitioned VLANs, many VLANs disabled
   on ports, or disagreement over the Designated VLAN; however, as long
   as all RBridge ports on the link are configured for the same desired
   Designated VLAN, can see each other's frames in that VLAN, and
   utilize the mechanisms specified below to update VLAN inhibition
   timers, operations will be safe.  (These considerations do not arise
   on links between RBridges that are configured as point-to-point
   since, in that case, each RBridge sends point-to-point Hellos, other
   TRILL IS-IS PDUs, and TRILL Data frames only in what it believes to
   be the Designated VLAN of the link and no native frame end-station
   service is provided.)



   The provision for a configurable set of "Announcing VLANs", as
   described in Section 4.4.3 of [RFC6325], provides a mechanism in the
   TRILL base protocol for a reduction in TRILL Hellos.



   To maintain loop safety in the face of occasional lost frames,
   RBridge failures, link failures, new RBridges coming up on a link,
   and the like, the inhibition mechanism specified in [RFC6439] is
   still required.  Under Section 3 of [RFC6439], a VLAN inhibition
   timer can only be set by the receipt of a Hello sent or received in
   that VLAN.  Thus, to safely send a reduced number of TRILL Hellos on
   a reduced number of VLANs requires additional mechanisms to set the
   VLAN inhibition timers at an RBridge, thus extending Section 3, Item
   4, of [RFC6439].  Two such mechanisms are specified below.  Support
   for both of these mechanisms is indicated by a capability bit in the
   PORT-TRILL-VER sub-TLV (see Section 9 above and [RFC7176]).  It may
   be unsafe for an RBridge to send TRILL Hellos on fewer VLANs than the
   set of VLANs recommended in [RFC6325] on a link unless all its
   adjacencies on that link (excluding those in the Down state
   [RFC6327]) indicate support of these mechanisms and these mechanisms
   are in use.



   1.  An RBridge RB2 MAY include in any TRILL Hello an Appointed
       Forwarders sub-TLV [RFC7176] appointing itself for one or more
       ranges of VLANs.  The Appointee Nickname field(s) in the
       Appointed Forwarder sub-TLV MUST be the same as the Sender
       Nickname in the Special VLANs and Flags sub-TLV in the TRILL
       Hello.  This indicates the sending RBridge believes it is
       Appointed Forwarder for those VLANs.  An RBridge receiving such a
       sub-TLV sets each of its VLAN inhibition timers for every VLAN in
       the block or blocks listed in the Appointed Forwarders sub-TLV to
       the maximum of its current value and the Holding Time of the
       Hello containing the sub-TLV.  This is backward compatible
       because such sub-TLVs will have no effect on any receiving
       RBridge not implementing this mechanism unless RB2 is the DRB
       (Designated RBridge) sending Hello on the Designated VLAN, in
       which case, as specified in [RFC6439], RB2 MUST include in the
       Hello all forwarder appointments, if any, for RBridges other than
       itself on the link.



   2.  An RBridge MAY use the new VLANs Appointed sub-TLV [RFC7176].
       When RB1 receives a VLANs Appointed sub-TLV in a TRILL Hello from
       RB2 on any VLAN, RB1 updates the VLAN inhibition timers for all
       the VLANs that RB2 lists in that sub-TLV as VLANs for which RB2
       is Appointed Forwarder.  Each such timer is updated to the
       maximum of its current value and the Holding Time of the TRILL
       Hello containing the VLANs Appointed sub-TLV.  This sub-TLV will
       be an unknown sub-TLV to RBridges not implementing it, and such
       RBridges will ignore it.  Even if a TRILL Hello sent by the DRB
       on the Designated VLAN includes one or more VLANs Appointed sub-
       TLVs, as long as no Appointed Forwarders sub-TLVs appear, the
       Hello is not required to indicate all forwarder appointments.



   Two different encodings are providing above to optimize the listing
   of VLANs.  Large blocks of contiguous VLANs are more efficiently
   encoded with the Appointed Forwarders sub-TLV, and scattered VLANs
   are more efficiently encoded with the VLANs Appointed sub-TLV.  These
   encodings may be mixed in the same Hello.  The use of these sub-TLVs
   does not affect the requirement that the "AF" bit in the Special
   VLANs and Flags sub-TLV MUST be set if the originating RBridge
   believes it is Appointed Forwarder for the VLAN in which the Hello is
   sent.  If the above mechanisms are used on a link, then each RBridge
   on the link MUST send Hellos in one or more VLANs with such VLANs
   Appointed sub-TLV(s) and/or self-appointment Appointed Forwarders
   sub-TLV(s), and the "AF" bit MUST be appropriately set such that no
   VLAN inhibition timer will improperly expire unless three or more
   Hellos are lost.  For example, an RBridge could announce all VLANs
   for which it believes it is Appointed Forwarder in a Hello sent on
   the Designated VLAN three times per Holding Time.




10.2. Overload and Appointed Forwarders

   An RBridge in overload (see Section 2) will, in general, do a poorer
   job of ingressing and forwarding frames than an RBridge not in
   overload that has full knowledge of the campus topology.  For
   example, an overloaded RBridge may not be able to distribute multi-
   destination TRILL Data frames at all.



   Therefore, the DRB SHOULD NOT appoint an RBridge in overload as an
   Appointed Forwarder unless there is no alternative.  Furthermore, if
   an Appointed Forwarder becomes overloaded, the DRB SHOULD re-assign
   VLANs from the overloaded RBridge to another RBridge on the link that
   is not overloaded, if one is available.  DRB election is not affected
   by overload.



   A counter-example would be if all campus end stations in VLAN-x were
   on links attached to RB1 via ports where VLAN-x was enabled.  In such
   a case, RB1 SHOULD be made the VLAN-x Appointed Forwarder on all such
   links even if RB1 is overloaded.




11. IANA Considerations

   The following IANA actions have been completed.



   1.  The nickname 0xFFC1, which was reserved by [RFC6325], is
       allocated for use in the TRILL Header Egress Nickname field to
       indicate an OOMF (Overload Originated Multi-destination Frame).



   2.  Bit 1 from the seven previously reserved (RESV) bits in the per-
       neighbor "Neighbor RECORD" in the TRILL Neighbor TLV [RFC7176] is
       allocated to indicate that the RBridge sending the TRILL Hello
       volunteers to provide the OOMF forwarding service described in
       Section 2.4.2 to such frames originated by the TRILL Switch whose
       SNPA (MAC address) appears in that Neighbor RECORD.  The
       description of this bit is "Offering OOMF service".



   3.  Bit 0 is allocated from the Capability bits in the PORT-TRILL-VER
       sub-TLV [RFC7176] to indicate support of the VLANs Appointed sub-
       TLV [RFC7176] and the VLAN inhibition setting mechanisms
       specified in Section 10.1.  The description of this bit is "Hello
       reduction support".




12. Security Considerations

   This memo improves the documentation of the TRILL protocol, corrects
   five errata in [RFC6325], and updates [RFC6325], [RFC6327], and
   [RFC6439].  It does not change the security considerations of these
   RFCs.
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Abstract

   The IETF TRILL (Transparent Interconnection of Lots of Links)
   protocol provides least-cost pair-wise data forwarding without
   configuration in multi-hop networks with arbitrary topologies and
   link technologies.  TRILL supports multipathing of both unicast and
   multicast traffic.  Devices that implement the TRILL protocol are
   called TRILL switches or RBridges (Routing Bridges).



   ESADI (End Station Address Distribution Information) is an optional
   protocol by which a TRILL switch can communicate, in a Data Label
   (VLAN or fine-grained label) scoped way, end station address and
   reachability information to TRILL switches participating in ESADI for
   the relevant Data Label.  This document updates RFC 6325,
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1. Introduction

   The TRILL (Transparent Interconnection of Lots of Links) protocol
   [RFC6325] provides least-cost pair-wise data forwarding without
   configuration in multi-hop networks with arbitrary topologies and
   link technologies, safe forwarding even during periods of temporary
   loops, and support for multipathing of both unicast and multicast
   traffic.  TRILL accomplishes this with the IS-IS (Intermediate System
   to Intermediate System) [IS-IS] [RFC1195] [RFC7176] link-state
   routing protocol using a header with a hop count.  The design
   supports optimization of the distribution of multi-destination frames
   and two types of data labeling: VLANs (Virtual Local Area Networks)
   [RFC6325] and FGLs (fine-grained labels) [RFC7172].  Devices that
   implement TRILL are called TRILL switches or RBridges (Routing
   Bridges).



   There are five ways a TRILL switch can learn end station addresses,
   as described in Section 4.8 of [RFC6325].  One of these is the ESADI
   (End Station Address Distribution Information) protocol, which is an
   optional Data Label scoped way by which TRILL switches can
   communicate with each other information such as end station addresses
   and their TRILL switch of attachment.  A TRILL switch that is
   announcing interest in a Data Label MAY use the ESADI protocol to
   announce the end station address of some or all of its attached end
   stations in that Data Label to other TRILL switches that are running
   ESADI for that Data Label.  (In the future, ESADI may also be used
   for other address and reachability information.)



   By default, TRILL switches with connected end stations learn
   addresses from the data plane when ingressing and egressing native
   frames, although such learning can be disabled.  The ESADI protocol's
   potential advantages over data plane learning include the following:



   1. Security advantages:



      a) The ESADI protocol can be used to announce end stations with an
         authenticated enrollment (for example, enrollment authenticated
         by cryptographically based EAP (Extensible Authentication
         Protocol) [RFC3748] methods via [802.1X]).



      b) The ESADI protocol supports cryptographic authentication of its
         message payloads for more secure transmission.



   2. Fast update advantages: The ESADI protocol provides a fast update
      of end station MAC (Media Access Control) addresses and their
      TRILL switch of attachment.  If an end station is unplugged from
      one TRILL switch and plugged into another, ingressed frames with
      that end station's MAC address as their destination can be
      black-holed.  That is, they can be sent just to the older egress
      TRILL switch that the end station was connected to until cached
      address information at some remote ingress TRILL switch times out,
      possibly for tens of seconds [RFC6325].



   MAC address reachability information, some ESADI parameters, and
   optional authentication information are carried in ESADI packets
   rather than in the TRILL IS-IS protocol.  As specified below, ESADI
   is, for each Data Label, a virtual logical topology overlay in the
   TRILL topology.  An advantage of using ESADI over using TRILL IS-IS
   is that the end station attachment information is not flooded to all
   TRILL switches but only to TRILL switches advertising ESADI
   participation for the Data Label in which those end stations occur.




1.1. Content and Precedence

   This document updates [RFC6325], the TRILL base protocol
   specification, replacing the description of the TRILL ESADI protocol
   (Section 4.2.5 of [RFC6325], including all subsections), providing
   more detail on ESADI, updating other ESADI-related sections of
   [RFC6325], and prevailing over [RFC6325] in any case where they
   conflict.  For this reason, familiarity with [RFC6325] is
   particularly assumed.  These changes include a change to the format
   of ESADI-LSPs (ESADI Link State Protocol Data Units) that is not
   backwards compatible; this change is justified by the substantially
   increased amount of information that can be carried and in light of
   the very limited, if any, deployment of RFC 6325 ESADI.  These
   changes are further discussed in Appendix A.



   Section 2 of this document is the ESADI protocol overview.  Section 3
   specifies ESADI DRB (Designated RBridge) determination.  Section 4
   discusses the processing of ESADI PDUs.  Section 5 discusses
   interaction with other modes of end station address learning.
   Section 6 describes the ESADI-LSP and its contents.




1.2. Terminology

   This document uses the acronyms defined in [RFC6325], in addition to
   the following:



Data Label:      VLAN or FGL.

ESADI RBridge:   An RBridge that is participating in ESADI for one
                 or more Data Labels.

FGL:             Fine‑Grained Label [RFC7172].

LSP:             Link State PDU [IS‑IS].



      LSP number zero: A Link State PDU with fragment number equal to

                       zero.



PDU:             Protocol Data Unit.

TRILL switch:    An alternative name for an RBridge.



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].



   Capitalized IANA-related terms such as "IETF Review" are to be
   interpreted as described in [RFC5226].




2. ESADI Protocol Overview

   ESADI is a Data Label scoped way for TRILL switches (also known as
   RBridges) to announce and learn end station addresses rapidly and
   securely.  An RBridge that is announcing participation in ESADI for
   one or more Data Labels is called an ESADI RBridge.



   ESADI is an optional protocol that is separate from the mandatory
   TRILL IS-IS implemented by all RBridges in a campus.  There is a
   separate ESADI instance for each Data Label (VLAN or FGL) if ESADI is
   being used for that Data Label.  In essence, for each such Data
   Label, there is a modified instance of the IS-IS reliable flooding
   mechanism in which ESADI RBridges may choose to participate.  (These
   are not the instances specified in [RFC6822].)  Multiple ESADI
   instances may share implementation components within an RBridge as
   long as that sharing preserves the independent operation of each
   instance of the ESADI protocol.  For example, the ESADI link state
   database could be a single database with a field in each record
   indicating the Data Label to which it applies, or it could be a
   separate database per Data Label.  However, the ESADI update process
   operates separately for each ESADI instance and independently from
   the TRILL IS-IS update process.



   ESADI does no routing calculations, so there is no reason for
   pseudonodes in ESADI and none are created.  (Pseudonodes [IS-IS] are
   a construct for optimizing routing calculations.)  Furthermore, a
   relatively large amount of ESADI data will have to be distributed,
   under some circumstances, using ESADI mechanisms; this would require
   a large number of ESADI-LSP fragments.  ESADI-LSP, ESADI-CSNP, and
   ESADI-PSNP (ESADI Link State PDU, Complete Sequence Number PDU, and
   Partial Sequence Number PDU) payloads are therefore formatted as
   Extended Level 1 Circuit Scope (E-L1CS) PDUs [RFC7356] (see also
   Section 6).  This allows up to 2**16 fragments but does not support
   link state data associated with pseudonodes.



   After the TRILL Header, ESADI packets have an inner Ethernet header
   with the Inner.MacDA of "All-Egress-RBridges" (formerly called
   "All-ESADI-RBridges"), an inner Data Label specifying the VLAN or FGL
   of interest, and the "L2-IS-IS" Ethertype followed by the ESADI
   payload, as shown in Figure 1.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|          Link Header           |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|       TRILL Data Header        |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|   Inner Ethernet Addresses     |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|           Data Label           |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|       L2‑IS‑IS Ethertype       |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|         ESADI Payload          |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|          Link Trailer          |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                   Figure 1: TRILL ESADI Packet Overview



   TRILL ESADI packets sent on an Ethernet link are structured as shown
   in Figure 2.  The outer VLAN tag will not be present if it was not
   included by the Ethernet port that sent the packet.



Outer Ethernet Header:
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |                 Next Hop Destination Address                  |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | Next Hop Destination Addr.    | Sending RBridge Port MAC Addr.|
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |                 Sending RBridge Port MAC Address              |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
    ...Ethernet frame tagging including optional Outer.VLAN tag...
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | Ethertype = TRILL      0x22F3 |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
TRILL Header:                      +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                   | V | R |M|Op‑Length| Hop Count |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | Egress Nickname               | Ingress (Origin) Nickname     |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
Inner Ethernet Header:
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |                      All‑Egress‑RBridges                      |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | All‑Egress‑RBridges (cont.)   | Origin RBridge MAC Address    |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |               Origin RBridge MAC Address (continued)          |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |  VLAN or FGL Data Label (4 or 8 bytes) [RFC7172] ...
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | Ethertype = L2‑IS‑IS   0x22F4 |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
ESADI Payload (formatted as IS‑IS):
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | IS‑IS Common Header, IS‑IS PDU Specific Fields, IS‑IS TLVs    |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
Frame Check Sequence:
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |                  FCS (Frame Check Sequence)                   |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                Figure 2: ESADI Ethernet Link Packet Format



   The Next Hop Destination Address or Outer.MacDA is the All-RBridges
   multicast address if the ESADI PDU is being multicast.  If it is
   being unicast, the Next Hop Destination Address is the unicast
   address of the next-hop RBridge.  The VLAN for the Outer.VLAN
   information, if present, will be the Designated VLAN for the link on
   which the packet is sent.  The V and R fields will be zero while the
   M bit will be one, unless the ESADI PDU was unicast, in which case
   the M bit will be zero.  The Data Label specified will be the VLAN or
   FGL to which the ESADI packet applies.  The Origin RBridge MAC
   Address or Inner.MacSA MUST be a MAC address unique across the campus
   owned by the RBridge originating the ESADI packet -- for example, any
   of its port MAC addresses if it has any Ethernet ports -- and each
   ESADI RBridge MUST use the same Inner.MacSA for all of the ESADI
   packets it originates.



   TRILL ESADI packets sent on a PPP link are structured as shown in
   Figure 3 [RFC6361].



PPP Header:
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | PPP = TNP (TRILL Data) 0x005D |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
TRILL Header:                      +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                   | V | R |M|Op‑Length| Hop Count |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | Egress Nickname               | Ingress (Origin) Nickname     |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
Inner Ethernet Header:
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |                      All‑Egress‑RBridges                      |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | All‑Egress‑RBridges (cont.)   | Origin RBridge MAC Address    |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |               Origin RBridge MAC Address (continued)          |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |  VLAN or FGL Data Label (4 or 8 bytes) [RFC7172] ...
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | Ethertype = L2‑IS‑IS   0x22F4 |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
ESADI Payload (formatted as IS‑IS):
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   | IS‑IS Common Header, IS‑IS PDU Specific Fields, IS‑IS TLVs    |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
PPP Check Sequence:
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   |                       PPP Check Sequence                      |
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                  Figure 3: ESADI PPP Link Packet Format




2.1. ESADI Virtual Link

   All RBridges forward ESADI packets as if they were ordinary TRILL
   Data packets.  Because of this forwarding, it appears to an instance
   of the ESADI protocol at an RBridge that it is directly connected by
   a multi-access virtual link to all RBridges in the campus that are
   "data reachable" from it (see Section 2 of [RFC7180]) and are running
   ESADI for that Data Label.  No "routing" calculation (least-cost path
   or distribution tree construction) ever has to be performed by ESADI.
   An ESADI RBridge merely transmits the ESADI packets it originates on
   this virtual link as described for TRILL Data packets in [RFC6325]
   and [RFC7172].  For multicast ESADI packets, it may use any
   distribution tree that it might use for an ordinary multi-destination
   TRILL Data packet.  RBridges that do not implement the ESADI
   protocol, do not have it enabled, or are not participating in the
   ESADI protocol for the Data Label of an ESADI packet do not
   decapsulate or locally process the ESADI packet.  Thus, ESADI packets
   are transparently tunneled through transit RBridges.




2.2. ESADI Neighbor Determination

   The ESADI instance for Data Label X at an RBridge RB1 determines who
   its adjacent ESADI neighbors are by examining the TRILL IS-IS link
   state database for RBridges that are data reachable from RB1 (see
   Section 2 of [RFC7180]) and are announcing their participation in
   Data Label X ESADI.  When an RBridge RB2 becomes data unreachable
   from RB1 or the relevant entries for RB2 are purged from the core
   IS-IS link state database, it is lost as a neighbor and also dropped
   from any ESADI instances from the point of view of RB1, and when RB2
   is no longer announcing participation in Data Label X ESADI, it
   ceases to be a neighbor for any Data Label X ESADI instance.  All
   these considerations are Data Label scoped.  Because of these
   mechanisms whereby an ESADI instance at an ESADI RBridge can
   determine its ESADI adjacencies by examining the TRILL IS-IS link
   state database, there are no "Hellos" sent in ESADI and no adjacency
   information is carried in ESADI-LSPs.



   A participation announcement in a VLAN scoped ESADI instance is
   generated by setting a flag bit in the Interested VLANs sub-TLV, and
   an announcement for an FGL scoped ESADI instance is generated by
   setting a flag bit in the Interested Labels sub-TLV [RFC7176] (see
   Section 7.1).




2.3. ESADI Payloads

TRILL ESADI packet payloads are structured like IS‑IS Extended
Level 1 Circuit Scope (E‑L1CS) LSP, CSNP, and PSNP PDUs [RFC7356],
except as indicated below, but are always TRILL encapsulated on the
wire as if they were TRILL Data packets.  The information distributed
by the ESADI protocol includes a list of local end station MAC
addresses connected to the originating RBridge and, for each such
address, a 1‑octet unsigned "Confidence" rating in the range 0‑254
(see Section 6.2).  It is entirely up to the originating RBridge
which locally connected MAC addresses it wishes to advertise via
ESADI and with what Confidence.  It MAY advertise all, some, or none
of such addresses.  In addition, some ESADI parameters of the
advertising RBridge (see Section 6.1) and, optionally, authentication
information (see Section 6.3) are included.  Future uses of ESADI may
distribute other similar address and reachability information.



   TRILL ESADI-LSPs MUST NOT contain a Data Label ID in their payload.
   The Data Label to which the ESADI data applies is the Data Label of
   the TRILL Data packet enclosing the ESADI payload.  If a Data Label
   ID could occur within the payload, it might conflict with that TRILL
   Data packet Data Label and could conflict with any future Data Label
   mapping scheme that may be adopted [VLANmapping].  If a VLAN or FGL
   ID field within an ESADI-LSP PDU does include a value, that field's
   contents MUST be ignored.




3. ESADI DRB (Designated RBridge) Determination

   Because ESADI does no adjacency announcement or routing, the
   ESADI-DRB never creates a pseudonode.  However, a DRB [RFC7177] is
   still needed to issue ESADI-CSNP PDUs and respond to ESADI-PSNP PDUs
   for ESADI-LSP synchronization.



   Generally speaking, the DRB election on the ESADI virtual link (see
   Section 2.1) operates similarly to the DRB election on a TRILL IS-IS
   broadcast link, as described in Section 4.2.1 ("DRB Election
   Details") of [RFC7177], with the following exceptions: in the Data
   Label X ESADI-DRB election at RB1 on an ESADI virtual link, the
   candidates are the local ESADI instance for Data Label X and all
   remote ESADI instances at RBridges that are (1) data reachable from
   RB1 [RFC7180] and (2) announcing in their TRILL IS-IS LSP that they
   are participating in ESADI for Data Label X.  The winner is the
   instance with the highest ESADI Parameter 7-bit priority field with
   ties broken by the System ID, comparing fields as unsigned integers
   with the larger magnitude considered higher priority.  "SNPA/MAC
   address" (Subnetwork Point of Attachment / MAC address) is not
   considered in this tiebreaking, and there is no "Port ID".




4. ESADI PDU Processing

   Data Label X ESADI neighbors are usually not connected directly by a
   physical link but are always logically connected by a virtual link
   (see Section 2.1).  There could be hundreds or thousands of ESADI
   RBridges (TRILL switches) on the virtual link.  The only PDUs used in
   ESADI are the ESADI-LSP, ESADI-CSNP, and ESADI-PSNP PDUs.  In
   particular, there are no Hello or MTU PDUs, because ESADI does not
   build a topology, does not do any routing calculations, and does not
   determine MTU.  Instead, ESADI uses the distribution trees and the Sz
   campus minimum link MTU determined by the core TRILL IS-IS (see
   [RFC6325] and [RFC7180]).




4.1. Unicasting ESADI PDUs

   For [IS-IS], PDU multicasting is normal on a local link and no effort
   is made to optimize to unicast, because on the typical physical link
   for which IS-IS was designed (commonly a piece of multi-access
   Ethernet cable), any frame made the link busy for that frame time.
   However, to ESADI instances, what appears to be a simple multi-access
   link is generally a set of multi-hop distribution trees that may or
   may not be pruned.  Thus, transmitting a multicast frame on such a
   tree can impose a substantially greater load than transmitting a
   unicast frame.  This load may be justified if there are likely to be
   multiple listeners but may not be justified if there is only one
   recipient of interest.  For this reason, under some circumstances,
   ESADI PDUs MAY be TRILL unicast if it is confirmed that the
   destination RBridge supports receiving unicast ESADI PDUs (see
   Section 6.1).



   The format of a unicast ESADI packet is the format of a multicast
   TRILL ESADI packet as described in Section 2 above, except as
   follows:



   o  On an Ethernet link, in the outer Ethernet header the Outer.MacDA
      is the unicast address of the next-hop RBridge.



   o  In the TRILL Header, the M bit is set to zero and the Egress
      Nickname is the nickname of the destination RBridge.



   To support unicasting of ESADI PDUs, Section 4.6.2.2 of [RFC6325] is
   replaced with the following:



   4.6.2.2.  TRILL ESADI Packets



      If M = 1, the egress nickname designates the distribution tree.
      The packet is forwarded as described in Section 4.6.2.5.  In
      addition, if (1) the forwarding RBridge is interested in the
      specified VLAN or fine-grained label [RFC7172], (2) the forwarding
      RBridge implements the TRILL ESADI protocol, and (3) ESADI is
      enabled for the specified VLAN or fine-grained label, then the
      inner frame is decapsulated and provided to that local ESADI
      protocol.



      If M = 0 and the egress nickname is not that of the receiving
      RBridge, the packet is forwarded as for known unicast TRILL Data
      frames as described in Section 4.6.2.4.  If M = 0 and the egress
      nickname is that of the receiving RBridge, and the receiving
      RBridge supports unicast ESADI PDUs, then the ESADI packet is
      decapsulated and processed if it meets the three numbered
      conditions in the paragraph above; otherwise, it is discarded.



   The references to "4.6.2.2", "4.6.2.4", and "4.6.2.5" above refer to
   those sections in [RFC6325].




4.2. General Transmission of ESADI PDUs

   Following the usual [IS-IS] rules, an ESADI instance does not
   transmit any ESADI PDUs if it has no ESADI adjacencies.  Such
   transmission would just be a waste of bandwidth.



   The MTU available to ESADI payloads is at least 24 bytes less than
   that available to TRILL IS-IS because of the additional fields
   required ( 2(TRILL Ethertype) + 6(TRILL Header) + 6(Inner.MacDA) +
   6(Inner.MacSA) + 4/8(Data Label) bytes ).  Thus, the inner ESADI
   payload, starting with the Intradomain Routeing Protocol
   Discriminator byte, MUST NOT exceed Sz minus 24 for a VLAN ESADI
   instance or Sz minus 28 for an FGL ESADI instance; however, if a
   larger payload is received, it is processed normally (see [RFC6325]
   and [RFC7180] for discussions of Sz and MTU).



   In all cases where this document says that an ESADI PDU is multicast,
   if the transmitting RBridge has only one neighbor and that neighbor
   advertises support for unicast, the PDU MAY be unicast (see
   Section 4.1).



   A priority bit to indicate that an LSP fragment should be flooded
   with high priority is provided by [RFC7356].  This bit SHOULD be set
   on ESADI-LSP fragment zero because it is important that the ESADI
   Parameter APPsub-TLV get through promptly.  This bit SHOULD NOT be
   set on other ESADI-LSP fragments to avoid giving undue priority to
   less urgent PDUs.




4.3. General Receipt of ESADI PDUs

   In contrast with Layer 3 IS-IS PDU acceptance tests, which check the
   source inner and outer SNPA/MAC in order to verify that a PDU is from
   an adjacent TRILL switch, in TRILL ESADI adjacency is based on the
   system ID, so the system ID inside the PDU is all that is tested for.



   If an ESADI instance believes that it has no ESADI neighbors, it
   ignores any ESADI PDUs it receives.




4.4. ESADI Reliable Flooding

   The IS-IS reliable flooding mechanism (the Update Process) is
   modified for ESADI in the ways listed below.  Except as otherwise
   stated, the ESADI update process works as described in [IS-IS],
   [RFC1195], and [RFC7356].



   When an ESADI instance sees that it has a new ESADI neighbor, its
   self-originated ESADI-LSP fragments are scheduled to be sent and MAY
   be unicast to that neighbor if the neighbor is announcing in its LSP
   that it supports unicast ESADI (see Section 6.1).  If all the other
   ESADI instances for the same Data Label send their self-originated
   ESADI-LSPs immediately, there may be a surge of traffic to that new
   neighbor.  Therefore, the ESADI instances SHOULD wait an interval of
   time before sending their ESADI-LSP(s) to a new neighbor.  The
   interval time value is up to the device implementation.  One
   suggestion is that the interval time can be assigned a random value
   with a range based on the RBridge's nickname (or any one of its
   nicknames, if it holds more than one), such as ( 2000 * nickname /
   2**16 ) milliseconds, assuming "nickname" to be an unsigned quantity.



   All the TRILL switches participating in an ESADI instance for some
   Data Label appear to ESADI to be adjacent.  Thus, the originator of
   any active ESADI-LSP fragment always appears to be on link and, to
   spread the burden of such a response, could be the RBridge to respond
   to any ESADI-CSNP or PSNP request for that fragment.  However, under
   very rare circumstances, it could be that some version of the LSP
   fragment with a higher sequence number is actually held by another
   ESADI RBridge on the link, so non-originators need to be able to
   respond eventually.  Thus, when the receipt of a CSNP or PSNP causes
   the SRMflag (Send Routing Message flag [IS-IS]) to be set for an LSP
   fragment, action is as specified in [IS-IS] for the originating ESADI
   RBridge of the fragment; however, at a non-originating ESADI RBridge,
   when changing the SRMflag from 0 to 1, the lastSent timestamp [IS-IS]
   is also set to the current time minus



          minimumLSPTransmissionInterval * Random (Jitter) / 100



   (where minimumLSPTransmissionInterval, Random, and Jitter are as in
   [IS-IS]).  This will delay and jitter the transmission of the LSP
   fragment by non-originators.  This gives the originator more time to
   send the fragment and provides more time for such an originator-
   transmitted copy to traverse the likely multi-hop path to
   non-originators and clear the SRMflag for the fragment at
   non-originators.



   The multi-hop distribution tree method with Reverse Path Forwarding
   Check used for multicast distribution by TRILL will typically be less
   reliable than transmission over a single local broadcast link hop.
   For LSP synchronization robustness, in addition to sending
   ESADI-CSNPs as usual when it is the DRB, an ESADI RBridge SHOULD also
   transmit an ESADI-CSNP for an ESADI instance if all of the following
   conditions are met:



   o  it sees one or more ESADI neighbors for that instance, and



   o  it does not believe it is the DRB for the ESADI instance, and



   o  it has not received or sent an ESADI-CSNP PDU for the instance for
      the average of the CSNP Time (see Section 6.1) of the DRB and its
      CSNP Time.




5. End Station Addresses

   The subsections below discuss end station address considerations in
   the context of ESADI.




5.1. Learning Confidence Level

   The Confidence level mechanism [RFC6325] allows an RBridge campus
   manager to cause certain address learning sources to prevail over
   others.  MAC address information learned through a registration
   protocol, such as [802.1X] with a cryptographically based EAP
   [RFC3748] method, might be considered more reliable than information
   learned through the mere observation of data traffic.  When such
   authenticated learned address information is transmitted via the
   ESADI protocol, the use of authentication in the TRILL ESADI-LSP
   packets could make tampering with it in transit very difficult.  As a
   result, it might be reasonable to announce such authenticated
   information via the ESADI protocol with a high Confidence, so it
   would be used in preference to any alternative learning from data
   observation.




5.2. Forgetting End Station Addresses

   The end station addresses learned through the TRILL ESADI protocol
   should be forgotten through changes in ESADI-LSPs.  The timeout of
   the learned end station address is up to the originating RBridge that
   decides when to remove such information from its ESADI-LSPs (or up to
   ESADI protocol timeouts if the originating RBridge becomes
   unreachable).



   If RBridge RBn participating in the TRILL ESADI protocol for Data
   Label X no longer wishes to participate in ESADI, it ceases to
   participate by (1) clearing the ESADI Participation bit in the
   appropriate Interested VLANs or Interested Labels sub-TLV and (2)
   sending a final ESADI-LSP nulling out its ESADI-LSP information.




5.3. Duplicate MAC Address

   With ESADI, it is possible to persistently see occurrences of the
   same MAC address in the same Data Label being advertised as reachable
   by two or more RBridges.  The specification of how to handle this
   situation in [RFC6325] is updated by this document, by replacing the
   last sentence of the last paragraph of Section 4.2.6 of [RFC6325] as
   shown below to provide better traffic-spreading while avoiding
   possible address flip-flopping.



   As background, assume some end station or set of end stations ESn
   have two or more ports with the same MAC address in the same Data
   Label with the ports connected to different RBridges (RB1, RB2, ...)
   by separate links.  With ESADI, some other RBridge, RB0, can
   persistently see that MAC address in that Data Label connected to
   multiple RBridges.  When RB0 ingresses a frame, say from ES0,
   destined for that MAC and label, the current [RFC6325] text permits a
   wide range of behavior.  In particular, [RFC6325] would permit RB0 to
   use some rule, such as "always encapsulate to the egress with the
   lowest System ID", which would put all of this traffic through only
   one of the egress RBridges and one of the end station ports.  With
   that behavior, there would be no load-spreading, even if there were
   multiple different ingress RBridges and/or different MAC addresses
   with the same reachability.  [RFC6325] would also permit RB0 to send
   different traffic to different egresses by doing ECMP (Equal Cost
   Multipath) at a flow level, which would likely result in return
   traffic for RB0 to egress to ES0 from various of RB1, RB2, ... for
   the same MAC and label.  The resulting address reachability
   flip-flopping perceived at RB0 could cause problems.



   This update to [RFC6325] avoids these potential difficulties by
   requiring that RB0 use one of the following two policies: (1) only
   encapsulate to one egress RBridge for any particular MAC and label,
   but select that egress pseudorandomly, based on the topology
   (including MAC reachability) or (2) if RB0 will not be disturbed by
   the returning TRILL Data packets showing the same MAC or by label
   flip-flopping between different ingresses, RB0 may use ECMP.
   Assuming multiple ingress RBridges and/or multiple MAC and label
   addresses, strategy 1 should result in load-spreading without address
   flip-flopping, while strategy 2 will produce better load-spreading
   than strategy 1 but with address flip-flopping from the point of view
   of RB0.



   OLD [RFC6325] Section 4.2.6 text:



      "... If confidences are also tied between the duplicates, for
      consistency it is suggested that RB2 direct all such frames (or
      all such frames in the same ECMP flow) toward the same egress
      RBridge; however, the use of other policies will not cause a
      network problem since transit RBridges do not examine the
      Inner.MacDA for known unicast frames."



   NEW [RFC6325] Section 4.2.6 text:



      "... If confidences are also tied between the duplicates, then RB2
      MUST adopt one of the following two strategies:



      1. In a pseudorandom way [RFC4086], select one of the egress
         RBridges that is least cost from RB2 and to which the
         destination MAC appears to be attached, and send all traffic
         for the destination MAC and VLAN (or FGL [RFC7172]) to that
         egress.  This pseudorandom choice need only be changed when
         there is a change in campus topology or MAC attachment
         information.  Such pseudorandom selection will, over a
         population of ingress RBridges, probabilistically spread
         traffic over the possible egress RBridges.  Reasonable inputs
         to the pseudorandom selection are the ingress RBridge System ID
         and/or nickname, the VLAN or FGL, the destination MAC address,
         and a vector of the RBridges with connectivity to that MAC and
         VLAN or FGL.  There is no need for different RBridges to use
         the same pseudorandom function.



         As an example of such a pseudorandom function, if there are k
         egress RBridges (RB0, RB1, ..., RB(k-1)) all reporting
         attachment to address MACx in Data Label DLy, then an ingress
         RBridge RBin could select the one to which it will send all
         unicast TRILL Data packets addressed to MACx in DLy based on
         the following:



FNV‑32(RBin | MACx | DLy | RB0 | RB1 | ... | RB(k‑1)) mod k



            where the FNV (Fowler/Noll/Vo) algorithm is specified in
            [FNV], RBx means the nickname for RBridge RBx, "|" means
            concatenation, MACx is the destination MAC address, DLy is
            the Data Label, and "mod k" means the integer division
            remainder of the output of the FNV-32 function considered as
            a positive integer divided by k.



      2. If RB2 supports ECMP and will not be disturbed by return
         traffic from the same MAC and VLAN (or FGL [RFC7172]) coming
         from a variety of different RBridges, then it MAY send traffic
         using ECMP at the flow level to the egress RBridges that are
         least cost from RB2 and to which the destination MAC appears to
         be attached."




6. ESADI-LSP Contents

   The only PDUs used in ESADI are the ESADI-LSP, ESADI-CSNP, and
   ESADI-PSNP PDUs.  Currently, the contents of an ESADI-LSP consist of
   zero or more MAC-Reachability TLVs, optionally an Authentication TLV,
   and exactly one ESADI parameter APPsub-TLV.  Other similar data may
   be included in the future and, as in [IS-IS], an ESADI instance
   ignores any TLVs or sub-TLVs it does not understand.  Because these
   PDUs are formatted as Extended Level 1 Circuit Scope (E-L1CS) PDUs
   [RFC7356], the Type and Length fields in the TLVs are 16-bit.



   This section specifies the format for the ESADI Parameter APPsub-TLV,
   gives the reference for the ESADI MAC-Reachability TLV, and discusses
   default authentication configuration.



   For robustness, the payload for an ESADI-LSP number zero and any
   ESADI-CSNP or ESADI-PSNP covering fragment zero MUST NOT exceed 1470
   minus 24 bytes in length (1446 bytes) if it has an Inner.VLAN, or
   1470 minus 28 bytes (1442 bytes) if it has an Inner.FGL.  However, if
   an ESADI-LSP number zero or such an ESADI-CSNP or ESADI-PSNP is
   received that is longer, it is still processed normally.  (As stated
   in Section 4.3.1 of [RFC6325], 1470 bytes was chosen to make it
   extremely unlikely that a TRILL control packet, even with reasonable
   additional headers, tags, and/or encapsulation, would encounter MTU
   problems on an inter-RBridge link.)




6.1. ESADI Parameter Data

   Figure 4 presents the format of the ESADI parameter data.  This
   APPsub-TLV MUST be included in a TRILL GENINFO TLV in ESADI-LSP
   number zero.  If it is missing from ESADI-LSP number zero or if
   ESADI-LSP number zero is not known, priority for the sending RBridge
   defaults to 0x40 and CSNP Time defaults to 30.  If there is more than
   one occurrence in ESADI-LSP number zero, the first occurrence will be
   used.  Occurrences of the ESADI Parameter APPsub-TLV in non-zero
   ESADI-LSP fragments are ignored.



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type                          |   (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Length                        |   (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|R| Priority    |                   (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+
| CSNP Time     |                   (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+
| Flags         |                   (1 byte)
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Reserved for expansion            (variable)
+‑+‑+‑+‑...



                   Figure 4: ESADI Parameter APPsub-TLV



   Type: Set to ESADI-PARAM sub-TLV (TRILL APPsub-TLV type 0x0001).

      Two bytes, because this APPsub-TLV appears in an extended TLV
      [RFC7356].



   Length: Variable, with a minimum of 3, but must fit within the ESADI

      packet.  This field is encoded as an unsigned integer in network
      byte order [RFC7356].



   R: A reserved bit that MUST be sent as zero and ignored on receipt.



   Priority: Gives the originating RBridge's priority for being the DRB

      on the ESADI instance virtual link (see Section 3) for the Data
      Label in which the PDU containing the parameter data was sent.  It
      is an unsigned 7-bit integer with the larger magnitude indicating
      higher priority.  It defaults to 0x40 for an RBridge participating
      in ESADI for which it has not been configured.



   CSNP Time: An unsigned byte that gives the amount of time in seconds

      during which the originating RBridge, if it is the DRB on the
      ESADI virtual link, will send at least three ESADI-CSNP PDUs.  It
      defaults to 30 seconds for an RBridge participating in ESADI for
      which it has not been configured.



   Flags: A byte of flags associated with the originating ESADI

      instance, as follows:



   0   1   2   3   4   5   6   7
+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+
| UN|           RESV            |
+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+‑‑‑+



      The UN flag indicates that the RBridge originating the ESADI-LSP,
      including this ESADI parameter data, will accept and properly
      process ESADI PDUs sent by TRILL unicast (see Section 4.1).  The
      remaining RESV bits are reserved for future use and MUST be sent
      as zero and ignored on receipt.



   Reserved for future expansion: Future versions of the ESADI Parameter

      APPsub-TLV may have additional information.  A receiving ESADI
      RBridge ignores any additional data here, unless it implements
      such future expansion(s).




6.2. MAC-Reachability TLV

   The primary information in TRILL ESADI-LSP PDUs consists of
   MAC-Reachability (MAC-RI) TLVs specified in [RFC6165].  These TLVs
   contain one or more unicast MAC addresses of end stations that are
   both on a port and in a VLAN for which the originating RBridge is
   Appointed Forwarder, along with the 1-octet unsigned Confidence in
   this information with a value in the range 0-254.  If such a TLV is
   received containing a Confidence of 255, it is treated as if the
   Confidence was 254.  (This is to assure that any received address
   information can be overridden by local address information statically
   configured with a Confidence of 255.)



   The TLVs in TRILL ESADI PDUs, including the MAC-RI TLV, MUST NOT
   contain the Data Label ID.  If a Data Label ID is present in the
   MAC-RI TLV, it is ignored.  In the ESADI PDU, only the Inner.VLAN or
   Inner.FGL tag indicates the Data Label to which the ESADI-LSP
   applies.




6.3. Default Authentication

   The Authentication TLV may be included in ESADI PDUs [RFC5310]
   [IS-IS].  The default for ESADI PDU authentication is based on the
   state of TRILL IS-IS shared secret authentication for TRILL IS-IS LSP
   PDUs.  If TRILL IS-IS authentication and ESADI are implemented at a
   TRILL switch, then ESADI MUST be able to use the authentication
   algorithms implemented for TRILL IS-IS and implement the keying
   material derivation function given below.  If ESADI authentication
   has been manually configured, that configuration is not restricted by
   the configuration of TRILL IS-IS security.



   If TRILL IS-IS authentication is not in effect for LSP PDUs
   originated by a TRILL switch, then ESADI PDUs originated by that
   TRILL switch are by default also unsecured.



   If such IS-IS LSP PDU authentication is in effect at a TRILL switch,
   then, unless configured otherwise, ESADI PDUs sent by that switch
   MUST use the same algorithm in their Authentication TLVs.  The ESADI
   authentication keying material used is derived from the IS-IS LSP
   shared secret keying material as detailed below.  However, such
   authentication MAY be configured to use some other keying material.



           HMAC-SHA256 ( "TRILL ESADI", IS-IS-LSP-shared-key )



   In the algorithm above, HMAC-SHA256 is as described in [FIPS180] and
   [RFC6234], and "TRILL ESADI" is the 11-byte US ASCII [ASCII] string
   indicated.  IS-IS-LSP-shared-key is secret keying material being used
   by the originating TRILL switch for IS-IS LSP authentication.




7. IANA Considerations

   IANA allocation and registry considerations are given below.  Three
   new sub-registries have been created in the "Transparent
   Interconnection of Lots of Links (TRILL) Parameters" registry located
   at <http://www.iana.org/assignments/trill-parameters> -- two in
   Section 7.1 and one in Section 7.2 -- and various code points have
   been assigned.




7.1. ESADI Participation and Capability Flags

   IANA Action 1:



      IANA has created the following new sub-registry called "Interested
      VLANs Flag Bits" in the "Transparent Interconnection of Lots of
      Links (TRILL) Parameters" registry.



         Sub-registry: Interested VLANs Flag Bits



         Registration Procedures: IETF Review



         Note: These bits appear in the Interested VLANs record within
         the Interested VLANs and Spanning Tree Roots Sub-TLV (INT-VLAN)
         specified in [RFC7176].



         References: [RFC7176], [RFC7357]



Bit  Mnemonic  Description                      Reference
‑‑‑  ‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑                      ‑‑‑‑‑‑‑‑‑
  0     M4     IPv4 Multicast Router Attached   [RFC7176]
  1     M6     IPv6 Multicast Router Attached   [RFC7176]
  2      ‑     Unassigned
  3     ES     ESADI Participation              [RFC7357]
 4‑15    ‑     (used for a VLAN ID)             [RFC7176]
16‑19    ‑     Unassigned
20‑31    ‑     (used for a VLAN ID)             [RFC7176]



      The creation of this sub-registry (as immediately above) assigned
      bit 3 as the ESADI Participation bit in the Interested VLANs and
      Spanning Tree Roots sub-TLV.  If The ESADI Participation bit is a
      one, it indicates that the originating RBridge is participating in
      ESADI for the indicated Data Label(s).



   IANA Action 2:



      IANA has created the following new sub-registry called "Interested
      Labels Flag Bits" in the "Transparent Interconnection of Lots of
      Links (TRILL) Parameters" registry.



         Sub-registry: Interested Labels Flag Bits



         Registration Procedures: IETF Review



         Note: These bits appear in the Interested Labels record within
         the Interested Labels and Spanning Tree Roots Sub-TLV
         (INT-LABEL) specified in [RFC7176].



         References: [RFC7176], [RFC7357]



Bit  Mnemonic  Description                      Reference
‑‑‑  ‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑                      ‑‑‑‑‑‑‑‑‑
  0     M4     IPv4 Multicast Router Attached   [RFC7176]
  1     M6     IPv6 Multicast Router Attached   [RFC7176]
  2     BM     Bit Map                          [RFC7176]
  3     ES     ESADI Participation              [RFC7357]
 4‑7     ‑     Unassigned



      The creation of this sub-registry (as immediately above) assigned
      bit 3 as the ESADI Participation bit in the Interested Labels and
      Spanning Tree Roots sub-TLV.  If The ESADI Participation bit is a
      one, it indicates that the originating RBridge is participating in
      ESADI for the indicated Data Label(s).




7.2. TRILL GENINFO TLV

   IANA Action 3:



      IANA has allocated the IS-IS Application Identifier 1 under the
      Generic Information TLV (#251) [RFC6823] for TRILL.



   IANA Action 4:



      IANA has created a sub-registry in the "Transparent
      Interconnection of Lots of Links (TRILL) Parameters" registry as
      follows:



Sub‑registry:  TRILL APPsub‑TLV Types under IS‑IS TLV 251
               Application Identifier 1



         Registration Procedures: IETF Review with additional

            requirements on the documentation of the use being
            registered as specified in Section 7.2 of [RFC7357].



         Note: Types greater than 255 are only usable in contexts
         permitting a type larger than one byte, such as extended TLVs
         [RFC7356].



         Reference: [RFC7357]



   Type      Name              Reference
‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑          ‑‑‑‑‑‑‑‑‑‑‑
        0   Reserved          [RFC7357]
        1   ESADI‑PARAM       [RFC7357]
    2‑254   Unassigned        [RFC7357]
      255   Reserved          [RFC7357]
256‑65534   Unassigned        [RFC7357]
    65535   Reserved          [RFC7357]



      TRILL APPsub-TLV Types 2 through 254 and 256 through 65534 are
      available for assignment by IETF Review.  The RFC causing such an
      assignment will also include a discussion of security issues and
      of the rate of change of the information being advertised.  TRILL
      APPsub-TLVs MUST NOT alter basic IS-IS protocol operation
      including the establishment of adjacencies, the update process,
      and the decision process for TRILL IS-IS [IS-IS] [RFC1195]
      [RFC7177].  The TRILL Generic Information TLV MUST NOT be used in
      an IS-IS instance zero [RFC6822] LSP but may be used in Flooding
      Scoped LSPs (FS-LSPs) [RFC7356].



   The V, I, D, and S flags in the initial flags byte of a TRILL Generic
   Information TLV have the meanings specified in [RFC6823] but are not
   currently used, as TRILL operates as a Level 1 IS-IS area and no
   semantics are hereby assigned to the inclusion of an IPv4 and/or IPv6
   address via the I and V flags.  Thus, these I and V flags MUST be
   zero; however, if either or both are one, the space that should be
   taken by an IPv4 and/or IPv6 address, respectively, is skipped over
   and ignored.  Furthermore, the use of multilevel IS-IS is an obvious
   extension for TRILL [MultiLevel], and future IETF Standards Actions
   may update or obsolete this specification to provide for the use of
   any or all of these flags in the TRILL GENINFO TLV.



   The ESADI Parameters information, for which TRILL APPsub-TLV 1 is
   hereby assigned, is compact and slow changing (see Section 6.1).



   For security considerations related to ESADI and the ESADI Parameter
   APPsub-TLV, see Section 8.




8. Security Considerations

   ESADI PDUs can be authenticated through the inclusion of the
   Authentication TLV [RFC5310].  Defaults for such authentication are
   described in Section 6.3.



   The ESADI-LSP data primarily announces MAC address reachability
   within a Data Label.  Such reachability can, in some cases, be an
   authenticated registration (for example, a Layer 2 authenticated
   registration using cryptographically based EAP (Extensible
   Authentication Protocol [RFC3748]) methods via [802.1X]).  The
   combination of these techniques can cause ESADI MAC reachability
   information to be substantially more trustworthy than MAC
   reachability learned from observation of the data plane.
   Nevertheless, ESADI still involves trusting all other RBridges in the
   TRILL campus, at least those that have the keying material necessary
   to construct a valid Authentication TLV.



   However, there may be cases where authenticated registration is used
   for end stations, because of a significant threat of forged packets
   on end station links, but it is not necessary to authenticate ESADI
   PDUs because that threat is not present for inter-RBridge trunks.
   For example, a TRILL campus with secure RBridges and inter-RBridge
   links configured as trunks but with some end stations connected via
   IEEE 802.11 wireless access links might use 802.11 authentication for
   the connection of such end stations but might not necessarily
   authenticate ESADI PDUs.  Note that if the IS-IS LSPs in a TRILL
   campus are authenticated, perhaps due to a concern about forged
   packets, the ESADI PDUs will be authenticated by default as provided
   in Section 6.3.



   MAC reachability learned from the data plane (the TRILL default) is
   overwritten by any future learning of the same type.  ESADI
   advertisements are represented in the Data Label scoped link state
   database.  Thus, ESADI makes visible any multiple attachments of the
   same MAC address within a Data Label to different RBridges (see
   Section 5.3).  This may or may not be an error or misconfiguration,
   but ESADI at least makes it explicitly and persistently visible,
   which would not be the case with data plane learning.



   For general TRILL security considerations, see [RFC6325].




8.1. Privacy Considerations

   The address reachability information distributed by ESADI has
   substantial privacy considerations under many, but not all,
   circumstances.



   For example, if ESADI were used in a TRILL campus with independent
   user end stations at the edge, the MAC addresses of such end stations
   could uniquely identify the users of those end stations.  Their
   reachability would be sensitive information and, particularly if
   logged, could reveal such user information.  On the other hand, if
   TRILL is being used to implement an Internet Exchange Point (IXP) to
   connect Internet Service Providers (ISPs), the MAC addresses being
   advertised in ESADI would typically be those of the ISP's directly
   connected IP router ports, since Layer 3 routers bound the TRILL
   campus, for which there would be few privacy concerns.



   However, records of MAC attachment that include a modest amount of
   history, perhaps a few days' worth, can be useful in managing a
   network and troubleshooting network problems.  It might, in some
   cases, also be legally required, or required for billing purposes or
   the like.



   Network operators should seek a reasonable balance between these
   competing considerations, customized for the circumstances of their
   particular networks where ESADI is in use.  They should not maintain
   logs of MAC reachability information for any longer than is clearly
   required.
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Appendix A. Interoperability and Changes to RFC 6325

   This appendix summarizes the significant changes this document makes
   to the TRILL base protocol specification [RFC6325].  Although
   simultaneous use of [RFC6325] ESADI and ESADI as specified in this
   document in a TRILL campus is very unlikely due to non-deployment of
   [RFC6325] ESADI, this appendix also discusses, for each change, the
   interoperability considerations should such simultaneous use occur.




A.1. ESADI PDU Changes

The format of ESADI‑LSP, ESADI‑CSNP, and ESADI‑PSNP PDU payloads is
changed from the IS‑IS Level 1 format [IS‑IS] to the Extended Level 1
Circuit Scope format (E‑L1CS) specified in [RFC7356].  This change is
not backwards compatible with [RFC6325].  It is made in light of the
information‑carrying capacity of the E‑L1CS format, which is
256 times greater than that of the base IS‑IS format.  It is
anticipated that this greater information‑carrying capacity will be
needed, under some circumstances, to carry end station addressing
information or other similar address and reachability information
when it is added to ESADI in the future.



   The PDU numbers used for the ESADI LSP, CSNP, and PSNP PDUs in
   [RFC6325] are 18, 24, and 26 [IS-IS].  With this document, the format
   changes, and the PDU numbers change to 10, 11, and 12 [RFC7356].  The
   use of different PDU numbers assures that a PDU will not be
   mis-parsed.  Because of this, implementations of this document and
   implementations of [RFC6325] ESADI will discard each other's PDUs.
   Thus, address reachability or other information distributed through
   either type of ESADI implementation will only be communicated to
   other implementations of the same type, and the two communities will
   not communicate any information with each other.



   Note that RBridges can use the TRILL mandatory-to-implement,
   enabled-by-default data plane address learning in addition to ESADI.
   (Section 5 of this document and the material it references explain
   how to handle conflicts between different sources of address
   reachability information.)  Simply leaving data plane address
   learning enabled would enable smooth incremental migration from
   [RFC6325] ESADI to the ESADI specification in this document, should
   that be necessary.  The data plane address learning would fill in any
   gaps due to non-communication between the two types of ESADI
   implementations, although without the speed or security advantages
   of ESADI.




A.2. Unicasting Changes

   Unicasting of ESADI PDUs is optionally supported, including replacing
   Section 4.6.2.2 of [RFC6325] with the new text given in Section 4.1
   of this document.  This unicast support is backwards compatible
   because it is only used when the recipient RBridge signals its
   support.




A.3. Message Timing Changes and Suggestions

   The following timing-related ESADI message changes and suggestions
   are included in this document:



   1. Provide for staggered delay for non-originators of ESADI-LSP
      fragments in response to requests for such fragments by CSNP and
      PSNP messages.



   2. Suggest staggered timing of unicast ESADI-LSPs when a new ESADI
      RBridge appears on the ESADI virtual link.



   These relate only to the timing of messages for congestion
   minimization.  Should a message be lost, due to congestion or
   otherwise, it will be later retransmitted as a normal part of the
   robust flooding mechanism used by ESADI.




A.4. Duplicate Address Reachability

   The handling of persistent reachability of the same MAC within the
   same Data Label from two or more RBridges is substantially modified,
   including the explicit replacement of some text in Section 4.2.6 of
   [RFC6325] (see Section 5.3 of this document).  There is no problem
   with a mixture of ESADI implementations in a TRILL campus, some
   conforming to [RFC6325] and some conforming to this document, for
   handling this condition.  The more implementations conform to the
   improved behavior specified in this document for this condition, the
   better the traffic-spreading will be, and the less likely address
   flip-flopping problems will be.
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Abstract

   The IETF TRILL (Transparent Interconnection of Lots of Links)
   protocol provides support for flow-level multipathing with rapid
   failover for both unicast and multi-destination traffic in networks
   with arbitrary topology.  Active-active connection at the TRILL edge
   is the extension of these characteristics to end stations that are
   multiply connected to a TRILL campus.  This informational document
   discusses the high-level problems and goals when providing active-
   active connection at the TRILL edge.
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   approved by the IESG are a candidate for any level of Internet
   Standard; see Section 2 of RFC 5741.



   Information about the current status of this document, any errata,
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1. Introduction

   The IETF TRILL (Transparent Interconnection of Lots of Links)
   [RFC6325] protocol provides loop-free and per-hop-based multipath
   data forwarding with minimum configuration.  TRILL uses IS-IS [IS-IS]
   [RFC6165] [RFC7176] as its control-plane routing protocol and defines
   a TRILL-specific header for user data.  In a TRILL campus,
   communications between TRILL switches can:



   1) use multiple parallel links and/or paths,



   2) spread load over different links and/or paths at a fine-grained
      flow level through equal-cost multipathing of unicast traffic and
      multiple distribution trees for multi-destination traffic, and



   3) rapidly reconfigure to accommodate link or node failures or
      additions.



   To the degree practical, "active-active" is the extension of similar
   load spreading and robustness to the connections between end stations
   and the TRILL campus.  Such end stations may have multiple ports and
   will be connected, directly or via bridges, to multiple edge TRILL
   switches.  It must be possible, except in some failure conditions, to
   spread end-station traffic load at the granularity of flows across
   links to such multiple edge TRILL switches and rapidly reconfigure to
   accommodate topology changes.




1.1. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].



   The acronyms and terminology in the RBridges base protocol [RFC6325]
   are used herein with the following additions:



CE:            Customer Equipment (end station or bridge).

Data Label:    VLAN or FGL (Fine‑Grained Label [RFC7172]).

LAALP:         Local Active‑Active Link Protocol.  Any protocol
               similar to MC‑LAG that runs in a distributed fashion
               on a CE, on the links from that CE to a set of edge
               group RBridges, and on those RBridges.

MC‑LAG:        Multi‑Chassis Link Aggregation.  Proprietary
               extensions to IEEE Std 802.1AX‑2011 [802.1AX] so that
               the aggregated links can, at one end of the
               aggregation, attach to different switches.

Edge group:    a group of edge RBridges to which at least one CE is
               multiply attached using an LAALP.  When multiple CEs
               attach to the exact same set of edge RBridges, those
               edge RBridges can be considered as a single edge
               group.  An RBridge can be in more than one edge group.

RBridge:       Routing Bridge.  An alternative name for a TRILL
               switch.

TRILL:         Transparent Interconnection of Lots of Links.

TRILL switch:  a device that implements the TRILL protocol; an
               alternative term for an RBridge.




2. Target Scenario

   This section presents a typical scenario of active-active connection
   to a TRILL campus via multiple edge RBridges where the current TRILL
   Appointed Forwarder mechanism does not work as expected.



   The TRILL Appointed Forwarder mechanism [RFC6439] can handle failover
   (active-standby), provides loop avoidance, and, with administrative
   configuration, provides load spreading based on VLAN.  One and only
   one appointed RBridge can ingress/egress native frames into/from the
   TRILL campus for a given VLAN among all edge RBridges connecting a
   legacy network to the TRILL campus.  This is true whether the legacy
   network is a simple point-to-point link or a complex bridged LAN or
   anything in between.  By carefully selecting different RBridges as
   Appointed Forwarder for different sets of VLANs, load spreading over
   different edge RBridges across different Data Labels can be achieved.



   The Appointed Forwarder mechanism [RFC6439] requires all of the edge
   group RBridges to exchange TRILL IS-IS Hello packets through their
   access ports.  As Figure 1 shows, when multiple access links of
   multiple edge RBridges are connected to a CE by an LAALP, Hello
   messages sent by RB1 via access port to CE1 will not be forwarded to
   RB2 by CE1.  RB2 (and other members of LAALP1) will not see that
   Hello from RB1 via the LAALP1.  Every member RBridge of LAALP1 thinks
   of itself as Appointed Forwarder on an LAALP1 link for all VLANs and
   will ingress/egress frames.  Hence, the Appointed Forwarder mechanism
   cannot provide active-active or even active-standby service across
   the edge group in such a scenario.



               ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
              |                      |
              |   TRILL Campus       |
              |                      |
               ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
                   |       |    |
              ‑‑‑‑‑        |     ‑‑‑‑‑‑‑‑
             |             |             |
         +‑‑‑‑‑‑+      +‑‑‑‑‑‑+      +‑‑‑‑‑‑+
         |      |      |      |      |      |
         |(RB1) |      |(RB2) |      | (RBk)|
         +‑‑‑‑‑‑+      +‑‑‑‑‑‑+      +‑‑‑‑‑‑+
           |..|          |..|          |..|
           |  +‑‑‑‑+     |  |          |  |
           |   +‑‑‑|‑‑‑‑‑|‑‑|‑‑‑‑‑‑‑‑‑‑+  |
           | +‑|‑‑‑|‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑+ |
           | | |   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ | |
LAALP1‑‑‑>(| | |)                    (| | |) <‑‑‑LAALPn
         +‑‑‑‑‑‑‑+    .  .  .       +‑‑‑‑‑‑‑+
         | CE1   |                  | CEn   |
         |       |                  |       |
         +‑‑‑‑‑‑‑+                  +‑‑‑‑‑‑‑+

   Figure 1:  Active‑Active Connection to TRILL Edge RBridges



   Active-active connection is useful when we want to achieve the
   following two goals:



   -  Flow-based rather than VLAN-based load balancing is desired.



   -  More rapid failure recovery is desired.



   The current Appointed Forwarder mechanism relies on the TRILL Hello
   timer expiration to detect the unreachability of another edge RBridge
   connecting to the same local link.  Then, reappointing the forwarder
   for specific VLANs may be required.  Such procedures take time on the
   scale of seconds although this can be improved with TRILL use of
   Bidirectional Forwarding Detection (BFD) [RFC7175].  Active-active
   connection usually has a faster built-in mechanism for member node
   and/or link failure detection.  Faster detection of failures
   minimizes the frame loss and recovery time.



   Today, LAALP is usually a proprietary facility whose implementation
   varies by vendor.  So, to be sure the LAALP operates successfully
   across a group of edge RBridges, those edge RBridges will almost
   always have to be from the same vendor.  In the case where the LAALP
   is an MC-LAG, the CE normally implements the logic described in IEEE
   Std 802.1AX-2011 [802.1AX], so proprietary elements would only be at
   the end of the edge group.  There is also a revision of IEEE Std
   802.1AX-2011 [802.1AX] underway (802.1X-REV) to remove the
   restriction in IEEE Std 802.1AX-2011 [802.1AX] that there be one box
   at each end of the aggregation.  So it is possible that, in the
   future, an LAALP could be implemented through such a revised IEEE Std
   802.1AX-2011 [802.1AX] with standards-conformant logic at the ends of
   both the CE and edge group.  In order to have a common understanding
   of active-active connection scenarios, the assumptions in Section 2.1
   are made about the characteristics of the LAALP and edge group of
   RBridges.




2.1. LAALP and Edge Group Characteristics

   For a CE connecting to multiple edge RBridges via an LAALP (active-
   active connection), the following characteristics apply:



   a) The LAALP will deliver a frame from an end node to TRILL at
      exactly one edge group RBridge.



   b) The LAALP will never forward frames it receives from one uplink to
      another.



   c) The LAALP will attempt to send all frames for a given flow on the
      same uplink.  To do this, it has some unknown rule for which
      frames get sent to which uplinks (typically based on a simple hash
      function of Layer 2 through 4 header fields).



   d) Frames are accepted from any of the uplinks and passed down to end
      nodes (if any exist).



   e) The LAALP cannot be assumed to send useful control information to
      the uplink such as "this is the set of other RBridges to which
      this CE is attached" or "these are all the MAC addresses
      attached".



   For an edge group of RBridges to which a CE is multiply attached with
   an LAALP:



   a) Any two RBridges in the edge group are reachable from each other
      via the TRILL campus.



   b) Each RBridge in the edge group knows an ID for each LAALP instance
      multiply attached to that group.  The ID will be consistent across
      the edge group and globally unique across the TRILL campus.  For
      example, if CE1 attaches to RB1, RB2, ... RBn using an LAALP, then
      each of the RBs will know, for the port to CE1, that it has a
      label such as "LAALP1".



   c) Each RB in the edge group can be configured with the set of
      acceptable VLANs for the ports to any CE.  The acceptable VLANs
      configured for those ports should include all the VLANs the CE has
      joined and be consistent for all the member RBridges of the edge
      group.



   d) When an RBridge fails, all the other RBridges that have formed an
      LAALP instance with it learn of the failure in a timely fashion.



   e) When a downlink of an edge group RBridge to an LAALP instance
      fails, that RBridge and all the other RBridges participating in
      the LAALP instance, including that downlink, learn of the failure
      in a timely fashion.



   f) The RBridges in the edge group have a mechanism to exchange
      information with each other, information such as the set of CEs
      they are connecting to or the IDs of the LAALP instances their
      downlinks are part of.



   Other than the applicable characteristics above, the internals of an
   LAALP are out of the scope of TRILL.




3. Problems in Active-Active Connection at the TRILL Edge

   This section presents the problems that need to be addressed in
   active-active connection scenarios.  The topology in Figure 1 is used
   in the following sub-sections as the example scenario for
   illustration purposes.




3.1. Frame Duplications

   When a remote RBridge ingresses a multi-destination TRILL data packet
   in VLAN x, all edge group RBridges of LAALP1 will receive the frame
   if any local CE1 joins VLAN x.  As each of them thinks it is the
   Appointed Forwarder for VLAN x, without changes made for active-
   active connection support, they would all forward the frame to CE1.
   The bad consequence is that CE1 receives multiple copies of that
   multi-destination frame from the remote end-host source.



   Frame duplication may also occur when an ingress RBridge is non-
   remote -- say, ingress and egress are two RBridges belonging to the
   same edge group.  Assume LAALP m connects to an edge group g, and the
   edge group g consists of RB1, RB2, and RB3.  The multi-destination
   frames ingressed from a port not connected to LAALP m by RB1 can be
   locally replicated to other ports on RB1 and also TRILL encapsulated
   and forwarded to RB2 and RB3.  CE1 will receive duplicate copies from
   RB1, RB2, and RB3.



   Note that frame duplication is only a problem in multi-destination
   frame forwarding.  Unicast forwarding does not have this issue as
   there is only ever one copy of the packet.




3.2. Loopback

   As shown in Figure 1, CE1 may send a native multi-destination frame
   to the TRILL campus via a member of the LAALP1 edge group (say RB1).
   This frame will be TRILL encapsulated and then forwarded through the
   campus to the multi-destination receivers.  Other members (say RB2)
   of the same LAALP edge group will receive this multicast packet as
   well.  In this case, without changes made for active-active
   connection support, RB2 will decapsulate the frame and egress it.
   The frame loops back to CE1.




3.3. Address Flip-Flop

   Consider RB1 and RB2 using their own nickname as ingress nickname for
   data into a TRILL campus.  As shown in Figure 1, CE1 may send a data
   frame with the same VLAN and source Media Access Control (MAC)
   address to any member of the edge group LAALP1.  If an egress RBridge
   receives TRILL data packets from different ingress RBridges but with
   the same source Data Label and MAC address, it learns different
   correspondences between a {Data Label and MAC address} and nickname
   when decapsulating the data frames.  Address correspondence may keep
   flip-flopping among nicknames of the member RBridges of the LAALP for
   the same Data Label and MAC address.  Existing hardware does not
   support data-plane learning of multiple nicknames for the same MAC
   address and Data Label -- when data-plane learning indicates
   attachment of the MAC address to a new nickname, it overwrites the
   old attachment nickname.



   Implementers have stated that most current TRILL switch hardware,
   when doing data-plane learning, behaves badly under these
   circumstances and, for example, interprets address flip-flopping as a
   severe network problem.  It may also cause the returning traffic to
   go through different paths to reach the destination, resulting in
   persistent reordering of the frames.




3.4. Unsynchronized Information among Member RBridges

   A local RBridge, say RB1 connected to LAALP1, may have learned a
   correspondence between a {Data Label and MAC address} and nickname
   for a remote host h1 when h1 sends a packet to CE1.  The returning
   traffic from CE1 may go to any other member RBridge of LAALP1, for
   example, RB2.  RB2 may not have h1's correspondence between a {Data
   Label and MAC address} and nickname stored.  Therefore, it has to do
   the flooding for unknown unicast addresses [RFC6325].  Such flooding
   is unnecessary since the returning traffic is almost always expected
   and RB1 had learned the address correspondence.  It is desirable to
   avoid flooding; it imposes a greater burden on the network than known
   destination unicast traffic because the flooded traffic is sent over
   more links.



   Synchronization of the correspondence between a {Data Label and MAC
   address} and nickname information among member RBridges will reduce
   such unnecessary flooding.




4. High-Level Requirements and Goals for Solutions

   The problems identified in Section 3 should be solved in any solution
   for active-active connection to edge RBridges.  The following high-
   level requirements and goals should be met.



   Data plane:



   1) All uplinks of a CE MUST be active: the LAALP is free to choose
      any uplink on which to send packets, and the CE is able to receive
      packets from any uplink of an edge group.



   2) Loopback and frame duplication MUST be prevented.



   3) Learning of correspondence between a {Data Label and MAC address}
      and nickname by a remote RBridge MUST NOT flip-flop between the
      local multiply attached edge RBridges.



   4) Packets for a flow SHOULD stay in order.



   5) The Reverse Path Forwarding Check MUST work properly as per the
      RBridges base protocol [RFC6325].



   6) Single uplink failure on a CE to an edge group MUST NOT cause
      persistent packet delivery failure between a TRILL campus and CE.



   Control plane:



   1) No requirement for new information to be passed between edge
      RBridges and CEs or between edge RBridges and end nodes exists.



   2) If there is any TRILL-specific information required to be
      exchanged between RBridges in an edge group, for example, Data
      Labels and MAC addresses binding to nicknames, a solution MUST
      specify the mechanism to perform such exchange unless this is
      handled internal to the LAALP.



   3) RBridges SHOULD be able to discover other members in the same edge
      group by exchanging their LAALP attachment information.



   Configuration, incremental deployment, and others:



   1) Solution SHOULD require minimal configuration.



   2) Solution SHOULD automatically detect misconfiguration of edge
      RBridge group.



   3) Solution SHOULD support incremental deployment, that is, not
      require campus-wide upgrading for all RBridges, only changes to
      the edge group RBridges.



   4) Solution SHOULD be able to support from two up to at least four
      active-active uplinks on a multiply attached CE.



   5) Solution SHOULD NOT assume there is a dedicated physical link
      between any two edge RBridges in an edge group.




5. Security Considerations

   As an informational overview, this document does not introduce any
   extra security risks.  Security risks introduced by a particular
   LAALP or other elements of solutions to the problems presented here
   will be discussed in the separate document(s) describing such LAALP
   or solutions.



   End-station links in TRILL are Ethernet links, and consideration
   should be given to securing them with link security as described in
   IEEE Std 802.1AE-2006 [802.1AE] for the protection of end-station
   data and link-level control messages, including any LAALP control
   messages.



   For general TRILL Security Considerations, see the RBridges base
   protocol [RFC6325].
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Abstract

   This document specifies Transparent Interconnection of Lots of Links
   (TRILL) Operations, Administration, and Maintenance (OAM) fault
   management.  Methods in this document follow the CFM (Connectivity
   Fault Management) framework defined in IEEE 802.1 and reuse OAM tools
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1. Introduction

   The general structure of TRILL OAM messages is presented in
   [RFC7174].  TRILL OAM messages consist of six parts: Link Header,
   TRILL Header, Flow Entropy, OAM Ethertype, OAM Message Channel, and
   Link Trailer.



   The OAM Message Channel carries various control information and OAM-
   related data between TRILL switches, also known as RBridges or
   Routing Bridges.



   A common OAM Message Channel representation can be shared between
   different technologies.  This consistency between different OAM
   technologies promotes nested fault monitoring and isolation between
   technologies that share the same OAM framework.



   The TRILL OAM Message Channel is formatted as specified in IEEE
   Connectivity Fault Management (CFM) [8021Q].



   The ITU-T Y.1731 [Y1731] standard utilizes the same messaging format
   as [8021Q] OAM messages where applicable.  This document takes a
   similar stance and reuses [8021Q] in TRILL OAM.  It is assumed that
   readers are familiar with [8021Q] and [Y1731].  Readers who are not
   familiar with these documents are encouraged to review them.



   This document specifies TRILL OAM fault management.  It updates
   [RFC6325] as specified in Section 3.1.  TRILL performance monitoring
   is specified in [RFC7456].




2. Conventions Used in This Document

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].



   Capitalized IANA Considerations terms such as "Standards Action" are
   to be interpreted as described in [RFC5226].



   Acronyms used in the document include the following:



CCM   ‑ Continuity Check Message [8021Q]

DA    ‑ Destination Address

ECMP  ‑ Equal‑Cost Multipath

FGL   ‑ Fine‑Grained Label

ISS   ‑ Internal Sub‑Layer Service [8021Q]

LBM   ‑ Loopback Message [8021Q]

LBR   ‑ Loopback Reply [8021Q]

MA    ‑ Maintenance Association [8021Q] [RFC7174]

MAC   ‑ Media Access Control (MAC)

MD    ‑ Maintenance Domain [8021Q]

MEP   ‑ Maintenance End Point [RFC7174] [8021Q]

MIP   ‑ Maintenance Intermediate Point [RFC7174] [8021Q]

MP    ‑ Maintenance Point [RFC7174]

MTVM  ‑ Multi‑destination Tree Verification Message

MTVR  ‑ Multi‑destination Tree Verification Reply

OAM   ‑ Operations, Administration, and Maintenance [RFC6291]

PRI   ‑ Priority of Ethernet Frames [8021Q]

PTM   ‑ Path Trace Message

PTR   ‑ Path Trace Reply

SA    ‑ Source Address

SAP   ‑ Service Access Point [8021Q]



      TRILL - Transparent Interconnection of Lots of Links [RFC6325]




3. General Format of TRILL OAM Packets

   The TRILL forwarding paradigm allows an implementation to select a
   path from a set of equal-cost paths to forward a unicast TRILL Data
   packet.  For multi-destination TRILL Data packets, a distribution
   tree is chosen by the TRILL switch that ingresses or creates the
   packet.  Selection of the path of choice is implementation dependent
   at each hop for unicast and at the ingress for multi-destination.
   However, it is a common practice to utilize Layer 2 through Layer 4
   information in the frame payload for path selection.



   For accurate monitoring and/or diagnostics, OAM messages are required
   to follow the same path as corresponding data packets.  [RFC7174]
   presents the high-level format of OAM messages.  The details of the
   TRILL OAM frame format are defined in this document.



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                               |
.    Link  Header               . Variable
|                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                               |
+    TRILL Header               + 6 or more bytes
|                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                               |
.   Flow Entropy                . 96 bytes
.                               .
|                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   OAM Ethertype               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                               |
.   OAM Message Channel         . Variable
.                               .
|                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|     Link Trailer              | Variable
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



               Figure 1: Format of TRILL OAM Messages



   o  Link Header: Media-dependent header.  For Ethernet, this includes
      the Destination MAC, Source MAC, VLAN (optional), and Ethertype
      fields.



   o  TRILL Header: Fixed size of 6 bytes when the Extended Header is
      not included [RFC6325].



   o  Flow Entropy: A 96-byte, fixed-size field.  The rightmost bits of
      the field MUST be padded with zeros, up to 96 bytes, when the
      flow-entropy information is less than 96 bytes.  Flow Entropy
      enables emulation of the forwarding behavior of the desired data
      packets.  The Flow Entropy field starts with the Inner.MacDA.  The
      offset of the Inner.MacDA depends on whether extensions are
      included or not as specified in [RFC7179] and [RFC6325].  Such
      extensions are not commonly supported in current TRILL
      implementations.



   o  OAM Ethertype: A 16-bit Ethertype that identifies the OAM Message
      Channel that follows.  This document specifies using the Ethertype
      0x8902 allocated for CFM [8021Q].



   o  OAM Message Channel: A variable-size section that carries OAM-
      related information.  The message format is as specified in
      [8021Q].



   o  Link Trailer: Media-dependent trailer.  For Ethernet, this is the
      FCS (Frame Check Sequence).




3.1. Identification of TRILL OAM Frames

   TRILL, as originally specified in [RFC6325], did not have a specific
   flag or method to identify OAM frames.  This document updates
   [RFC6325] to include specific methods to identify TRILL OAM frames.
   Section 3.2 explains the details of the method.




3.2. Use of TRILL OAM Alert Flag

   The TRILL Header, as defined in [RFC6325], has two reserved bits.
   This document specifies use of the reserved bit next to the Version
   field in the TRILL Header as the Alert flag.  The Alert flag will be
   denoted by "A".  RBridges MUST NOT use the "A" flag for forwarding
   decisions such as the selection of which ECMP path or multi-
   destination tree to select.



   Implementations that comply with this document MUST utilize the "A"
   flag and CFM Ethertype to identify TRILL OAM frames.



                                +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                | V |A|R|M|Op‑Length| Hop Count |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Egress RBridge Nickname     |  Ingress RBridge Nickname     |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Options...
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑



                 Figure 2: TRILL Header with the "A" Flag



   o  A (1 bit): Indicates this is a possible OAM frame and is subject
      to specific handling as specified in this document.



   All other TRILL Header fields carry the same meaning as defined in
   [RFC6325].




3.2.1. Handling of TRILL Frames with the "A" Flag

   The value "1" in the "A" flag indicates TRILL frames that may qualify
   as OAM frames.  Implementations are further REQUIRED to validate such
   frames by comparing the value at the OAM Ethertype (Figure 1)
   location with the CFM Ethertype "0x8902" [8021Q].  If the value
   matches, such frames are identified as TRILL OAM frames and SHOULD be
   processed as discussed in Section 4.



   Frames with the "A" flag set that do not contain a CFM Ethertype are
   not considered OAM frames.  Such frames MUST be silently discarded.



   OAM-capable RBridges MUST NOT generate OAM frames to an RBridge that
   is not OAM capable.



   Intermediate RBridges that are not OAM capable (i.e., do not
   understand the "A" flag) follow the process defined in Section 3.3 of
   [RFC6325] and forward OAM frames with the "A" flag unaltered.




3.3. OAM Capability Announcement

   Any given RBridge can be (1) OAM incapable, (2) OAM capable with new
   extensions, or (3) OAM capable with the backwards-compatibility
   method.  The OAM request originator, prior to origination of the
   request, is required to identify the OAM capability of the target and
   generate the appropriate OAM message.



   The capability flags defined in the TRILL Version sub-TLV (TRILL-VER)
   [RFC7176] will be utilized for announcing OAM capabilities.  The
   following OAM-related capability flags are defined:



      O - OAM capable



      B - Backwards-compatible OAM



   A capability announcement with the "O" flag set to 1 and the "B" flag
   set to 1 indicates that the originating RBridge is OAM capable but
   utilizes the backwards-compatibility method defined in Appendix A.  A
   capability announcement with the "O" flag set to 1 and the "B" flag
   set to 0 indicates that the originating RBridge is OAM capable and
   utilizes the method specified in Section 3.2.



   When the "O" flag is set to 0, the announcing implementation is
   considered not capable of OAM, and the "B" flag is ignored.



+‑+‑+‑+‑+‑+‑+‑+‑+
| Type          |              (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+
| Length        |              (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+
| Max‑version   |              (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...‑+‑+
|A|F|O|B|Other Capabilities and Header Flags|  (4 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...‑+‑+‑+
 0                   1                 3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7   0 1



    Figure 3: TRILL-VER Sub-TLV [RFC7176] with "O" and "B" Flags



   In Figure 3, "A" is the Affinity sub-TLV support flag as indicated in
   [RFC7176], and "F" is the FGL-safe flag as indicated in [RFC7172] and
   [RFC7176].  The "O" and "B" flags are located after the "F" flag in
   the Capability and Header Flags field of the TRILL-VER sub-TLV, as
   depicted in Figure 3 above.  Usage of the "O" and "B" flags is
   discussed above.



   Absence of the TRILL-VER sub-TLV means the announcing RBridge is not
   OAM capable.




3.4. Identification of the OAM Message

   The ingress RBridge nickname allows recipients to identify the origin
   of the message in most cases.  However, when an out-of-band reply is
   generated, the responding RBridge nickname is not easy to identify.



   The [8021Q] Sender ID TLV (1) provides methods to identify the device
   by including the Chassis ID.  The Chassis ID allows different
   addressing formats such as IANA Address Family enumerations.  IANA
   has allocated Address Family Number 16396 for TRILL nickname.  In
   TRILL OAM, the Chassis ID sub-type of the Sender ID TLV is set to
   16396, and the Chassis ID field contains the corresponding TRILL
   nickname.



   When the Sender ID TLV is present and the Chassis ID sub-type is set
   to 16396, the sender RBridge TRILL nickname SHOULD be derived from
   the nickname embedded in the Chassis ID.  Otherwise, the sender
   RBridge TRILL nickname SHOULD be derived from the ingress RBridge
   nickname.




4. TRILL OAM Layering vs. IEEE Layering

   This section presents the placement of the TRILL OAM shim within the
   IEEE 802.1 layers.  The transmit and receive processing are
   explained.



                 +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                 |   RBridge Layer   |
                 |   Processing      |
                 +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                          |
                          |
                      +‑+‑+‑+‑+‑+‑+
                      | TRILL OAM | UP MEP
                      | Layer     |   MIP
                      +‑+‑+‑+‑+‑+‑+ Down MEP
                           |
                           |
                      +‑+‑+‑+‑+‑+‑+
(3)‑‑‑‑‑‑‑‑>          | TRILL     |
                      | Encap/Decap
                      +‑+‑+‑+‑+‑+‑+
                          |
                      +‑+‑+‑+‑+‑+‑+
(2)‑‑‑‑‑‑‑‑>          |End‑station|
                      | VLAN & Priority Processing
                      +‑+‑+‑+‑+‑+‑+
                          |
                      +‑+‑+‑+‑+‑+‑+
(1)‑‑‑‑‑‑‑‑>          |ISS        |
                      |Processing |
                      +‑+‑+‑+‑+‑+‑+
                          |
                          |
                          |



           Figure 4: Placement of TRILL MP within IEEE 802.1



   [RFC6325], Section 4.6 as updated by [RFC7180] provides a detailed
   explanation of frame processing.  Please refer to those documents for
   additional details and for processing scenarios not covered herein.



   Sections 4.1 and 4.2 apply to links using a broadcast LAN technology
   such as Ethernet.



   On links using an inherently point-to-point technology, such as PPP
   [RFC6361], there is no Outer.MacDA, Outer.MacSA, or Outer.VLAN
   because these are part of the Link Header for Ethernet.  Point-to-
   point links typically have Link Headers without these fields.




4.1. Processing at the ISS Layer


4.1.1. Receive Processing

   The ISS layer receives an indication from the port.  It extracts DA
   and SA, and it marks the remainder of the payload as M1.  The ISS
   layer passes on (DA, SA, M1) as an indication to the higher layer.



   For TRILL Ethernet frames, this is Outer.MacDA and Outer.MacSA.  M1
   is the remainder of the packet.




4.1.2. Transmit Processing

   The ISS layer receives an indication from the higher layer that
   contains (DA, SA, M1).  It constructs an Ethernet frame and passes
   down to the port.




4.2. End-Station VLAN and Priority Processing


4.2.1. Receive Processing

   Receive (DA, SA, M1) indication from the ISS layer.  Extract the VLAN
   ID and priority from the M1 part of the received indication (or
   derive them from the port defaults or other default parameters) and
   construct (DA, SA, VLAN, PRI, M2).  VLAN+PRI+M2 maps to M1 in the
   received indication.  Pass (DA, SA, VLAN, PRI, M2) to the TRILL
   Encapsulation/Decapsulation layer.




4.2.2. Transmit Processing

   Receive (DA, SA, VLAN, PRI, M2) indication from the TRILL
   Encapsulation/Decapsulation layer.  Merge VLAN, PRI, M2 to form M1.
   Pass down (DA, SA, M1) to the ISS layer.




4.3. TRILL Encapsulation and Decapsulation Layer


4.3.1. Receive Processing for Unicast Packets

   o  Receive indication (DA, SA, VLAN, PRI, M2) from the End-Station
      VLAN and Priority Processing layer.



   o  If the DA matches the port Local DA and the frame is of TRILL
      Ethertype:



      -  Discard DA, SA, VLAN, and PRI.  From M2, derive (TRILL-HDR,
         iDA, iSA, i-VL, M3).



      -  If TRILL nickname is Local and TRILL Header Alert flag is set:



         *  Pass on to OAM processing.



      -  Else, pass on (TRILL-HDR, iDA, iSA, i-VL, M3) to the RBridge
         layer.



   o  If the DA matches the port Local DA and the Ethertype is RBridge-
      Channel [RFC7178]:



      -  Process as a possible unicast native RBridge Channel packet.



   o  If the DA matches the port Local DA and the Ethertype is neither
      TRILL nor RBridge-Channel:



      -  Discard packet.



   o  If the DA does not match, the port is Appointed Forwarder for
      VLAN, and the Ethertype is not TRILL or RBridge-Channel:



      -  Insert TRILL-HDR and send (TRILL-HDR, iDA, iSA,i-VL, M3)
         indication to the RBridge layer (this is the TRILL Ingress
         Function).




4.3.2. Transmit Processing for Unicast Packets

   o  Receive indication (TRILL-HDR, iDA, iSA, iVL, M3) from the RBridge
      layer.



   o  If the egress TRILL nickname is local:



      -  If the port is Appointed Forwarder for iVL, the port is not
         configured as a trunk or point-to-point (P2P) port, the TRILL
         Alert flag is set, and the OAM Ethertype is present, then:



         *  Strip TRILL-HDR and construct (DA, SA, VLAN, M2) (this is
            the TRILL Egress Function).



      - Else:



         *  Discard packet.



   o  If the egress TRILL nickname is not local:



      -  Insert Outer.MacDA, Outer.MacSA, Outer.VLAN, and TRILL
         Ethertype, and construct (DA, SA, VLAN, M2) where M2 is (TRILL-
         HDR, iDA, iSA, iVL, M).



   o  Forward (DA, SA, V, M2) to the End-Station VLAN and Priority
      Processing layer.




4.3.3. Receive Processing for Multicast Packets

   o  Receive (DA, SA, V, M2) from the End-Station VLAN and Priority
      Processing layer.



   o  If the DA is All-RBridges and the Ethertype is TRILL:



      -  Strip DA, SA, and V.  From M2, extract (TRILL-HDR, iDA, iSA,
         iVL, and M3).



      -  If the TRILL Alert flag is set and the OAM Ethertype is present
         at the end of Flow Entropy:



         *  Perform OAM processing.



      -  Else, extract the TRILL Header, inner MAC addresses, and
         Inner.VLAN, and pass indication (TRILL-HDR, iDA, iSA, iVL and
         M3) to the TRILL RBridge layer.



   o  If the DA is All-IS-IS-RBridges and the Ethertype is L2-IS-IS,
      then pass frame up to TRILL IS-IS processing.



   o  If the DA is All-RBridges or All-IS-IS-RBridges but the Ethertype
      is not TRILL or L2-IS-IS respectively:



      -  Discard the packet.



   o  If the Ethertype is TRILL but the multicast DA is not All-RBridges
      or if the Ethertype is L2-IS-IS but the multicast DA is not All-
      IS-IS-RBridges:



      -  Discard the packet.



   o  If the DA is All-Edge-RBridges and the Ethertype is RBridge-
      Channel [RFC7178]:



      -  Process as a possible multicast native RBridge Channel packet.



   o  If the DA is in the initial bridging/link protocols block
      (01-80-C2-00-00-00 to 01-80-C2-00-00-0F) or is in the TRILL block
      and not assigned for Outer.MacDA use (01-80-C2-00-00-42 to
      01-80-C2-00-00-4F), then:



      -  The frame is not propagated through an RBridge although some
         special processing may be done at the port as specified in
         [RFC6325], and the frame may be dispatched to Layer 2
         processing at the port if certain protocols are supported by
         that port (examples include the Link Aggregation Protocol and
         the Link-Layer Discovery Protocol).



   o  If the DA is some other multicast value:



      -  Insert TRILL-HDR and construct (TRILL-HDR, iDA, iSA, IVL, M3).



      -  Pass the (TRILL-HDR, iDA, iSA, IVL, M3) to the RBridge layer.




4.3.4. Transmit Processing of Multicast Packets

   The following ignores the case of transmitting TRILL IS-IS packets.



   o  Receive indication (TRILL-HDR, iDA, iSA, iVL, M3) from the RBridge
      layer.



   o  If the TRILL Header multicast ("M") flag is set, the TRILL-HDR
      Alert flag is set, and the OAM Ethertype is present, then:



      -  Construct (DA, SA, V, M2) by inserting TRILL Outer.MacDA of
         All-RBridges, Outer.MacSA, Outer.VLAN, and TRILL Ethertype.  M2
         here is (Ethertype TRILL, TRILL-HDR, iDA, iSA, iVL, M).



         Note: A second copy of native format is not made.



   o  Else, if the TRILL Header multicast ("M") flag is set and the
         Alert flag not set:



      -  If the port is Appointed Forwarder for iVL and the port is not
         configured as a trunk port or a P2P port, strip TRILL-HDR, iSA,
         iDA, and iVL and construct (DA, SA, V, M2) for native format.



      -  Make a second copy (DA, SA, V, M2) by inserting TRILL
         Outer.MacDA, Outer.MacSA, Outer.VLAN, and TRILL Ethertype.  M2
         here is (Ethertype TRILL, TRILL-HDR, iDA, iSA, iVL, M).



   o  Pass the indication (DA, SA, V, M2) to the End-Station VLAN and
      Priority Processing layer.




4.4. TRILL OAM Layer Processing

   The TRILL OAM layer is located between the TRILL
   Encapsulation/Decapsulation layer and the RBridge layer.  It performs
   the following: 1) identifies OAM frames that need local processing
   and 2) performs OAM processing or redirects to the CPU for OAM
   processing.



   o  Receive indication (TRILL-HDR, iDA, iSA, iVL, M3) from the RBridge
      layer.  M3 is the payload after Inner.VLAN iVL.



   o  If the TRILL Header multicast ("M") flag is set, the TRILL Alert
      flag is set, and TRILL OAM Ethertype is present, then:



      -  If MEP or MIP is configured on the Inner.VLAN/FGL of the
         packet, then:



         *  Discard packets that have MD-Level less than that of the MEP
            or packets that do not have MD-Level present (e.g., due to
            packet truncation).



         *  If MD-Level matches MD-Level of the MEP, then:



            +  Redirect to OAM processing (Do not forward further).



         *  If MD-Level matches MD-Level of MIP, then:



            +  Make a copy for OAM processing and continue.



         *  If MD-Level matches MD-Level of MEP, then:



            +  Redirect the OAM packet to OAM processing and do not
               forward along or forward as a native packet.



   o  Else, if the TRILL Alert flag is set and the TRILL OAM Ethertype
      is present, then:



      -  If MEP or MIP is configured on the Inner.VLAN/FGL of the
         packet, then:



         *  Discard packets that have MD-Level not present or where MD-
            Level is less than that of the MEP.



         *  If MD-Level matches MD-Level of the MEP, then:



            +  Redirect to OAM processing (do not forward further).



         *  If MD-Level matches MD-Level of MIP, then:



            +  Make a copy for OAM processing and continue.



   o  Else, for a non-OAM packet:



      -  Continue.



   o  Pass the indication (DA, SA, V, M2) to the End-Station VLAN and
      Priority Processing layer.



   Note: In the receive path, the processing above compares with the
   Down MEP and MIP Half functions.  In the transmit processing, it
   compares with Up MEP and MIP Half functions.



   Appointed Forwarder is a function that the TRILL
   Encapsulation/Decapsulation layer performs.  The TRILL
   Encapsulation/Decapsulation layer is responsible for prevention of
   leaking of OAM packets as native frames.




5. Maintenance Associations (MAs) in TRILL

   [8021Q] defines a Maintenance Association as a logical relationship
   between a group of nodes.  Each Maintenance Association (MA) is
   identified with a unique MAID of 48 bytes [8021Q].  CCM and other
   related OAM functions operate within the scope of an MA.  The
   definition of MA is technology independent.  Similarly, it is encoded
   within the OAM message, not in the technology-dependent portion of
   the packet.  Hence, the MAID as defined in [8021Q] can be utilized
   for TRILL OAM without modifications.  This also allows us to utilize
   CCM and LBM messages defined in [8021Q] as is.



   In TRILL, an MA may contain two or more RBridges (MEPs).  For
   unicast, it is likely that the MA contains exactly two MEPs that are
   the two end points of the flow.  For multicast, the MA may contain
   two or more MEPs.



   For TRILL, in addition to all of the standard [8021Q] CFM MIB
   definitions, each MEP's MIB contains one or more Flow Entropy
   definitions corresponding to the set of flows that the MEP monitors.



   [8021Q] CFM MIB is augmented to add the TRILL-specific information.
   Figure 5 depicts the augmentation of the CFM MIB to add the TRILL-
   specific Flow Entropy.



  MA‑‑‑
 |
  ‑‑‑ MEP
 |
 . ‑ Remote MEP List
        .
        |
         ‑‑‑ MEP‑A
        |
         ‑‑‑ MEP‑B
        .

 |
 . ‑ Flow Entropy List { Augments IEEE8021‑CFM‑MIB}

        |
         ‑‑‑ (Flow Entropy‑1)
        |
         ‑‑‑ (Flow Entropy‑2)
        |
        . ‑‑‑ (Flow Entropy‑n)
|
 Other MIB entries



          Figure 5: Correlation of TRILL-Augmented MIB



   The detailed TRILL OAM MIB will be specified in a separate document
   [TRILLOAMMIB].




6. MEP Addressing

   In IEEE CFM [8021Q], OAM messages address the target MEP by utilizing
   a unique MAC address.  In TRILL, a MEP is addressed by a combination
   of the egress RBridge nickname and the Inner.VLAN/FGL.



   Additionally, MEPs are represented by a 2-octet MEP-ID that is
   independent of the underlying technology.  In CFM [8021Q], the value
   of MEP-ID is restricted to the range of 1 to 8191.  However, on a CFM
   [8021Q] packet, MEP-IDs are encoded as a 2-octet field.  In the TRILL
   Base Mode operation presented in Appendix B, MEP-IDs are mapped
   1-to-1 with the RBridge nicknames.  Hence, in TRILL, a MEP-ID MUST be
   a number in the range from 1 to 65535.



   At the MEP, OAM packets go through a hierarchy of OpCode
   demultiplexers.  The OpCode demultiplexers channel the incoming OAM
   packets to the appropriate message processor (e.g., LBM).  Refer to
   Figure 6 for a visual depiction of these different demultiplexers.
   The demultiplexing sequence is as follows:



   1.  Identify the packets that need OAM processing at the local
       RBridge as specified in Section 4.



       a.  Identify the MEP that is associated with the Inner.VLAN/FGL.



   2.  The MEP first validates the MD-Level and then:



       a.  Redirects to the MD-Level demultiplexer.



   3.  The MD-Level demultiplexer compares the MD-Level of the packet
       against the MD-Level of the local MEPs of a given MD-Level on the
       port.  (Note: there can be more than one MEP at the same MD-Level
       but they belong to different MAs.)



       a.  If the packet MD-Level is equal to the configured MD-Level of
           the MEP, then pass to the OpCode demultiplexer.



       b.  If the packet MD-Level is less than the configured MD-Level
           of the MEP, discard the packet.



       c.  If the packet MD-Level is greater than the configured
           MD-Level of the MEP, then pass on to the next-higher MD-Level
           demultiplexer, if available.  Otherwise, if no such higher
           MD-Level demultiplexer exists, then forward the packet as
           normal data.



   4.  The OpCode demultiplexer compares the OpCode in the packet with
       supported OpCodes.



       a.  If the OpCode is CCM, LBM, LBR, PTM, PTR, MTVM, or MTVR, then
           pass on to the correct processor.



       b.  If the OpCode is unknown, then discard.



            |
            .CCM   LBM   PTM   MTVM . .
            |      |    |      |
          +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
          |        OP Code DE‑Mux |‑‑‑ Unknown
          +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
            ^       ^          ^
  MD==Li    |       |          |
         +‑+‑+   +‑+‑+      +‑+‑+
         | L |‑‑>|L2 |‑.‑   |Ln |‑‑‑‑ >
         +‑+‑+   +‑+‑+      +‑+‑+      |
          |  ^    |          |         |
  MD<LI Drop |    Drop       Drop      |
             |                         |
  MD not ‑‑‑ |TRILL OAM need local     |
  Present    | Processing              |
             |                         |
TRILL Data   ‑‑‑‑  TRILL Data         ‑‑‑‑
   ‑‑‑‑‑‑‑>| T  |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ >|  M |‑‑‑ >
+ TRILL OAM  ‑‑‑‑  + pass through OAM ‑‑‑‑



            Figure 6: OAM Demultiplexers at MEP for Active SAP



   o  T: Denotes Tap.  Identifies OAM frames that need local processing.
      These are the packets with the Alert flag set and OAM Ethertype
      present after the Flow Entropy of the packet.



   o  M: The post-processing merge that merges data and OAM messages
      that are passed through.  Additionally, the merge component
      ensures, as explained earlier, that OAM packets are not forwarded
      out as native frames.



   o  L: Denotes MD-Level processing.  Packets whose MD-Level is less
      than the MD-Level of the current processing step will be dropped.
      Packets with equal MD-Levels are passed on to the OpCode
      demultiplexer.  Others are passed on to the next-level MD
      processors or eventually to the merge point (M).



   NOTE: LBM, LBR, MTVM, MTVR, PTM, and PTR are not subject to MA
   demultiplexers.  These packets do not have an MA encoded in the
   packet.  Adequate response can be generated to these packets, without
   loss of functionality, by any of the MEPs present on that interface
   or an entity within the RBridge.




6.1. Use of MIP in TRILL

   Maintenance Intermediate Points (MIPs) are mainly used for fault
   isolation.  Link Trace Messages in [8021Q] utilize a well-known
   multicast MAC address, and MIPs generate responses to Link Trace
   Messages.  Response to Link Trace Messages or lack thereof can be
   used for fault isolation in TRILL.



   As explained in Section 10, a Hop Count expiry approach will be
   utilized for fault isolation and path tracing.  The approach is very
   similar to the well-known IP trace-route approach.  Hence, explicit
   addressing of MIPs is not required for the purpose of fault
   isolation.



   Any given RBridge can have multiple MIPs located within an interface.
   As such, a mechanism is required to identify which MIP should respond
   to an incoming OAM message.  Any MIP residing within the ingress
   interface may reply to the incoming Path Trace Message without loss
   of functionality or information.  As specified in Section 3.4, the
   address of the responding RBridge can be identified by means of the
   Sender ID TLV (1).  The Reply Ingress TLV (5) identifies the
   interface id.  The combination of these allows the recipient of the
   response to uniquely identify the responder.



   A similar approach to that presented above for MEPs can be used for
   MIP processing.  It is important to note that "M", the merge block of
   a MIP, does not prevent OAM packets leaking out as native frames.  On
   edge interfaces, MEPs MUST be configured to prevent the leaking of
   TRILL OAM packets out of the TRILL campus.



             PTM     PTR     MTVM     MTVR
              |       |     |      |
            +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
            |             OP Code De‑Mux  |‑> Unknown
            +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
               ^       ^          ^
     MD==Li    |       |          |
             +‑+‑+   +‑+‑+      +‑+‑+
             | L |‑ >|L2 |‑.‑   |Ln |‑‑‑‑‑‑+
             +‑+‑+   +‑+‑+      +‑+‑+      |
               ^                         |
               |                         |
    Drop       |                         |
    MD not ‑‑‑ |TRILL OAM                |
    Present    |                         |
               |                         v
TRILL Data   ‑‑‑‑  TRILL Data          ‑‑‑‑‑
   ‑‑‑‑‑‑‑ >| T  |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ >|  M  |‑‑‑‑>
+ TRILL OAM  ‑‑‑‑                      ‑‑‑‑



          Figure 7: OAM Demultiplexers at MIP for Active SAP



   o  T: Tap processing for MIP.  All packets with the TRILL Header
      Alert flag set are captured.



   o  L: MD-Level Processing.  Packets with matching MD-Levels are
      "copied" to the OpCode demultiplexer, and the original packet is
      passed on to the next MD-Level processor.  Other packets are
      simply passed on to the next MD-Level processor without copying to
      the OpCode demultiplexer.



   o  M: The intermediate point processing merge that merges data and
      OAM messages that are passed through.



   Packets that carry Path Trace Message (PTM) or Multi-destination Tree
   Verification Message (MTVM) OpCodes are passed on to the respective
   processors.



   Packets with unknown OpCodes are counted and discarded.




7. Continuity Check Message (CCM)

   CCMs are used to monitor connectivity and configuration errors.
   [8021Q] monitors connectivity by listening to periodic CCM messages
   received from its remote MEP partners in the MA.  An [8021Q] MEP
   identifies cross-connect errors by comparing the MAID in the received
   CCM message with the MEP's local MAID.  The MAID [8021Q] is a 48-byte
   field that is technology independent.  Similarly, the MEP-ID is a
   2-byte field that is independent of the technology.  Given this
   generic definition of CCM fields, CCM as defined in [8021Q] can be
   utilized in TRILL with no changes.  TRILL-specific information may be
   carried in CCMs when encoded using TRILL-specific TLVs or sub-TLVs.
   This is possible since CCMs may carry optional TLVs.



   Unlike classical Ethernet environments, TRILL contains multipath
   forwarding.  The path taken by a packet depends on the payload of the
   packet.  The Maintenance Association (MA) identifies the interested
   Maintenance End Points (MEPs) of a given monitored path.  For
   unicast, there are only two MEPs per MA.  For multicast, there can be
   two or more MEPs in the MA.  The entropy values of the monitored
   flows are defined within the MA.  CCM transmit logic will utilize
   these Flow Entropy values when constructing the CCM packets.  Please
   see Section 12 for the theory of operation of CCM.



   The MIB in [8021Q] is augmented with the definition of Flow Entropy.
   Please see [TRILLOAMMIB] for this and other TRILL-related OAM MIB
   definitions.  Figure 8 depicts the correlation between MA, CCM, and
   the Flow Entropy.



  MA‑‑‑
 |
  ‑‑‑ MEP
 |
 . ‑ Remote MEP List
        .
        |
         ‑‑‑ MEP‑A
        |
         ‑‑‑ MEP‑B
        .

 |
 . ‑ Flow Entropy List {Augments IEEE8021‑CFM‑MIB}

        |
         ‑‑‑ (Flow Entropy‑1)
        |
         ‑‑‑ (Flow Entropy‑2)
        |
        . ‑‑‑(Flow Entropy‑n)
|
. ‑ CCM
       |
        ‑‑‑ (standard 8021ag entries)
       |
        ‑‑‑ (Hop Count) { Augments IEEE8021‑CFM‑MIB}
       |
        ‑‑‑ (Any other TRILL OAM‑specific entries)
                                        {Augmented}
|
.
|
 ‑ Other MIB entries



               Figure 8: Augmentation of CCM MIB in TRILL



   In a multi-pathing environment, a flow, by definition, is
   unidirectional.  A question may arise as to what Flow Entropy should
   be used in the response.  CCMs are unidirectional and have no
   explicit reply; as such, the issue of the response Flow Entropy does
   not arise.  In the transmitted CCM, each MEP reports local status
   using the Remote Defect Indication (RDI) flag.  Additionally, a MEP
   may raise SNMP TRAPs [TRILLOAMMIB] as alarms when a connectivity
   failure occurs.




8. TRILL OAM Message Channel

   The TRILL OAM Message Channel can be divided into two parts: TRILL
   OAM message header and TRILL OAM TLVs.  Every OAM message MUST
   contain a single TRILL OAM message header and a set of one or more
   specified OAM message TLVs.




8.1. TRILL OAM Message Header

   As discussed earlier, a common messaging framework between [8021Q],
   TRILL, and other similar standards such as Y.1731 is accomplished by
   reusing the OAM message header defined in [8021Q].



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|MD‑L | Version | OpCode        |  Flags        |FirstTLVOffset |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
.   OpCode‑Specific Information                                 .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
.         TLVs                                                  .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                       Figure 9: OAM Message Format



   o  MD-L: Maintenance Domain Level (3 bits).  For TRILL, in general,
      this field is set to a single value across the TRILL campus.  When
      using the TRILL Base Mode as specified in Appendix B, MD-L is set
      to 3.  However, extension of TRILL (for example, to support
      multilevel) may create different MD-Levels, and the MD-L field
      must be appropriately set in those scenarios.  (Please refer to
      [8021Q] for the definition of MD-Level).



   o  Version: Indicates the version (5 bits) as specified in [8021Q].
      This document does not require changing the Version defined in
      [8021Q].



   o  OpCode: Operation Code (8 bits).  Specifies the operation
      performed by the message.  See Section 8.2.



   o  Flags: Includes operational flags (1 byte).  The definition of
      flags is OpCode-specific and is covered in the applicable
      sections.



   o  FirstTLVOffset: Defines the location of the first TLV, in bytes,
      starting from the end of the FirstTLVOffset field (1 byte).
      (Refer to [8021Q] for the definition of the FirstTLVOffset.)



   o  OpCode-Specific Information: May contain Session Identification
      Number, timestamp, etc.



   The MD-L, Version, OpCode, Flags, and FirstTLVOffset fields
   collectively are referred to as the OAM message header.




8.2. TRILL-Specific OAM OpCodes

   The following TRILL-specific CFM OpCodes are defined.  Each of the
   OpCodes indicates a separate type of TRILL OAM message.  Details of
   the messages are presented in Sections 10 and 11.



   TRILL OAM message OpCodes:



64: Path Trace Reply
65: Path Trace Message
66: Multi‑destination Tree Verification Reply
67: Multi‑destination Tree Verification Message



   Loopback and CCM Messages reuse the OpCodes defined by [8021Q].




8.3. Format of TRILL OAM TLV

   The same CFM TLV format as defined in [8021Q] is used for TRILL OAM.
   The following figure depicts the general format of a TRILL OAM TLV:



 0                   1                   2
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    Type       |        Length                 |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                               |
.            Value (variable)                   .
|                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                   Figure 10: TRILL OAM TLV



   o  Type (1 octet): Specifies the type of the TLV (see Section 8.4 for
      TLV types).



   o  Length (2 octets): Specifies the length of the Value field in
      octets.  Length of the Value field can be zero or more octets.



   o  Value (variable): The length and the content of this field depend
      on the type of TLV.  Please refer to applicable TLV definitions
      for details.



   Semantics and usage of Type values allocated for TRILL OAM purpose
   are defined by this document and other future related documents.




8.4. TRILL OAM TLVs

   TRILL-related TLVs are defined in this section.  TLVS defined in
   [8021Q] are reused, where applicable.




8.4.1. Common TLVs between CFM and TRILL

   The following TLVs are defined in [8021Q].  We reuse them where
   applicable.  The format and semantics of the TLVs are as defined in
   [8021Q].



Type   Name of TLV in [8021Q]
‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
  0    End TLV
  1    Sender ID TLV
  2    Port Status TLV
  3    Data TLV
  4    Interface Status TLV
  5    Reply Ingress TLV
  6    Reply Egress TLV
  7    LTM Egress Identifier TLV
  8    LTR Egress Identifier TLV
  9‑30 Reserved
  31   Organization Specific TLV




8.4.2. TRILL OAM-Specific TLVs

   Listed below is a summary of TRILL OAM TLVs and their corresponding
   codes.  Format and semantics of TRILL OAM TLVs are defined in
   subsequent sections.



Type         TLV Name
‑‑‑‑         ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
64           TRILL OAM Application Identifier TLV
65           Out‑of‑Band Reply Address TLV
66           Diagnostic Label TLV
67           Original Data Payload TLV
68           RBridge Scope TLV
69           Previous RBridge Nickname TLV
70           Next‑Hop RBridge List TLV
71           Multicast Receiver Port Count TLV
72           Flow Identifier TLV
73           Reflector Entropy TLV
74           Authentication TLV



   The TRILL OAM Application Identifier TLV (64) MUST be the first TLV.
   An End TLV (0) MUST be included as the last TLV.  All other TLVs can
   be included in any order.




8.4.3. TRILL OAM Application Identifier TLV

   The TRILL OAM Application Identifier TLV carries information specific
   to TRILL OAM applications.  The TRILL OAM Application Identifier TLV
   MUST always be present and MUST be the first TLV in TRILL OAM
   messages.  Messages that do not include the TRILL OAM Application
   Identifier TLV as the first TLV MUST be discarded by a TRILL MP.



                     1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    Type       | Length                        | Version       |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|               Reserved1                       | Fragment‑ID   |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  Return Code  |Return Sub‑code|     Reserved2         |F|C|O|I|
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



            Figure 11: TRILL OAM Application Identifier TLV



   o  Type (1 octet): 64, TRILL OAM Application Identifier TLV



   o  Length (2 octets): 9



   o  Version (1 octet): Currently set to zero.  Indicates the TRILL OAM
      version.  The TRILL OAM version can be different than the [8021Q]
      version.



   o  Reserved1 (3 octets): Set to zero on transmission and ignored on
      reception.



   o  Fragment-ID (1 octet): Indicates the fragment number of the
      current message.  This applies only to reply messages; in request
      messages, it must be set to zero on transmission and ignored on
      receipt.  The "F" flag defined below MUST be set with the final
      message, whether it is the last fragment of the fragmented message
      or the only message of the reply.  Section 13 provides more
      details on OAM message fragmentation.



   o  Return Code (1 octet): Set to zero on requests.  Set to an
      appropriate value in response messages.



   o  Return Sub-code (1 octet): Set to zero on transmission of request
      message.  The Return Sub-code identifies categories within a
      specific Return Code and MUST be interpreted within a Return Code.



   o  Reserved2 (12 bits): Set to zero on transmission and ignored on
      reception.



   o  F (1 bit): Final flag.  When set, indicates this is the last
      response.



   o  C (1 bit): Cross-Connect Error flag (VLAN/FGL mapping error).  If
      set, indicates that the label (VLAN/FGL) in the Flow Entropy is
      different than the label included in the Diagnostic Label TLV.
      This field is ignored in request messages and MUST only be
      interpreted in response messages.



   o  O (1 bit): If set, indicates OAM out-of-band response requested.



   o  I (1 bit): If set, indicates OAM in-band response requested.



   NOTE: When both O and I bits are set to zero, this indicates that no
   response is required (silent mode).  Users MAY specify both O and I,
   one of them, or none.  When both O and I bits are set, the response
   is sent both in-band and out-of-band.




8.4.4. Out-of-Band Reply Address TLV

   The Out-of-Band Reply Address TLV specifies the address to which an
   out-of-band OAM reply message MUST be sent.  When the O bit in the
   TRILL Version sub-TLV (Section 3.3) is not set, the Out-of-Band Reply
   Address TLV is ignored.



                     1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    Type       | Length                        | Address Type  |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Addr Length   |                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+                                               |
|                                                               |
.       Reply Address                                           .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                  Figure 12: Out-of-Band Reply Address TLV



   o  Type (1 octet): 65, Out-of-Band Reply Address TLV



   o  Length (2 octets): Variable.  Minimum length is 2 + the length (in
      octets) of the shortest address.  Currently, the minimum value of
      this field is 4, but this could change in the future if a new
      address shorter than the TRILL nickname is defined.



   o  Address Type (1 octet):



         0 - IPv4



         1 - IPv6



         2 - TRILL nickname



      All other values reserved.



   o  Addr Length (1 octet): Depends on the Address Type.  Currently,
      defined values are:



4  ‑ IPv4



         16 - IPv6



2  ‑ TRILL nickname



      Other lengths may be acceptable for future Address Types.



   o  Reply Address (variable): Address where the reply needs to be
      sent.  Length depends on the address specification.




8.4.5. Diagnostic Label TLV

   The Diagnostic Label TLV specifies the data label (VLAN or FGL) in
   which the OAM messages are generated.  Receiving RBridge MUST compare
   the data label of the Flow Entropy to the data label specified in the
   Diagnostic Label TLV.  The "C" flag (Cross Connect Error) in the
   response (TRILL OAM Application Identifier TLV; Section 8.4.3) MUST
   be set when the two VLANs do not match.



                     1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    Type       | Length                        | L‑Type        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Reserved      |                       Label                   |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                      Figure 13: Diagnostic Label TLV



   o  Type (1 octet): 66, Diagnostic Label TLV



   o  Length (2 octets): 5



   o  L-Type (1 octet): Label type



      0 - Indicates a right-justified 802.1Q 12-bit VLAN padded on the

          left with bits that must be sent as zero and ignored on
          receipt



      1 - Indicates a TRILL 24-bit fine-grained label



   o  Reserved (1 octet): Set to zero on transmission and ignored on
      reception.



   o  Label (24 bits): Either 12-bit VLAN or 24 bit fine-grained label.



   RBridges do not perform label error checking when the Diagnostic
   Label TLV is not included in the OAM message.  In certain
   deployments, intermediate devices may perform label translation.  In
   such scenarios, the originator should not include the Diagnostic
   Label TLV in OAM messages.  Inclusion of Diagnostic Label TLV will
   generate unwanted label error notifications.




8.4.6. Original Data Payload TLV

                     1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    Type       | Length                        |               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+               +
|                                                               |
.                Original Payload                               .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                  Figure 14: Original Data Payload TLV



   o  Type (1 octet): 67, Original Data Payload TLV



   o  Length (2 octets): variable



   o  Original Payload: The original TRILL Header and Flow Entropy.
      Used in constructing replies to the Loopback Message (see
      Section 9) and the Path Trace Message (see Section 10).




8.4.7. RBridge Scope TLV

   The RBridge Scope TLV identifies nicknames of RBridges from which a
   response is required.  The RBridge Scope TLV is only applicable to
   Multi-destination Tree Verification Messages.  This TLV SHOULD NOT be
   included in other messages.  Receiving RBridges MUST ignore this TLV
   on messages other than Multi-destination Tree Verification Messages.



   Each TLV can contain up to 255 nicknames of in-scope RBridges.  A
   Multi-destination Tree Verification Message may contain multiple
   RBridge scope TLVs, in the event that more than 255 in-scope RBridges
   need to be specified.



   Absence of the RBridge Scope TLV indicates that a response is needed
   from all the RBridges.  Please see Section 11 for details.



                     1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    Type       | Length                        | nOfnicknames  |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  Nickname‑1                   |   Nickname‑2                  |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
.                                                               .
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                               |  Nickname‑n                   |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                     Figure 15: RBridge Scope TLV



   o  Type (1 octet): 68, RBridge Scope TLV



   o  Length (2 octets): Variable.  Minimum value is 1.



   o  nOfnicknames (1 octet): Indicates the number of nicknames included
      in this TLV.  Zero (0) indicates no nicknames are included in the
      TLV.  When this field is set to zero (0), the Length field MUST be
      set to 1.



   o  Nickname (2 octets): 16-bit RBridge nickname




8.4.8. Previous RBridge Nickname TLV

   The Previous RBridge Nickname TLV identifies the nickname or
   nicknames of the previous RBridge.  [RFC6325] allows a given RBridge
   to hold multiple nicknames.



   The Previous RBridge Nickname TLV is an optional TLV.  Multiple
   instances of this TLV MAY be included when an upstream RBridge is
   represented by more than 255 nicknames (highly unlikely).



                     1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    Type       | Length                        | Reserved      |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  Reserved (continued)         |   Nickname                    |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                 Figure 16: Previous RBridge Nickname TLV



   o  Type (1 octet): 69, Previous RBridge Nickname TLV



   o  Length (2 octets): 5



   o  Reserved (3 octet): Set to zero on transmission and ignored on
      reception.



   o  Nickname (2 octets): RBridge nickname




8.4.9. Next-Hop RBridge List TLV

   The Next-Hop RBridge List TLV identifies the nickname or nicknames of
   the downstream next-hop RBridges.  [RFC6325] allows a given RBridge
   to have multiple equal-cost paths to a specified destination.  Each
   next-hop RBridge is represented by one of its nicknames.



   The Next-Hop RBridge List TLV is an optional TLV.  Multiple instances
   of this TLV MAY be included when there are more than 255 equal-cost
   paths to the destination.



                     1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    Type       | Length                        | nOfnicknames  |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  Nickname‑1                   |   Nickname‑2                  |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
.                                                               .
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                               |  Nickname‑n                   |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                  Figure 17: Next-Hop RBridge List TLV



   o  Type (1 octet): 70, Next-Hop RBridge List TLV



   o  Length (2 octets): Variable. Minimum value is 1.



   o  nOfnicknames (1 octet): Indicates the number of nicknames included
      in this TLV.  Zero (0) indicates no nicknames are included in the
      TLV.  When this field is set to zero (0), the Length field MUST be
      set to 1.



   o  Nickname (2 octets): 16-bit RBridge nickname




8.4.10. Multicast Receiver Port Count TLV

   The Multicast Receiver Port Count TLV identifies the number of ports
   interested in receiving the specified multicast stream within the
   responding RBridge on the label (VLAN or FGL) specified by the
   Diagnostic Label TLV.



   The Multicast Receiver Port Count TLV is an optional TLV.



                     1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    Type       | Length                        | Reserved      |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|              Number of Receivers                              |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



              Figure 18: Multicast Receiver Port Count TLV



   o  Type (1 octet): 71, Multicast Receiver Port Count TLV



   o  Length (2 octets): 5



   o  Reserved (1 octet): Set to zero on transmission and ignored on
      reception.



   o  Number of Receivers (4 octets): Indicates the number of multicast
      receivers available on the responding RBridge on the label
      specified by the diagnostic label.




8.4.11. Flow Identifier TLV

   The Flow Identifier TLV uniquely identifies a specific flow.  The
   flow-identifier value is unique per MEP and needs to be interpreted
   as such.



                     1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    Type       | Length                        | Reserved      |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  MEP‑ID                       |     flow‑identifier           |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                     Figure 19: Flow Identifier TLV



   o  Type (1 octet): 72, Flow Identifier TLV



   o  Length (2 octets): 5



   o  Reserved (1 octet): Set to 0 on transmission and ignored on
      reception.



   o  MEP-ID (2 octets): MEP-ID of the originator [8021Q].  In TRILL,
      MEP-ID can take a value from 1 to 65535.



   o  flow-identifier (2 octets): Uniquely identifies the flow per MEP.
      Different MEPs may allocate the same flow-identifier value.  The
      {MEP-ID, flow-identifier} pair is globally unique.



   Inclusion of the MEP-ID in the Flow Identifier TLV allows the
   inclusion of a MEP-ID for messages that do not contain a MEP-ID in
   their OAM header.  Applications may use MEP-ID information for
   different types of troubleshooting.




8.4.12. Reflector Entropy TLV

   The Reflector Entropy TLV is an optional TLV.  This TLV, when
   present, tells the responder to utilize the Reflector Entropy
   specified within the TLV as the flow-entropy of the response message.



                     1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    Type       | Length                        | Reserved      |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
.               Reflector Entropy                               .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                     Figure 20: Reflector Entropy TLV



   o  Type (1 octet): 73, Reflector Entropy TLV



   o  Length (2 octets): 97



   o  Reserved (1 octet): Set to zero on transmission and ignored by the
      recipient.



   o  Reflector Entropy (96 octets): Flow Entropy to be used by the
      responder.  May be padded with zeros if the desired flow-entropy
      information is less than 96 octets.




8.4.13. Authentication TLV

   The Authentication TLV is an optional TLV that can appear in any OAM
   message or reply in TRILL.



                     1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    Type       | Length                        |  Auth Type    |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
.                 Authentication Value                          .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                    Figure 21: Authentication TLV



   o  Type (1 octet): 74, Authentication TLV



   o  Length (2 octets): Variable



   o  The Auth Type and following Authentication Value are the same as
      the Auth Type and following value for the [IS-IS] Authentication
      TLV.  It is RECOMMENDED that Auth Type 3 be used.  Auth Types 0,
      1, 2, and 54 MUST NOT be used.  With Auth Type 3, the
      Authentication TLV is as follows:



                     1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    Type       | Length                        | Auth Type = 3 |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    Key ID                     |                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+                               .
.                      Authentication Data (variable)           .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



            Figure 22: Authentication TLV with Auth Type 3



   With Auth Type 3, the process is generally as specified in [RFC5310]
   using the same Key ID space as TRILL [IS-IS].  The area covered by
   the Authentication TLV is from the beginning of the TRILL Header to
   the end of the TRILL OAM Message Channel; the Link Header and Trailer
   are not included.  The TRILL Header Alert, Reserved bit, and Hop
   Count are treated as zero for the purposes of computing and verifying
   the Authentication Data.



   Key distribution is out of the scope of this document as the keying
   distributed for IS-IS is used.



   An RBridge supporting OAM authentication can be configured to either
   (1) ignore received OAM Authentication TLVs and not send them, (2)
   ignore received OAM Authentication TLVs but include them in all OAM
   packets sent, or (3) to include Authentication TLVs in all OAM
   messages sent and enforce authentication of OAM messages received.
   When an RBridge is enforcing authentication, it discards any OAM
   message subject to OAM processing that does not contain an
   Authentication TLV or an Authentication TLV does not verify.




9. Loopback Message


9.1. Loopback Message Format

                     1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|MD‑L | Version | OpCode        |  Flags        |FirstTLVOffset |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                   Loopback Transaction Identifier             |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
.         TLVs                                                  .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                  Figure 23: Loopback Message Format



   The figure above depicts the format of the Loopback Request and
   Response messages as defined in [8021Q].  The OpCode for the Loopback
   Message is set to 3, and the OpCode for the reply message is set to 2
   [8021Q].  The Loopback Transaction Identifier (commonly called the
   Session Identification Number or Session ID in this document) is a
   32-bit integer that allows the requesting RBridge to uniquely
   identify the corresponding session.  Responding RBridges, without
   modification, MUST echo the received "Loopback Transaction
   Identifier" number.




9.2. Theory of Operation


9.2.1. Actions by Originator RBridge

   The originator RBridge takes the following actions:



   o  Identifies the destination RBridge nickname based on user
      specification or based on the specified destination MAC or IP
      address.



   o  Constructs the Flow Entropy based on user-specified parameters or
      implementation-specific default parameters.



   o  Constructs the TRILL OAM header: sets the OpCode to Loopback
      Message type (3) [8021Q].  Assigns applicable Loopback Transaction
      Identifier number for the request.



   o  The TRILL OAM Application Identifier TLV MUST be included with the
      flags set to applicable values.



   o  Includes following OAM TLVs, where applicable:



      -  Out-of-Band Reply Address TLV



      -  Diagnostic Label TLV



      -  Sender ID TLV



   o  Specifies the Hop Count of the TRILL Data frame per user
      specification or utilize an applicable Hop Count value.



   o  Dispatches the OAM frame for transmission.



   RBridges may continue to retransmit the request at periodic intervals
   until a response is received or the retransmission count expires.  At
   each transmission, the Session Identification Number MUST be
   incremented.




9.2.2. Intermediate RBridge

   Intermediate RBridges forward the frame as a normal data frame; no
   special handling is required.




9.2.3. Destination RBridge

   If the Loopback Message is addressed to the local RBridge and
   satisfies the OAM identification criteria specified in Section 3.1,
   then the RBridge data plane forwards the message to the CPU for
   further processing.



   The TRILL OAM application layer further validates the received OAM
   frame by checking for the presence of OAM Ethertype at the end of the
   Flow Entropy.  Frames that do not contain OAM Ethertype at the end of
   the Flow Entropy MUST be discarded.



   Construction of the TRILL OAM response:



   o  The TRILL OAM application encodes the received TRILL Header and
      Flow Entropy in the Original Data Payload TLV and includes it in
      the OAM message.



   o  Set the Return Code to (1) "Reply" and Return Sub-code to zero (0)
      "Valid Response".  Update the TRILL OAM OpCode to 2 (Loopback
      Message Reply).



   o  Optionally, if the VLAN/FGL identifier value of the received Flow
      Entropy differs from the value specified in the Diagnostic Label
      TLV, set the "C" flag (Cross Connect Error) in the TRILL OAM
      Application Identifier TLV.



   o  Include the Sender ID TLV (1).



   o  If in-band response was requested, dispatch the frame to the TRILL
      data plane with request-originator RBridge nickname as the egress
      RBridge nickname.



   o  If out-of-band response was requested, dispatch the frame to the
      IP forwarding process.




10. Path Trace Message

   The primary use of the Path Trace Message is for fault isolation.  It
   may also be used for plotting the path taken from a given RBridge to
   another RBridge.



   [8021Q] accomplishes the objectives of the TRILL Path Trace Message
   using Link Trace Messages.  Link Trace Messages utilize a well-known
   multicast MAC address.  This works for [8021Q] because both the
   unicast and multicast paths are congruent.  However, in TRILL,
   multicast and unicast are not congruent.  Hence, TRILL OAM uses a new
   message format: the Path Trace Message.



   The Path Trace Message has the same format as the Loopback Message.
   The OpCode for Path Trace Reply is 64, and the OpCode for the Path
   Trace Message is 65.



   Operation of the Path Trace Message is identical to the Loopback
   Message except that it is first transmitted with a TRILL Header Hop
   Count field value of 1.  The sending RBridge expects an "Intermediate
   RBridge" Return Sub-code from the next hop or a "Valid response"
   Return Sub-code response from the destination RBridge.  If an
   "Intermediate RBridge" Return Sub-code is received in the response,
   the originator RBridge records the information received from the
   intermediate node that generated the message and resends the message
   by incrementing the previous Hop Count value by 1.  This process is
   continued until, a response is received from the destination RBridge,
   a Path Trace process timeout occurs, or the Hop Count reaches a
   configured maximum value.




10.1. Theory of Operation


10.1.1. Actions by Originator RBridge

   The originator RBridge takes the following actions:



   o  Identifies the destination RBridge based on user specification or
      based on location of the specified MAC address.



   o  Constructs the Flow Entropy based on user-specified parameters or
      implementation-specific default parameters.



   o  Constructs the TRILL OAM header: set the OpCode to Path Trace
      Message type (65).  Assign an applicable Session Identification
      number for the request.  Return Code and Return Sub-code MUST be
      set to zero.



   o  The TRILL OAM Application Identifier TLV MUST be included with the
      flags set to applicable values.



   o  Includes the following OAM TLVs, where applicable:



      -  Out-of-Band Reply Address TLV



      -  Diagnostic Label TLV



      -  Sender ID TLV



   o  Specifies the Hop Count of the TRILL Data frame as 1 for the first
      request.



   o  Dispatches the OAM frame to the TRILL data plane for transmission.



   An RBridge may continue to retransmit the request at periodic
   intervals until a response is received or the retransmission count
   expires.  At each new retransmission, the Session Identification
   number MUST be incremented.  Additionally, for responses received
   from intermediate RBridges, the RBridge nickname and interface
   information MUST be recorded.




10.1.2. Intermediate RBridge

   Path Trace Messages transit through Intermediate RBridges
   transparently, unless the Hop Count has expired.



   The TRILL OAM application layer further validates the received OAM
   frame by examining the presence of the TRILL Alert flag and OAM
   Ethertype at the end of the Flow Entropy and by examining the
   MD-Level.  Frames that do not contain OAM Ethertype at the end of the
   Flow Entropy MUST be discarded.



   Construction of the TRILL OAM response:



   o  The TRILL OAM application encodes the received TRILL Header and
      Flow Entropy in the Original Data Payload TLV and includes it in
      the OAM message.



   o  Set the Return Code to (1) "Reply" and Return Sub-code to two (2)
      "Intermediate RBridge".  Update the TRILL OAM OpCode to 64 (Path
      Trace Reply).



   o  If the VLAN/FGL identifier value of the received Flow Entropy
      differs from the value specified in the diagnostic label, set the
      "C" flag (Cross Connect Error) in the TRILL OAM Application
      Identifier TLV.



   o  Include the following TLVs:



      -  Previous RBridge Nickname TLV (69)



      -  Reply Ingress TLV (5)



      -  Reply Egress TLV (6)



      -  Interface Status TLV (4)



      -  Next-Hop RBridge List TLV (70) (Repeat for each ECMP)



      -  Sender ID TLV (1)



   o  If a cross-connect error is detected, set the "C" flag (Cross-
      Connect Error) in the reply's TRILL OAM Application Identifier
      TLV.



   o  If in-band response was requested, dispatch the frame to the TRILL
      data plane with request-originator RBridge nickname as the egress
      RBridge nickname.



   o  If out-of-band response was requested, dispatch the frame to the
      standard IP forwarding process.




10.1.3. Destination RBridge

   Processing is identical to that in Section 10.1.2 with the exception
   that the TRILL OAM OpCode is set to Path Trace Reply (64).




11. Multi-Destination Tree Verification Message (MTVM)

   Multi-destination Tree Verification Messages allow verifying TRILL
   distribution tree integrity and pruning.  TRILL VLAN/FGL and
   multicast pruning are described in [RFC6325], [RFC7180], and
   [RFC7172].  Multi-destination Tree Verification and Multicast Group
   Verification Messages are designed to detect pruning defects.
   Additionally, these tools can be used for plotting a given multicast
   tree within the TRILL campus.



   Multi-destination Tree Verification OAM frames are copied to the CPU
   of every intermediate RBridge that is part of the distribution tree
   being verified.  The originator of the Multi-destination Tree
   Verification Message specifies the scope of RBridges from which a
   response is required.  Only the RBridges listed in the scope field
   respond to the request.  Other RBridges silently discard the request.
   Inclusion of the scope field is required to prevent receiving an
   excessive number of responses.  The typical scenario of distribution
   tree verification or group verification involves verifying multicast
   connectivity to a selected set of end nodes as opposed to the entire
   network.  Availability of the scope facilitates narrowing down the
   focus to only the RBridges of interest.



   Implementations MAY choose to rate-limit CPU-bound multicast traffic.
   As a result of rate-limiting or due to other congestion conditions,
   MTVM messages may be discarded from time to time by the intermediate
   RBridges, and the requester may be required to retransmit the
   request.  Implementations SHOULD narrow the embedded scope of
   retransmission requests only to RBridges that have failed to respond.




11.1. MTVM Format

   The format of MTVM is identical to the Loopback Message format
   defined in Section 9 with the exception that the OpCode used is 67.




11.2. Theory of Operation


11.2.1. Actions by Originator RBridge

   The user is required, at a minimum, to specify either the
   distribution trees that need to be verified, the Multicast MAC
   address and VLAN/FGL, or the VLAN/FGL and Multicast Destination IP
   address.  Alternatively, for more specific multicast flow
   verification, the user MAY specify more information, e.g., source MAC
   address, VLAN/FGL, and Destination and Source IP addresses.
   Implementations, at a minimum, must allow the user to specify a
   choice of distribution trees, Destination Multicast MAC address, and
   VLAN/FGL that needs to be verified.  Although it is not mandatory, it
   is highly desired to provide an option to specify the scope.  It
   should be noted that the source MAC address and some other parameters
   may not be specified if the backwards-compatibility method in
   Appendix A is used to identify the OAM frames.



   Default parameters MUST be used for unspecified parameters.  Flow
   Entropy is constructed based on user-specified parameters and/or
   default parameters.



   Based on user specified parameters, the originating RBridge does the
   following:



   o  Identifies the nickname that represents the multicast tree.



   o  Obtains the applicable Hop Count value for the selected multicast
      tree.



   o  Constructs TRILL OAM message header and includes the Session
      Identification number.  The Session Identification Number
      facilitates the originator mapping the response to the correct
      request.



   o  Includes the TRILL OAM Application Identifier TLV, which MUST be
      included.



   o  Includes the OpCode Multicast Tree Verification Message (67).



   o  Includes RBridge Scope TLV (68).



   o  Optionally, includes the following TLVs, where applicable:



      -  Out-of-Band IP Address TLV (65)



      -  Diagnostic Label TLV (66)



      -  Sender ID TLV (1)



   o  Specifies the Hop Count of the TRILL Data frame per user
      specification or alternatively utilizes the applicable Hop Count
      value if the TRILL Hop Count is not being specified by the user.



   o  Dispatches the OAM frame to the TRILL data plane to be ingressed
      for transmission.



   The RBridge may continue to retransmit the request at a periodic
   interval until either a response is received or the retransmission
   count expires.  At each new retransmission, the Session
   Identification Number MUST be incremented.  At each retransmission,
   the RBridge may further reduce the scope to the RBridges that it has
   not received a response from.




11.2.2. Receiving RBridge

   Receiving RBridges identify multicast verification frames per the
   procedure explained in Section 3.2.



   The RBridge validates the frame and analyzes the scope RBridge list.
   If the RBridge Scope TLV is present and the local RBridge nickname is
   not specified in the scope list, it will silently discard the frame.
   If the local RBridge is specified in the scope list OR the RBridge
   Scope TLV is absent, the receiving RBridge proceeds with further
   processing as defined in Section 11.2.3.




11.2.3. In-Scope RBridges

   Construction of the TRILL OAM response:



   o  The TRILL OAM application encodes the received TRILL Header and
      Flow Entropy in the Original Data Payload TLV and includes them in
      the OAM message.



   o  Set the Return Code to zero (0) and Return Sub-code to zero (0).
      Update the TRILL OAM OpCode to 66 (Multi-destination Tree
      Verification Reply).



   o  Include following TLVs:



      -  Previous RBridge Nickname TLV (69)



      -  Reply Ingress TLV (5)



      -  Interface Status TLV (4)



      -  Next-Hop RBridge List TLV (70)



      -  Sender ID TLV (1)



      -  Multicast Receiver Port Count TLV (71)



   o  If a VLAN/FGL cross-connect error is detected, set the "C" flag
      (Cross-Connect Error) in the TRILL OAM Application Identifier TLV.



   o  If in-band response was requested, dispatch the frame to the TRILL
      data plane with request-originator RBridge nickname as the egress
      RBridge nickname.



   o  If out-of-band response was requested, dispatch the frame to the
      standard IP forwarding process.




12. Application of Continuity Check Message (CCM) in TRILL

   Section 7 provides an overview of CCM Messages defined in [8021Q] and
   how they can be used within TRILL OAM.  This section presents the
   application and theory of operations of CCM within the TRILL OAM
   framework.  Readers are referred to [8021Q] for CCM message format
   and applicable TLV definitions and usages.  Only the TRILL-specific
   aspects are explained below.



   In TRILL, between any two given MEPs, there can be multiple potential
   paths.  Whereas in [8021Q], there is always a single path between any
   two MEPs at any given time.  [RFC6905] requires solutions to have the
   ability to monitor continuity over one or more paths.



   CCM Messages are uni-directional, such that there is no explicit
   response to a received CCM message.  Connectivity status is indicated
   by setting the applicable flags (e.g., RDI) of the CCM messages
   transmitted by a MEP.



   It is important that the solution presented in this document
   accomplishes the requirements specified in [RFC6905] within the
   framework of [8021Q] in a straightforward manner and with minimum
   changes.  Section 8 defines multiple flows within the CCM object,
   each corresponding to a flow that a given MEP wishes to monitor.
   Hence, CCM, in multipath environments like TRILL, monitors per-flow
   connectivity and cross-connect errors.



   Receiving MEPs do not cross-check whether a received CCM belongs to a
   specific flow from the originating RBridge.  Any attempt to track
   status of individual flows may explode the amount of state
   information that any given RBridge has to maintain.



   The obvious question arises: how does the originating RBridge know
   which flow or flows are at fault?



   This is accomplished with a combination of the RDI flag in the CCM
   header, Flow Identifier TLV, and SNMP Notifications (Traps).
   Section 12.1 discusses the procedure.




12.1. CCM Error Notification

   Each MEP transmits four CCM messages per each flow.  ([8021Q] detects
   CCM fault when three consecutive CCM messages are lost).  Each CCM
   message has a unique sequence number (Session ID) and unique flow-
   identifier.  The flow-identifier is included in the OAM message via
   the Flow Identifier TLV.



   When a MEP notices a CCM timeout from a remote MEP (MEP-A), it sets
   the RDI flag on the next CCM message it generates.  Additionally, it
   logs and sends an SNMP notification that contains the remote MEP
   Identification, flow-identifier, and the sequence number of the last
   CCM message it received, and, if available, the flow-identifier and
   the sequence number of the first CCM message it received after the
   failure.  Each MEP maintains a unique flow-identifier per each flow;
   hence, the operator can easily identify flows that correspond to the
   specific flow-identifier.



   The following example illustrates the above.



   Assume there are two MEPs: MEP-A and MEP-B.



   Assume there are three flows between MEP-A and MEP-B.



   Let's assume MEP-A allocates sequence numbers as follows:



      Flow-1 Sequence={1,2,3,4,13,14,15,16,.. } flow-identifier=(1)



      Flow-2 Sequence={5,6,7,8,17,18,19,20,.. } flow-identifier=(2)



      Flow-3 Sequence={9,10,12,11,21,22,23,24,.. } flow-identifier=(3)



   Let's assume Flow-2 is at fault.



   MEP-B receives CCM from MEP-A with sequence numbers 1, 2, 3, and 4
   but did not receive 5, 6, 7, and 8.  CCM timeout is set to three CCM
   intervals in [8021Q].  Hence, MEP-B detects the error at the 8th CCM
   message.  At this time, the sequence number of the last good CCM
   message MEP-B has received from MEP-A is 4, and the flow-identifier
   of the last good CCM Message is (1).  Hence, MEP-B will generate a
   CCM error SNMP notification with MEP-A, last good flow-identifier
   (1), and sequence number 4.



   When MEP-A switches to Flow-3 after transmitting Flow-2, MEP-B will
   start receiving CCM messages.  In the foregoing example, it will be a
   CCM message with sequence numbers 9, 10, 11, 12, and 21 and so on.
   When in receipt of a new CCM message from a specific MEP, after a CCM
   timeout, the TRILL OAM will generate an SNMP Notification of CCM
   resume with remote MEP-ID, the first valid flow-identifier, and the
   sequence number after the CCM timeout.  In the foregoing example, it
   is MEP-A, flow-identifier (3), and sequence number 9.



   The remote MEP list under the CCM MIB Object is augmented to contain
   "Last Sequence Number", flow-identifier, and "CCM Timeout" variables.
   "Last Sequence Number" and flow-identifier are updated every time a
   CCM is received from a remote MEP.  The CCM Timeout variable is set
   when the CCM timeout occurs and is cleared when a CCM is received.




12.2. Theory of Operation


12.2.1. Actions by Originator RBridge

   The originator RBridge takes the following actions:



   o  Derives the Flow Entropy field based on flow-entropy information
      specified in the CCM Management object.



   o  Constructs the TRILL CCM OAM header as specified in [8021Q].



   o  The TRILL OAM Application Identifier TLV MUST be included as the
      first TLV with the flags set to applicable values.



   o  Includes other TLVs specified in [8021Q].



   o  Includes the following optional TLV, where applicable:



      -  Sender ID TLV (1)



   o  Specifies the Hop Count of the TRILL Data frame per user
      specification or utilize an applicable Hop Count value.



   o  Dispatches the OAM frame to the TRILL data plane for transmission.



   An RBridge transmits a total of four requests, each at CCM
   retransmission interval.  At each transmission, the Session
   Identification number MUST be incremented by one.



   At the 5th retransmission interval, the Flow Entropy of the CCM
   packet is updated to the next flow-entropy information specified in
   the CCM Management object.  If the current Flow Entropy is the last
   Flow Entropy specified, move to the first Flow Entropy specified and
   continue the process.




12.2.2. Intermediate RBridge

   Intermediate RBridges forward the frame as a normal data frame; no
   special handling is required.




12.2.3. Destination RBridge

   If the CCM Message is addressed to the local RBridge or multicast and
   satisfies the OAM identification methods specified in Section 3.2,
   then the RBridge data plane forwards the message to the CPU for
   further processing.



   The TRILL OAM application layer further validates the received OAM
   frame by examining the presence of OAM Ethertype at the end of the
   Flow Entropy.  Frames that do not contain OAM Ethertype at the end of
   the Flow Entropy MUST be discarded.



   The TRILL OAM application layer then validates the MD-Level and pass
   the packet to the OpCode demultiplexer.  The OpCode demultiplexer
   delivers CCM packets to the CCM process.



   The CCM process performs the processing specified in [8021Q].



   Additionally, the CCM process updates the CCM Management object with
   the sequence number of the received CCM packet.  Note: The last
   received CCM sequence number and CCM timeout are tracked per each
   remote MEP.



   If the CCM timeout is true for the sending remote MEP, then clear the
   CCM timeout in the CCM Management object and generate the SNMP
   notification as specified above.




13. Fragmented Reply

   TRILL OAM allows fragmented reply messages.  In case of fragmented
   replies, all parts of the reply MUST follow the procedure defined in
   this section.



   The same Session Identification Number MUST be included in all
   related fragments of the same message.



   The TRILL OAM Application Identifier TLV MUST be included, with the
   Fragment-ID field monotonically increasing with each fragment
   transmitted with the appropriate Final flag field.  The Final flag
   MUST only be equal to one on the final fragment of the reply.



   On the receiver, the process MUST order the fragments based on the
   Fragment-ID.  Any fragments received after the final fragment MUST be
   discarded.  Messages with incomplete fragments (i.e., messages with
   one or missing fragments after the receipt of the fragment with the
   final flag set) MUST be discarded as well.



   If the number of fragments exceeds the maximum supported fragments
   (255), then the Return Code of the reply message MUST be set to 1
   (Reply message), and the Return Sub-code MUST be set to 1 (Fragment
   limit exceeded).




14. Security Considerations

   Forged OAM packets could cause false error or failure indications,
   mask actual errors or failures, or be used for denial of service.
   Source addresses for messages can be forged and the out-of-band reply
   facility (see Section 8.4.4) provides for explicitly supplying the
   address for replies.  For protection against forged OAM packets, the
   Authentication TLV (see Section 8.4.13) can be used in an OAM message
   in TRILL.  This TLV is virtually identical to the IS-IS
   Authentication TLV specified in [IS-IS] and depends on IS-IS keying
   material and the current state of IS-IS keying as discussed in
   [KARPISIS] and [RFC5310].  In particular, there is currently no
   standardized IS-IS automated key management.



   Of course, authentication is ineffective unless verified and
   ineffective against senders who have the keying material needed to
   produce OAM messages that will pass authentication checks.
   Implementations MUST implement rate-limiting functionality to protect
   against exploitation of OAM messages as a means of denial-of-service
   attacks.  Aggressive rate-limiting may trigger false positive errors
   against CCM and LBM-based session monitoring.



   Even with authentication, replay of authenticated messages may be
   possible.  There are four types of messages: Continuity Check (CCM),
   Loopback, Path Trace, and Multi-destination Tree Verification (MTVM).
   In the case of CCM messages, sequence numbers are required (see
   Section 12.1) that can protect against replay.  In the case of
   Loopback Messages (see Section 9.1), a Loopback Transaction
   Identifier is included that, as required by [8021Q], is incremented
   with each transmission and can detect replays.  PTMs (see Section 10)
   and MTVMs (see Section 11.1) are specified to have the same format as
   Loopback Messages (although with different OpCodes), so they also
   have an identifier incremented with each transmission that can detect
   replays.  Thus, all TRILL OAM messages have a field that can be used
   for replay protection.



   For general TRILL-related security considerations, please refer to
   [RFC6325].



   [8021Q] requires that the MEP filters or passes through OAM messages
   based on the MD-Level.  The MD-Level is embedded deep in the OAM
   message.  Hence, conventional methods of frame filtering may not be
   able to filter frames based on the MD-Level.  As a result, OAM
   messages that must be dropped due to MD-Level mismatch may leak into
   a TRILL domain with a different MD-Level.



   This leaking may not cause any functionality loss.  The receiving
   MEP/MIP is required to validate the MD-level prior to acting on the
   message.  Any frames received with an incorrect MD-Level need to be
   dropped.



   Generally, a single operator manages each TRILL campus; hence, there
   is no risk of security exposure.  However, in the event of multi-
   operator deployments, operators should be aware of possible exposure
   of device-specific information, and appropriate measures must be
   taken.



   It is also important to note that the MPLS OAM framework [RFC4379]
   does not include the concept of domains and OAM filtering based on
   operators.  It is our opinion that the lack of OAM frame filtering
   based on domains does not introduce significant functional deficiency
   or security risk.



   It is possible to mandate requiring different credentials to use
   different OAM functions or capabilities within a specific OAM
   function.  Implementations may consider grouping users to different
   security clearance levels and restricting functions and capabilities
   to different clearance levels.  However, exact implementation details
   of such a framework are outside the scope of this document.




15. IANA Considerations

   IANA has made the assignments described below.




15.1. OAM Capability Flags

   Two TRILL-VER sub-TLV Capability Flags (see Section 3.3) have been
   assigned as follows:



Bit     Description               Reference
‑‑‑     ‑‑‑‑‑‑‑‑‑‑‑               ‑‑‑‑‑‑‑‑‑
2       OAM capable               RFC 7455
3       Backwards‑compatible OAM  RFC 7455




15.2. CFM Code Points

   Four OpCodes have been assigned from the "CFM OAM IETF OpCodes" sub-
   registry as follows:



Value     Assignment                                   Reference
‑‑‑‑‑     ‑‑‑‑‑‑‑‑‑‑                                   ‑‑‑‑‑‑‑‑‑
64        Path Trace Reply                             RFC 7455
65        Path Trace Message                           RFC 7455
66        Multi‑destination Tree Verification Reply    RFC 7455
67        Multi‑destination Tree Verification Message  RFC 7455



   Eleven TLV Types have been assigned from the "CFM OAM IETF TLV Types"
   sub-registry as follows:



Value     Assignment                            Reference
‑‑‑‑‑     ‑‑‑‑‑‑‑‑‑‑                            ‑‑‑‑‑‑‑‑‑
64        TRILL OAM Application Identifier TLV  RFC 7455
65        Out‑of‑Band Reply Address TLV         RFC 7455
66        Diagnostic Label TLV                  RFC 7455
67        Original Data Payload TLV             RFC 7455
68        RBridge Scope TLV                     RFC 7455
69        Previous RBridge Nickname TLV         RFC 7455
70        Next‑Hop RBridge List TLV             RFC 7455
71        Multicast Receiver Port Count TLV     RFC 7455
72        Flow Identifier TLV                   RFC 7455
73        Reflector Entropy TLV                 RFC 7455
74        Authentication TLV                    RFC 7455




15.3. MAC Addresses

   IANA has assigned a unicast and a multicast MAC address under the
   IANA Organizationally Unique Identifier (OUI) for identification of
   OAM packets as discussed for the backwards-compatibility method
   (Appendix A.2) and based on the request template in Appendix C.  The
   assigned addresses are 00-00-5E-90-01-00 (unicast) and
   01-00-5E-90-01-00 (multicast).




15.4. Return Codes and Sub-codes

   IANA has created the "TRILL OAM Return Codes" registry within the
   "Transparent Interconnection of Lots of Links (TRILL) Parameters"
   registry and a separate sub-code sub-registry for each Return Code as
   shown below:



   Registry: TRILL OAM Return Codes



   Registration Procedure: Standards Action



Return Code    Assignment        References
‑‑‑‑‑‑‑‑‑‑‑    ‑‑‑‑‑‑‑‑‑‑        ‑‑‑‑‑‑‑‑‑‑
   0           Request message   RFC 7455
   1           Reply message     RFC 7455
   2‑255       Unassigned        RFC 7455



   Sub-Registry: Sub-codes for TRILL OAM Return Code 0



   Registration Procedure: Standards Action



Sub‑code      Assignment        References
‑‑‑‑‑‑‑‑      ‑‑‑‑‑‑‑‑‑‑        ‑‑‑‑‑‑‑‑‑‑
   0          Valid request     RFC 7455
   1‑255      Unassigned        RFC 7455



   Sub-Registry: Sub-codes for TRILL OAM Return Code 1



   Registration Procedure: Standards Action



Sub‑code      Assignment              References
‑‑‑‑‑‑‑‑      ‑‑‑‑‑‑‑‑‑‑              ‑‑‑‑‑‑‑‑‑‑
   0          Valid response          RFC 7455
   1          Fragment limit exceeded RFC 7455
   2          Intermediate RBridge    RFC 7455
   3‑255      Unassigned              RFC 7455




15.5. TRILL Nickname Address Family

   IANA has allocated 16396 as the Address Family Number for TRILL
   nickname.
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Appendix A. Backwards Compatibility

   The methodology presented in this document is in-line with the
   framework defined in [8021Q] for providing fault management coverage.
   However, in practice, some TRILL platforms may not have the
   capabilities to support some of the required techniques.  In this
   appendix, we present a method that allows RBridges, which do not have
   the required hardware capabilities, to participate in the TRILL OAM
   solution.



   There are two broad areas to be considered: 1) the Maintenance Point
   (MEP/MIP) Model and 2) data-plane encoding and frame identification.




A.1. Maintenance Point (MEP/MIP) Model

   For backwards compatibility, MEPs and MIPs are located in the CPU.
   This will be referred to as the "central brain" model as opposed to
   "port brain" model.



   In the "central brain" model, an RBridge using either Access Control
   Lists (ACLs) or some other method forwards qualifying OAM messages to
   the CPU.  The CPU then performs the required processing and
   multiplexing to the correct MP (Maintenance Point).



   Additionally, RBridges MUST have the capability to prevent the
   leaking of OAM packets, as specified in [RFC6905].




A.2. Data-Plane Encoding and Frame Identification

   The backwards-compatibility method presented in this section defines
   methods to identify OAM frames when implementations do not have
   capabilities to utilize the TRILL OAM Alert flag presented earlier in
   this document to identify OAM frames in the hardware.



   It is assumed that ECMP path selection of non-IP flows utilizes MAC
   DA, MAC SA, and VLAN; IP flows utilize IP DA, IP SA, TCP/UDP port
   numbers, and other Layer 3 and Layer 4 information.  The well-known
   fields to identify OAM flows are chosen such that they mimic the ECMP
   selection of the actual data along the path.  However, it is
   important to note that there may be implementations that would
   utilize these well-known fields for ECMP selections.  Hence,
   implementations that support OAM SHOULD move to utilizing the TRILL
   Alert flag, as soon as possible, and methods presented here SHOULD be
   used only as an interim solution.



   Identification methods are divided in to four broader groups:



   1.  Identification of Unicast non-IP OAM Flows,



   2.  Identification of Multicast non-IP OAM Flows,



   3.  Identification of Unicast IP OAM Flows, and



   4.  Identification of Multicast IP OAM Flows.



   As presented in Figure 24, based on the flow type (as defined above),
   implementations are required to use a well-known value in either the
   Inner.MacSA field or OAM Ethertype field to identify OAM flows.



   A receiving RBridge identifies OAM flows based on the presence of the
   well-known values in the specified fields.  Additionally, for unicast
   flows, the egress RBridge nickname of the packet MUST match that of
   the local RBridge, or for multicast flows, the TRILL Header multicast
   ("M") flag MUST be set.



   Unicast OAM flows that qualify for local processing MUST be
   redirected to the OAM process and MUST NOT be forwarded (to prevent
   leaking of the packet out of the TRILL campus).



   A copy of multicast OAM flows that qualify for local processing MUST
   be sent to the OAM process, and the packets MUST be forwarded along
   the normal path.  Additionally, methods MUST be in place to prevent
   multicast packets from leaking out of the TRILL campus.



   Figure 24 summarizes the identification of different OAM frames from
   data frames.



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|Flow Entropy   |Inner.MacSA  |OAM Ethertype  |Egress   |
|               |             |               |nickname |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|Unicast no IP  | N/A         |Match          |Match    |
|               |             |               |         |
|Multicast no IP| N/A         |Match          |N/A      |
|               |             |               |         |
|Unicast IP     | Match       |N/A            |Match    |
|               |             |               |         |
|Multicast IP   | Match       |N/A            |N/A      |
|               |             |               |         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



       Figure 24: Identification of TRILL OAM Frames



   The unicast and multicast Inner.MacSAs used for the unicast and
   multicast IP cases, respectively, are 00-00-5E-90-01-00 and
   01-00-5E-90-01-00.  These have been assigned per the request in
   Appendix C.



   It is important to note that all RBridges MUST generate OAM flows
   with the "A" flag set and CFM Ethertype "0x8902" at the Flow Entropy
   off-set.  However, well-known values MUST be utilized as part of the
   flow-entropy when generating OAM messages destined for older RBridges
   that are compliant to the backwards-compatibility method defined in
   this appendix.




Appendix B. Base Mode for TRILL OAM

   CFM, as defined in [8021Q], requires configuration of several
   parameters before the protocol can be used.  These parameters include
   MAID, Maintenance Domain Level (MD-Level), and MEP-IDs.  The Base
   Mode for TRILL OAM defined here facilitates ease of use and provides
   out-of-the-box plug-and-play capabilities, supporting the operational
   and manageability considerations described in Section 6 of [RFC7174].



   All RBridges that support TRILL OAM MUST support the Base Mode
   operation.



   All RBridges MUST create a default MA with MAID as specified herein.



   MAID [8021Q] has a flexible format and includes two parts:
   Maintenance Domain Name and Short MA Name.  In the Base Mode
   operation, the value of the Maintenance Domain Name must be the
   character string "TrillBaseMode" (excluding the quotes).  In the Base
   Mode operation, the Short MA Name format is set to a 2-octet integer
   format (value 3 in Short MA Format field) and Short MA Name set to
   65532 (0xFFFC).



   The default MA belongs to MD-Level 3.



   In the Base Mode of operation, each RBridge creates a single UP MEP
   associated with a virtual OAM port with no physical layer (NULL PHY).
   The MEP-ID associated with this MEP is the 2-octet RBridge nickname.



   By default, all RBridges operating in Base Mode for TRILL OAM are
   able to initiate LBM, PTM, and other OAM tools with no configuration.



   Implementations MAY provide default flow-entropy to be included in
   OAM messages.  Content of the default flow-entropy is outside the
   scope of this document.



   Figure 25 depicts encoding of MAID within CCM messages.



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|Field Name     |Size     |
|               |         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|Maintenance    | 1       |
|Domain Format  |         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|Maintenance    | 2       |
|Domain Length  |         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|Maintenance    | variable|
|Domain Name    |         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|Short MA       | 1       |
|Name   Format  |         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|Short MA       | 2       |
|Name  Length   |         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|Short MA       | variable|
|Name           |         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|Padding        | Variable|
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



      Figure 25: MAID Structure as Defined in [8021Q]



   Maintenance Domain Name Format: set to value 4



   Maintenance Domain Name Length: set to value 13



   Maintenance Domain Name: set to TrillBaseMode



   Short MA Name Format: set to value 3



   Short MA Name Length: set to value 2



   Short MA Name: set to FFFC



   Padding: set of zero up to 48 octets of total length of the MAID



   Please refer to [8021Q] for details.




Appendix C. MAC Addresses Request

   Applicant Name: IETF TRILL Working Group



Applicant Email:  tsenevir@cisco.com



   Applicant Telephone: +1-408-853-2291



   Use Name: TRILL OAM



   Document: RFC 7455



   Specify whether this is an application for EUI-48 or EUI-64
   identifiers: EUI-48



   Size of Block requested: 1



   Specify multicast, unicast, or both: Both
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1. Introduction

   TRILL [TRILL] is a protocol for transparent least-cost routing, where
   Routing Bridges (RBridges) route traffic to their destination based
   on least cost, using a TRILL encapsulation header with a hop count.



   Operations, Administration, and Maintenance [OAM] is a set of tools
   for detecting, isolating, and reporting connection failures and
   performance degradation.  Performance Monitoring (PM) is a key aspect
   of OAM.  PM allows network operators to detect and debug network
   anomalies and incorrect behavior.  PM consists of two main building
   blocks: Loss Measurement and Delay Measurement.  PM may also include
   other derived metrics such as Packet Delivery Rate, and Inter-Frame
   Delay Variation.



   The requirements of OAM in TRILL networks are defined in [OAM-REQ],
   and the TRILL OAM framework is described in [OAM-FRAMEWK].  These two
   documents also highlight the main requirements in terms of
   Performance Monitoring.



   This document defines protocols for Loss Measurement and for Delay
   Measurement in TRILL networks.  These protocols are based on the
   Performance Monitoring functionality defined in ITU-T G.8013/Y.1731
   [Y.1731-2013].



   o  Loss Measurement: the Loss Measurement protocol measures packet
      loss between two RBridges.  The measurement is performed by
      sending a set of synthetic packets and counting the number of
      packets transmitted and received during the test.  The frame loss
      is calculated by comparing the numbers of transmitted and received
      packets.  This provides a statistical estimate of the packet loss
      between the involved RBridges, with a margin of error that can be
      controlled by varying the number of transmitted synthetic packets.
      This document does not define procedures for packet loss
      computation based on counting user data for the reasons given in
      Section 5.1 of [OAM-FRAMEWK].



   o  Delay Measurement: the Delay Measurement protocol measures the
      packet delay and packet delay variation between two RBridges.  The
      measurement is performed using timestamped OAM messages.




2. Conventions Used in this Document


2.1. Key Words

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [KEYWORDS].



   The requirement level of PM in [OAM-REQ] is 'SHOULD'.  Nevertheless,
   this memo uses the entire range of requirement levels, including
   'MUST'; the requirements in this memo are to be read as 'A MEP
   (Maintenance End Point) that implements TRILL PM
   MUST/SHOULD/MAY/...'.




2.2. Definitions

   o  One-way packet delay (based on [IPPM-1DM]) - the time elapsed from
      the start of transmission of the first bit of a packet by an
      RBridge until the reception of the last bit of the packet by the
      remote RBridge.



   o  Two-way packet delay (based on [IPPM-2DM]) - the time elapsed from
      the start of transmission of the first bit of a packet from the
      local RBridge, receipt of the packet at the remote RBridge, the
      transmission of a response packet from the remote RBridge back to
      the local RBridge, and receipt of the last bit of that response
      packet by the local RBridge.



o  Packet loss (based on [IPPM‑Loss] ‑  the number of packets sent by
   a source RBridge and not received by the destination RBridge.  In
   the context of this document, packet loss is measured at a
   specific probe instance and a specific observation period.  As in



      [Y.1731-2013], this document distinguishes between near-end and
      far-end packet loss.  Note that this semantic distinction
      specifies the direction of packet loss but does not affect the
      nature of the packet loss metric, which is defined in [IPPM-Loss].



   o  Far-end packet loss - the number of packets lost on the path from
      the local RBridge to the remote RBridge in a specific probe
      instance and a specific observation period.



   o  Near-end packet loss - the number of packets lost on the path from
      the remote RBridge to the local RBridge in a specific probe
      instance and a specific observation period.




2.3. Abbreviations

1DM      One‑way Delay Measurement

1SL      One‑way Synthetic Loss Measurement

DMM      Delay Measurement Message

DMR      Delay Measurement Reply

DoS      Denial of Service

FGL      Fine‑Grained Label [FGL]

MD       Maintenance Domain

MD‑L     Maintenance Domain Level

MEP      Maintenance End Point

MIP      Maintenance Intermediate Point

MP       Maintenance Point

OAM      Operations, Administration, and Maintenance [OAM]

PM       Performance Monitoring

SLM      Synthetic Loss Measurement Message

SLR      Synthetic Loss Measurement Reply

TLV      Type‑Length‑Value

TRILL    Transparent Interconnection of Lots of Links [TRILL]




3. Loss and Delay Measurement in the TRILL Architecture

   As described in [OAM-FRAMEWK], OAM protocols in a TRILL campus
   operate over two types of Maintenance Points (MPs): Maintenance End
   Points (MEPs) and Maintenance Intermediate Points (MIPs).



+‑‑‑‑‑‑‑+     +‑‑‑‑‑‑‑+     +‑‑‑‑‑‑‑+
|       |     |       |     |       |
|  RB1  |<===>|  RB3  |<===>|  RB2  |
|       |     |       |     |       |
+‑‑‑‑‑‑‑+     +‑‑‑‑‑‑‑+     +‑‑‑‑‑‑‑+
   MEP           MIP           MEP



            Figure 1: Maintenance Points in a TRILL Campus



   Performance Monitoring (PM) allows a MEP to perform Loss and Delay
   Measurements on any other MEP in the campus.  Performance Monitoring
   is performed in the context of a specific Maintenance Domain (MD).



   The PM functionality defined in this document is not applicable to
   MIPs.




3.1. Performance Monitoring Granularity

   As defined in [OAM-FRAMEWK], PM can be applied at three levels of
   granularity: Network, Service, and Flow.



   o  Network-level PM: the PM protocol is run over a dedicated test
      VLAN or FGL [FGL].



   o  Service-level PM: the PM protocol is used to perform measurements
      of actual user VLANs or FGLs.



   o  Flow-level PM: the PM protocol is used to perform measurements on
      a per-flow basis.  A flow, as defined in [OAM-REQ], is a set of
      packets that share the same path and per-hop behavior (such as
      priority).  As defined in [OAM-FRAMEWK], flow-based monitoring
      uses a Flow Entropy field that resides at the beginning of the OAM
      packet header (see Section 6.1) and mimics the forwarding behavior
      of the monitored flow.




3.2. One-Way vs. Two-Way Performance Monitoring

   Paths in a TRILL network are not necessarily symmetric, that is, a
   packet sent from RB1 to RB2 does not necessarily traverse the same
   set of RBridges or links as a packet sent from RB2 to RB1.  Even
   within a given flow, packets from RB1 to RB2 do not necessarily
   traverse the same path as packets from RB2 to RB1.




3.2.1. One-Way Performance Monitoring

   In one-way PM, RB1 sends PM messages to RB2, allowing RB2 to monitor
   the performance on the path from RB1 to RB2.



   A MEP that implements TRILL PM SHOULD support one-way Performance
   Monitoring.  A MEP that implements TRILL PM SHOULD support both the
   PM functionality of the sender, RB1, and the PM functionality of the
   receiver, RB2.



   One-way PM can be applied either proactively or on-demand, although
   the more typical scenario is the proactive mode, where RB1 and RB2
   periodically transmit PM messages to each other, allowing each of
   them to monitor the performance on the incoming path from the peer
   MEP.




3.2.2. Two-Way Performance Monitoring

   In two-way PM, a sender, RB1, sends PM messages to a reflector, RB2,
   and RB2 responds to these messages, allowing RB1 to monitor the
   performance of:



   o  The path from RB1 to RB2.



   o  The path from RB2 to RB1.



   o  The two-way path from RB1 to RB2, and back to RB1.



Note that in some cases it may be interesting for RB1 to monitor only
the path from RB1 to RB2.  Two‑way PM allows the sender, RB1, to
monitor the path from RB1 to RB2, as opposed to one‑way PM
(Section 3.2.1), which allows the receiver, RB2, to monitor this
path.



   A MEP that implements TRILL PM MUST support two-way PM.  A MEP that
   implements TRILL PM MUST support both the sender and the reflector PM
   functionality.



   As described in Section 3.1, flow-based PM uses the Flow Entropy
   field as one of the parameters that identify a flow.  In two-way PM,
   the Flow Entropy of the path from RB1 to RB2 is typically different
   from the Flow Entropy of the path from RB2 to RB1.  This document
   uses the Reflector Entropy TLV [TRILL-FM], which allows the sender to
   specify the Flow Entropy value to be used in the response message.



   Two-way PM can be applied either proactively or on-demand.




3.3. Point-to-Point vs. Point-to-Multipoint PM

   PM can be applied either as a point-to-point measurement protocol, or
   as a point-to-multi-point measurement protocol.



   The point-to-point approach measures the performance between two
   RBridges using unicast PM messages.



   In the point-to-multipoint approach, an RBridge RB1 sends PM messages
   to multiple RBridges using multicast messages.  The reflectors (in
   two-way PM) respond to RB1 using unicast messages.  To protect
   against reply storms, the reflectors MUST send the response messages
   after a random delay in the range of 0 to 2 seconds.  This ensures
   that the responses are staggered in time and that the initiating
   RBridge is not overwhelmed with responses.  Moreover, an RBridge
   Scope TLV [TRILL-FM] can be used to limit the set of RBridges from
   which a response is expected, thus reducing the impact of potential
   response bursts.




4. Loss Measurement

   The Loss Measurement protocol has two modes of operation: one-way
   Loss Measurement and two-way Loss Measurement.



   Note: The terms 'one-way' and 'two-way' Loss Measurement should not
   be confused with the terms 'single-ended' and 'dual-ended' Loss
   Measurement used in [Y.1731-2013].  As defined in Section 3.2, the
   terms 'one-way' and 'two-way' specify whether the protocol monitors
   performance on one direction or on both directions.  The terms
   'single-ended' and 'dual-ended', on the other hand, describe whether
   the protocol is asymmetric or symmetric, respectively.




4.1. One-Way Loss Measurement

   One-way Loss Measurement measures the one-way packet loss from one
   MEP to another.  The loss ratio is measured using a set of One-way
   Synthetic Loss Measurement (1SL) messages.  The packet format of the
   1SL message is specified in Section 6.2.2.  Figure 2 illustrates a
   one-way Loss Measurement message exchange.



              TXp              TXc
Sender    ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
                \                \
                 \ 1SL   . . .    \ 1SL
                  \                \
                  \/               \/
Receiver  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
                  RXp              RXc



                     Figure 2: One-Way Loss Measurement



   The one-way Loss Measurement procedure uses a set of 1SL messages to
   measure the packet loss.  The figure shows two non-consecutive
   messages from the set.



   The sender maintains a counter of transmitted 1SL messages, and
   includes the value of this counter, TX, in each 1SL message it
   transmits.  The receiver maintains a counter of received 1SL
   messages, RX, and can calculate the loss by comparing its counter
   values to the counter values received in the 1SL messages.



   In Figure 2, the subscript 'c' is an abbreviation for current, and
   'p' is an abbreviation for previous.




4.1.1. 1SL Message Transmission

   One-way Loss Measurement can be applied either proactively or on-
   demand, although as mentioned in Section 3.2.1, it is more likely to
   be applied proactively.



   The term 'on-demand' in the context of one-way Loss Measurement
   implies that the sender transmits a fixed set of 1SL messages,
   allowing the receiver to perform the measurement based on this set.



   A MEP that supports one-way Loss Measurement MUST support unicast
   transmission of 1SL messages.



   A MEP that supports one-way Loss Measurement MAY support multicast
   transmission of 1SL messages.



   The sender MUST maintain a packet counter for each peer MEP and probe
   instance (test ID).  Every time the sender transmits a 1SL packet, it
   increments the corresponding counter and then integrates the value of
   the counter into the Counter TX field of the 1SL packet.



   The 1SL message MAY be sent with a variable-size Data TLV, allowing
   Loss Measurement for various packet sizes.




4.1.2. 1SL Message Reception

   The receiver MUST maintain a reception counter for each peer MEP and
   probe instance (test ID).  Upon receiving a 1SL packet, the receiver
   MUST verify that:



   o  The 1SL packet is destined to the current MEP.



   o  The packet's MD level matches the MEP's MD level.



   If both conditions are satisfied, the receiver increments the
   corresponding reception counter and records the new value of the
   counter, RX1.



   A MEP that supports one-way Loss Measurement MUST support reception
   of both unicast and multicast 1SL messages.



   The receiver computes the one-way packet loss with respect to a probe
   instance measurement interval.  A probe instance measurement interval
   includes a sequence of 1SL messages with the same test ID.  The one-
   way packet loss is computed by comparing the counter values TXp and
   RXp at the beginning of the measurement interval and the counter
   values TXc and RXc at the end of the measurement interval (see
   Figure 2):



            one-way packet loss = (TXc-TXp) - (RXc-RXp)     (1)



   The calculation in Equation (1) is based on counter value
   differences, implying that the sender's counter, TX, and the
   receiver's counter, RX, are not required to be synchronized with
   respect to a common initial value.



   It is noted that if the sender or receiver resets one of the
   counters, TX or RX, the calculation in Equation (1) produces a false
   measurement result.  Hence, the sender and receiver SHOULD NOT clear
   the TX and RX counters during a measurement interval.



   When the receiver calculates the packet loss per Equation (1), it
   MUST perform a wraparound check.  If the receiver detects that one of
   the counters has wrapped around, the receiver adjusts the result of
   Equation (1) accordingly.



   A 1SL receiver MUST support reception of 1SL messages with a Data
   TLV.



   Since synthetic one-way Loss Measurement is performed using 1SL
   messages, obviously, some 1SL messages may be dropped during a
   measurement interval.  Thus, when the receiver does not receive a
   1SL, the receiver cannot perform the calculations in Equation (1) for
   that specific 1SL message.




4.2. Two-Way Loss Measurement

   Two-way Loss Measurement allows a MEP to measure the packet loss on
   the paths to and from a peer MEP.  Two-way Loss Measurement uses a
   set of Synthetic Loss Measurement Messages (SLMs) to compute the
   packet loss.  Each SLM is answered with a Synthetic Loss Measurement
   Reply (SLR).  The packet formats of the SLM and SLR packets are
   specified in Sections 6.2.3 and 6.2.4, respectively.  Figure 3
   illustrates a two-way Loss Measurement message exchange.



              TXp       RXp             TXc       RXc
Sender     ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
                \       /\                \       /\
                 \      /      . . .       \      /
              SLM \    / SLR            SLM \    / SLR
                  \/  /                     \/  /
Reflector  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
                   TRXp                      TRXc



                     Figure 3: Two-Way Loss Measurement



   The two-way Loss Measurement procedure uses a set of SLM-SLR
   handshakes.  The figure shows two non-consecutive handshakes from the
   set.



   The sender maintains a counter of transmitted SLM messages and
   includes the value of this counter, TX, in each transmitted SLM
   message.  The reflector maintains a counter of received SLM messages,
   TRX.  The reflector generates an SLR and incorporates TRX into the
   SLR packet.  The sender maintains a counter of received SLR messages,
   RX.  Upon receiving an SLR message, the sender can calculate the loss
   by comparing the local counter values to the counter values received
   in the SLR messages.



   The subscript 'c' is an abbreviation for current, and 'p' is an
   abbreviation for previous.




4.2.1. SLM Message Transmission

   Two-way Loss Measurement can be applied either proactively or on-
   demand.



   A MEP that supports two-way Loss Measurement MUST support unicast
   transmission of SLM messages.



   A MEP that supports two-way Loss Measurement MAY support multicast
   transmission of SLM messages.



   The sender MUST maintain a counter of transmitted SLM packets for
   each peer MEP and probe instance (test ID).  Every time the sender
   transmits an SLM packet, it increments the corresponding counter and
   then integrates the value of the counter into the Counter TX field of
   the SLM packet.



   A sender MAY include a Reflector Entropy TLV in an SLM message.  The
   Reflector Entropy TLV format is specified in [TRILL-FM].



   An SLM message MAY be sent with a Data TLV, allowing Loss Measurement
   for various packet sizes.




4.2.2. SLM Message Reception

   The reflector MUST maintain a reception counter, TRX, for each peer
   MEP and probe instance (test ID).



   Upon receiving an SLM packet, the reflector MUST verify that:



   o  The SLM packet is destined to the current MEP.



   o  The packet's MD level matches the MEP's MD level.



   If both conditions are satisfied, the reflector increments the
   corresponding packet counter and records the value of the new
   counter, TRX.  The reflector then generates an SLR message that is
   identical to the received SLM, except for the following
   modifications:



   o  The reflector incorporates TRX into the Counter TRX field of the
      SLR.



   o  The OpCode field in the OAM header is set to the SLR OpCode.



   o  The reflector assigns its MEP ID in the Reflector MEP ID field.



   o  If the received SLM includes a Reflector Entropy TLV [TRILL-FM],
      the reflector copies the value of the Flow Entropy from the TLV
      into the Flow Entropy field of the SLR message.  The outgoing SLR
      message does not include a Reflector Entropy TLV.



   o  The TRILL Header and transport header are modified to reflect the
      source and destination of the SLR packet.  The SLR is always a
      unicast message.



   A MEP that supports two-way Loss Measurement MUST support reception
   of both unicast and multicast SLM messages.



   A reflector MUST support reception of SLM packets with a Data TLV.
   When receiving an SLM with a Data TLV, the reflector includes the
   unmodified TLV in the SLR.




4.2.3. SLR Message Reception

   The sender MUST maintain a reception counter, RX, for each peer MEP
   and probe instance (test ID).



   Upon receiving an SLR message, the sender MUST verify that:



   o  The SLR packet is destined to the current MEP.



   o  The Sender MEP ID field in the SLR packet matches the current MEP.



   o  The packet's MD level matches the MEP's MD level.



   If the conditions above are met, the sender increments the
   corresponding reception counter, and records the new value, RX.



   The sender computes the packet loss with respect to a probe instance
   measurement interval.  A probe instance measurement interval includes
   a sequence of SLM messages and their corresponding SLR messages, all
   with the same test ID.  The packet loss is computed by comparing the
   counters at the beginning of the measurement interval, denoted with a
   subscript 'p', and the counters at the end of the measurement
   interval, denoted with a subscript 'c' (as illustrated in Figure 3).



            far-end packet loss = (TXc-TXp) - (TRXc-TRXp)     (2)



            near-end packet loss = (TRXc-TRXp) - (RXc-RXp)     (3)



   Note: The total two-way packet loss is the sum of the far-end and
   near-end packet losses, that is (TXc-TXp) - (RXc-RXp).



   The calculations in the two equations above are based on counter
   value differences, implying that the sender's counters, TX and RX,
   and the reflector's counter, TRX, are not required to be synchronized
   with respect to a common initial value.



   It is noted that if the sender or reflector resets one of the
   counters, TX, TRX, or RX, the calculation in Equations (2) and (3)
   produces a false measurement result.  Hence, the sender and reflector
   SHOULD NOT clear the TX, TRX, and RX counters during a measurement
   interval.



   When the sender calculates the packet loss per Equations (2) and (3),
   it MUST perform a wraparound check.  If the reflector detects that
   one of the counters has wrapped around, the reflector adjusts the
   result of Equations (2) and (3) accordingly.



   Since synthetic two-way Loss Measurement is performed using SLM and
   SLR messages, obviously, some SLM and SLR messages may be dropped
   during a measurement interval.  When an SLM or an SLR is dropped, the
   corresponding two-way handshake (Figure 3) is not completed
   successfully; thus, the reflector does not perform the calculations
   in Equations (2) and (3) for that specific message exchange.



   A sender MAY choose to monitor only the far-end packet loss, that is,
   perform the computation in Equation (2), and ignore the computation
   in Equation (3).  Note that, in this case, the sender can run flow-
   based PM of the path to the peer MEP without using the Reflector
   Entropy TLV.




5. Delay Measurement

   The Delay Measurement protocol has two modes of operation: one-way
   Delay Measurement and two-way Delay Measurement.




5.1. One-Way Delay Measurement

   One-way Delay Measurement is used for computing the one-way packet
   delay from one MEP to another.  The packet format used in one-way
   Delay Measurement is referred to as 1DM and is specified in Section
   6.3.2.  The one-way Delay Measurement message exchange is illustrated
   in Figure 4.



               T1
Sender    ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑         ‑‑‑‑> time
                \
                 \ 1DM
                  \
                  \/
Receiver  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
                  T2



              Figure 4: One-Way Delay Measurement



   The sender transmits a 1DM message incorporating its time of
   transmission, T1.  The receiver then receives the message at time T2,
   and calculates the one-way delay as:



one‑way delay = T2‑T1       (4)



   Equation (4) implies that T2 and T1 are measured with respect to a
   common reference time.  Hence, two MEPs running a one-way Delay
   Measurement protocol MUST be time-synchronized.  The method used for
   synchronizing the clocks associated with the two MEPs is outside the
   scope of this document.




5.1.1. 1DM Message Transmission

   1DM packets can be transmitted proactively or on-demand, although, as
   mentioned in Section 3.2.1, they are typically transmitted
   proactively.



   A MEP that supports one-way Delay Measurement MUST support unicast
   transmission of 1DM messages.



   A MEP that supports one-way Delay Measurement MAY support multicast
   transmission of 1DM messages.



   A 1DM message MAY be sent with a variable size Data TLV, allowing
   packet Delay Measurement for various packet sizes.



   The sender incorporates the 1DM packet's time of transmission into
   the Timestamp T1 field.




5.1.2. 1DM Message Reception

   Upon receiving a 1DM packet, the receiver records its time of
   reception, T2.  The receiver MUST verify two conditions:



   o  The 1DM packet is destined to the current MEP.



   o  The packet's MD level matches the MEP's MD level.



   If both conditions are satisfied, the receiver terminates the packet
   and calculates the one-way delay as specified in Equation (4).



   A MEP that supports one-way Delay Measurement MUST support reception
   of both unicast and multicast 1DM messages.



   A 1DM receiver MUST support reception of 1DM messages with a Data
   TLV.



   When one-way Delay Measurement packets are received periodically, the
   receiver MAY compute the packet delay variation based on multiple
   measurements.  Note that packet delay variation can be computed even
   when the two peer MEPs are not time-synchronized.




5.2. Two-Way Delay Measurement

   Two-way Delay Measurement uses a two-way handshake for computing the
   two-way packet delay between two MEPs.  The handshake includes two
   packets: a Delay Measurement Message (DMM) and a Delay Measurement
   Reply (DMR).  The DMM and DMR packet formats are specified in
   Sections 6.3.3 and 6.3.4, respectively.



   The two-way Delay Measurement message exchange is illustrated in
   Figure 5.



               T1          T4
Sender     ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑       ‑‑‑‑> time
                \          /\
                 \         /
              DMM \       / DMR
                  \/     /
Reflector  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
                  T2    T3



               Figure 5: Two-Way Delay Measurement



   The sender generates a DMM message incorporating its time of
   transmission, T1.  The reflector receives the DMM message and records
   its time of reception, T2.  The reflector then generates a DMR
   message, incorporating T1, T2, and the DMR's transmission time, T3.
   The sender receives the DMR message at T4, and using the four
   timestamps, it calculates the two-way packet delay.




5.2.1. DMM Message Transmission

   DMM packets can be transmitted periodically or on-demand.



   A MEP that supports two-way Delay Measurement MUST support unicast
   transmission of DMM messages.



   A MEP that supports two-way Delay Measurement MAY support multicast
   transmission of DMM messages.



   A sender MAY include a Reflector Entropy TLV in a DMM message.  The
   Reflector Entropy TLV format is specified in [TRILL-FM].



   A DMM MAY be sent with a variable size Data TLV, allowing packet
   Delay Measurement for various packet sizes.



   The sender incorporates the DMM packet's time of transmission into
   the Timestamp T1 field.




5.2.2. DMM Message Reception

   Upon receiving a DMM packet, the reflector records its time of
   reception, T2.  The reflector MUST verify two conditions:



   o  The DMM packet is destined to the current MEP.



   o  The packet's MD level matches the MEP's MD level.



   If both conditions are satisfied, the reflector terminates the packet
   and generates a DMR packet.  The DMR is identical to the received
   DMM, except for the following modifications:



   o  The reflector incorporates T2 into the Timestamp T2 field of the
      DMR.



   o  The reflector incorporates the DMR's transmission time, T3, into
      the Timestamp T3 field of the DMR.



   o  The OpCode field in the OAM header is set to the DMR OpCode.



   o  If the received DMM includes a Reflector Entropy TLV [TRILL-FM],
      the reflector copies the value of the Flow Entropy from the TLV
      into the Flow Entropy field of the DMR message.  The outgoing DMR
      message does not include a Reflector Entropy TLV.



   o  The TRILL Header and transport header are modified to reflect the
      source and destination of the DMR packet.  The DMR is always a
      unicast message.



   A MEP that supports two-way Delay Measurement MUST support reception
   of both unicast and multicast DMM messages.



   A reflector MUST support reception of DMM packets with a Data TLV.
   When receiving a DMM with a Data TLV, the reflector includes the
   unmodified TLV in the DMR.




5.2.3. DMR Message Reception

   Upon receiving the DMR message, the sender records its time of
   reception, T4.  The sender MUST verify:



   o  The DMR packet is destined to the current MEP.



   o  The packet's MD level matches the MEP's MD level.



   If both conditions above are met, the sender uses the four timestamps
   to compute the two-way delay:



two‑way delay = (T4‑T1) ‑ (T3‑T2)       (5)



   Note that two-way delay can be computed even when the two peer MEPs
   are not time-synchronized.  One-way Delay Measurement, on the other
   hand, requires the two MEPs to be synchronized.



   Two MEPs running a two-way Delay Measurement protocol MAY be time-
   synchronized.  If two-way Delay Measurement is run between two time-
   synchronized MEPs, the sender MAY compute the one-way delays as
   follows:



one‑way delay {sender‑>reflector} = T2 ‑ T1       (6)

one‑way delay {reflector‑>sender} = T4 ‑ T3       (7)



   When two-way Delay Measurement is run periodically, the sender MAY
   also compute the delay variation based on multiple measurements.



   A sender MAY choose to monitor only the sender->reflector delay, that
   is, perform the computation in Equation (6) and ignore the
   computations in Equations (5) and (7).  Note that in this case, the
   sender can run flow-based PM of the path to the peer MEP without
   using the Reflector Entropy TLV.




6. Packet Formats


6.1. TRILL OAM Encapsulation

   The TRILL OAM packet format is generally discussed in [OAM-FRAMEWK]
   and specified in detail in [TRILL-FM].  It is quoted in this document
   for convenience.



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                               |
.    Link  Header               . (variable)
|                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                               |
+    TRILL Header               + 6 or more bytes
|                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                               |
.   Flow Entropy                . 96 bytes
.                               .
|                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   OAM Ethertype               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                               |
.   OAM Message Channel         . Variable
.                               .
|                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|     Link Trailer              | Variable
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



       Figure 6: TRILL OAM Encapsulation



   The OAM Message Channel used in this document is defined in
   [TRILL-FM] and has the following structure:



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|MD‑L | Version | OpCode        |     Flags     |FirstTLVOffset |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
.         OpCode‑specific fields                                .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
.         TLVs                                                  .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                        Figure 7: OAM Packet Format



   The first four octets of the OAM Message Channel are common to all
   OpCodes, whereas the rest is OpCode-specific.  Below is a brief
   summary of the fields in the first 4 octets:



   o  MD-L: Maintenance Domain Level.



   o  Version: indicates the version of this protocol.  Always zero in
      the context of this document.



   o  OpCode: Operation Code (8 bits).  Specifies the operation
      performed by the message.  Specific packet formats are presented
      in Sections 6.2 and 6.3 of this document.  A list of the PM
      message OpCodes is provided in Section 6.4.



   o  Flags: The definition of flags is OpCode-specific.  The value of
      this field is zero unless otherwise stated.



   o  FirstTLVOffset: defines the location of the first TLV, in octets,
      starting from the end of the FirstTLVOffset field.



   o  TLVs: one or more TLV fields.  The last TLV field is always an End
      TLV.



   For further details about the OAM packet format, including the format
   of TLVs, see [TRILL-FM].




6.2. Loss Measurement Packet Formats


6.2.1. Counter Format

   Loss Measurement packets use a 32-bit packet counter field.  When a
   counter is incremented beyond its maximal value, 0xFFFFFFFF, it wraps
   around back to 0.




6.2.2. 1SL Packet Format

 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|MD‑L | Ver (0) | OpCode        |  Flags (0)    |FirstTLVOffset |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|        Sender MEP ID          |         Reserved (0)          |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                           Test ID                             |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                          Counter TX                           |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                         Reserved (0)                          |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
.         TLVs                                                  .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                        Figure 8: 1SL Packet Format



   For fields not listed below, see Section 6.1.



   o  OpCode: see Section 6.4.



   o  FirstTLVOffset: defines the location of the first TLV, in octets,
      starting from the end of the FirstTLVOffset field.  The value of
      this field MUST be 16 in 1SL packets.



   o  Sender MEP ID: the MEP ID of the MEP that initiated the 1SL.



   o  Reserved (0): set to 0 by the sender and ignored by the receiver.



   o  Test ID: a 32-bit unique test identifier.



   o  Counter TX: the value of the sender's transmission counter,
      including this packet, at the time of transmission.




6.2.3. SLM Packet Format

 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|MD‑L | Ver (0) | OpCode        |  Flags (0)    |FirstTLVOffset |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|        Sender MEP ID          | Reserved for Reflector MEP ID |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                           Test ID                             |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                          Counter TX                           |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                Reserved for SLR: Counter TRX (0)              |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
.         TLVs                                                  .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                        Figure 9: SLM Packet Format



   For fields not listed below, see Section 6.1.



   o  OpCode: see Section 6.4.



   o  FirstTLVOffset: defines the location of the first TLV, in octets,
      starting from the end of the FirstTLVOffset field.  The value of
      this field MUST be 16 in SLM packets.



   o  Sender MEP ID: the MEP ID of the MEP that initiated this packet.



   o  Reserved for Reflector MEP ID: this field is reserved for the
      reflector's MEP ID, to be added in the SLR.



   o  Test ID: a 32-bit unique test identifier.



   o  Counter TX: the value of the sender's transmission counter,
      including this packet, at the time of transmission.



   o  Reserved for SLR: this field is reserved for the SLR corresponding
      to this packet.  The reflector uses this field in the SLR for
      carrying TRX, the value of its reception counter.




6.2.4. SLR Packet Format

 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|MD‑L | Ver (0) | OpCode        |  Flags (0)    |FirstTLVOffset |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|        Sender MEP ID          |       Reflector MEP ID        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                           Test ID                             |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                          Counter TX                           |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                          Counter TRX                          |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
.         TLVs                                                  .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                        Figure 10: SLR Packet Format



   For fields not listed below, see Section 6.1.



   o  OpCode: see Section 6.4.



   o  FirstTLVOffset: defines the location of the first TLV, in octets,
      starting from the end of the FirstTLVOffset field.  The value of
      this field MUST be 16 in SLR packets.



   o  Sender MEP ID: the MEP ID of the MEP that initiated the SLM that
      this SLR replies to.



   o  Reflector MEP ID: the MEP ID of the MEP that transmits this SLR
      message.



   o  Test ID: a 32-bit unique test identifier, copied from the
      corresponding SLM message.



   o  Counter TX: the value of the sender's transmission counter at the
      time of the SLM transmission.



   o  Counter TRX: the value of the reflector's reception counter,
      including this packet, at the time of reception of the
      corresponding SLM packet.




6.3. Delay Measurement Packet Formats


6.3.1. Timestamp Format

   The timestamps used in Delay Measurement packets are 64 bits long.
   These timestamps use the 64 least significant bits of the IEEE
   1588-2008 (1588v2) Precision Time Protocol timestamp format
   [IEEE1588v2].



   This truncated format consists of a 32-bit seconds field followed by
   a 32-bit nanoseconds field.  This truncated format is also used in
   IEEE 1588v1 [IEEE1588v1], in [Y.1731-2013], and in [MPLS-LM-DM].




6.3.2. 1DM Packet Format

 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|MD‑L | Ver (1) | OpCode        | Reserved (0)|T|FirstTLVOffset |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                         Timestamp T1                          |
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|           Reserved for 1DM receiving equipment (0)            |
|                      (for Timestamp T2)                       |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
.         TLVs                                                  .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                        Figure 11: 1DM Packet Format



   For fields not listed below, see Section 6.1.



   o  OpCode: see Section 6.4.



   o  Reserved (0): Upper part of Flags field.  Set to 0 by the sender
      and ignored by the receiver.



   o  T: Type flag.  When this flag is set, it indicates proactive
      operation; when cleared, it indicates on-demand mode.



   o  FirstTLVOffset: defines the location of the first TLV, in octets,
      starting from the end of the FirstTLVOffset field.  The value of
      this field MUST be 16 in 1DM packets.



   o  Timestamp T1: specifies the time of transmission of this packet.



   o  Reserved for 1DM: this field is reserved for internal usage of the
      1DM receiver.  The receiver can use this field for carrying T2,
      the time of reception of this packet.




6.3.3. DMM Packet Format

 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|MD‑L | Ver (1) | OpCode        | Reserved (0)|T|FirstTLVOffset |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                         Timestamp T1                          |
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|           Reserved for DMM receiving equipment (0)            |
|                      (for Timestamp T2)                       |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                     Reserved for DMR (0)                      |
|                      (for Timestamp T3)                       |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|            Reserved for DMR receiving equipment               |
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
.         TLVs                                                  .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                        Figure 12: DMM Packet Format



   For fields not listed below, see Section 6.1.



   o  OpCode: see Section 6.4.



   o  Reserved (0): Upper part of Flags field.  Set to 0 by the sender
      and ignored by the receiver.



   o  T: Type flag.  When this flag is set, it indicates proactive
      operation; when cleared, it indicates on-demand mode.



   o  FirstTLVOffset: defines the location of the first TLV, in octets,
      starting from the end of the FirstTLVOffset field.  The value of
      this field MUST be 32 in DMM packets.



   o  Timestamp T1: specifies the time of transmission of this packet.



   o  Reserved for DMM: this field is reserved for internal usage of the
      MEP that receives the DMM (the reflector).  The reflector can use
      this field for carrying T2, the time of reception of this packet.



   o  Reserved for DMR: two timestamp fields are reserved for the DMR
      message.  One timestamp field is reserved for T3, the DMR
      transmission time, and the other field is reserved for internal
      usage of the MEP that receives the DMR.




6.3.4. DMR Packet Format

 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|MD‑L | Ver (1) | OpCode        | Reserved (0)|T|FirstTLVOffset |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                         Timestamp T1                          |
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                         Timestamp T2                          |
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                         Timestamp T3                          |
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|            Reserved for DMR receiving equipment               |
|                      (for Timestamp T4)                       |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
.         TLVs                                                  .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                        Figure 13: DMR Packet Format



   For fields not listed below, see Section 6.1.



   o  OpCode: see Section 6.4.



   o  Reserved (0): Upper part of Flags field.  Set to 0 by the sender
      and ignored by the receiver.



   o  T: Type flag.  When this flag is set, it indicates proactive
      operation; when cleared, it indicates on-demand mode.



   o  FirstTLVOffset: defines the location of the first TLV, in octets,
      starting from the end of the FirstTLVOffset field.  The value of
      this field MUST be 32 in DMR packets.



   o  Timestamp T1: specifies the time of transmission of the DMM packet
      that this DMR replies to.



   o  Timestamp T2: specifies the time of reception of the DMM packet
      that this DMR replies to.



   o  Timestamp T3: specifies the time of transmission of this DMR
      packet.



   o  Reserved for DMR: this field is reserved for internal usage of the
      MEP that receives the DMR (the sender).  The sender can use this
      field for carrying T4, the time of reception of this packet.




6.4. OpCode Values

   As the OAM packets specified herein conform to [Y.1731-2013], the
   same OpCodes are used:



OpCode   OAM packet
value    type
‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑

45       1DM

46       DMR

47       DMM

53       1SL

54       SLR

55       SLM



   These OpCodes are from the range of values that has been allocated by
   IEEE 802.1 [802.1Q] for control by ITU-T.




7. Performance Monitoring Process

   The Performance Monitoring process is made up of a number of
   Performance Monitoring instances, known as PM Sessions.  A PM session
   can be initiated between two MEPs on a specific flow and be defined
   as either a Loss Measurement session or Delay Measurement session.



   The Loss Measurement session can be used to determine the performance
   metrics Frame Loss Ratio, availability, and resiliency.  The Delay
   Measurement session can be used to determine the performance metrics
   Frame Delay, Inter-Frame Delay Variation, Frame Delay Range, and Mean
   Frame Delay.



   The PM session is defined by the specific PM function (PM tool) being
   run and also by the Start Time, Stop Time, Message Period,
   Measurement Interval, and Repetition Time.  These terms are defined
   as follows:



   o  Start Time - the time that the PM session begins.



   o  Stop Time - the time that the measurement ends.



   o  Message Period - the message transmission frequency (the time
      between message transmissions).



   o  Measurement Interval - the time period over which measurements are
      gathered and then summarized.  The Measurement Interval can align
      with the PM Session duration, but it doesn't need to.  PM messages
      are only transmitted during a PM Session.



   o  Repetition Time - the time between start times of the Measurement
      Intervals.



       Measurement Interval     Measurement Interval
       (Completed, Historic)    (In Process, Current)
   |                         |
   |                         |
    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0
   +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
   ^                 ^ ^                                         ^
   |                 | |                                         |
 Start Time          Message                               Stop Time
(service enabled)    Period                        (Service disabled)



         Figure 14: Relationship between Different Timing Parameters




8. Security Considerations

   The security considerations of TRILL OAM are discussed in [OAM-REQ],
   [OAM-FRAMEWK], and [TRILL-FM].  General TRILL security considerations
   are discussed in [TRILL].



   As discussed in [OAM-Over], an attack on a PM protocol can falsely
   indicate nonexistent performance issues or prevent the detection of
   actual ones, consequently resulting in DoS (Denial of Service).
   Furthermore, synthetic PM messages can be used maliciously as a means
   to implement DoS attacks on RBridges.  Another security aspect is
   network reconnaissance; by passively eavesdropping on PM messages, an
   attacker can gather information that can be used maliciously to
   attack the network.



   As in [TRILL-FM], TRILL PM OAM messages MAY include the OAM
   Authentication TLV.  It should be noted that an Authentication TLV
   requires a cryptographic algorithm, which may have performance
   implications on the RBridges that take part in the protocol; thus,
   they may, in some cases, affect the measurement results.  Based on a
   system-specific threat assessment, the benefits of the security TLV
   must be weighed against the potential measurement inaccuracy it may
   inflict, and based on this trade-off, operators should make a
   decision on whether or not to use authentication.
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1. Introduction (Changed)

   Since the TRILL base protocol [RFC6325] was published in 2011, active
   development and deployment of TRILL have revealed errors in the
   specification [RFC6325] and several areas that could use
   clarifications or updates.




   [RFC7177]
, [RFC7357], and [RFC6439bis] provide clarifications and
   updates with respect to adjacency, the TRILL ESADI (End Station
   Address Distribution Information) protocol, and Appointed Forwarders,
   respectively.  This document provides other known clarifications,
   corrections, and updates to [RFC6325], [RFC7177], and [RFC7179].
   This document obsoletes [RFC7180] (the previous TRILL
   "clarifications, corrections, and updates" document), updates
   [RFC6325], updates [RFC7177] as described in Section 9, and updates
   [RFC7179] as described in Sections 10.2 and 10.3.  The changes to
   these RFCs are summarized in Appendix C.



   Sections of this document are annotated as to whether they are "New"
   technical material, material that has been technically "Changed", or
   material that is technically "Unchanged", by the appearance of one of
   these three words in parentheses at the end of the section header.  A
   section with only editorial changes is annotated as "(Unchanged)".
   If no such notation appears, then the first notation encountered on
   going to successively higher-level section headers (those with
   shorter section numbers) applies.  Appendix C describes changes,
   summarizes material added, and lists material deleted.




1.1. Precedence (Changed)

   In the event of any conflicts between this document and [RFC6325],
   [RFC7177], or [RFC7179], this document takes precedence.



   In addition, Section 1.2 of [RFC6325] ("Normative Content and
   Precedence") is updated to provide a more complete precedence
   ordering of the sections of [RFC6325], as shown below, where sections
   to the left take precedence over sections to their right.  There are
   no known conflicts between these sections; however, Sections 1 and 2
   are less detailed and do not mention every corner case, while
   subsequent sections of [RFC6325] are more detailed.  This precedence
   is specified as a fallback in case some conflict is found in the
   future.



                       4 > 3 > 7 > 5 > 2 > 6 > 1




1.2. Changes That Are Not Backward Compatible (Unchanged)

   The change made by Section 3.4 below (unchanged from Section 3.4 of
   [RFC7180]) is not backward compatible with [RFC6325] but has
   nevertheless been adopted to reduce distribution tree changes
   resulting from topology changes.



   Several other changes herein that are fixes to errata for [RFC6325]
   -- [Err3002], [Err3003], [Err3004], [Err3052], [Err3053], and
   [Err3508] -- may not be backward compatible with previous
   implementations that conformed to errors in the specification.




1.3. Terminology and Acronyms (Changed)

   This document uses the acronyms defined in [RFC6325], some of which
   are repeated below for convenience, along with some additional
   acronyms and terms, as follows:



   BFD - Bidirectional Forwarding Detection.



   Campus - A TRILL network consisting of TRILL switches, links, and

      possibly bridges bounded by end stations and IP routers.  For
      TRILL, there is no "academic" implication in the name "campus".



   CFI - Canonical Format Indicator [802].



   CSNP - Complete Sequence Number PDU.



   DEI - Drop Eligibility Indicator [802.1Q-2014].



   FGL - Fine-Grained Labeling [RFC7172].



   FS-LSP - Flooding Scope LSP.



   OOMF - Overload Originated Multi-destination Frame.



   P2P - Point-to-point.



   PDU - Protocol Data Unit.



   PSNP - Partial Sequence Number PDU.



   RBridge - Routing Bridge, an alternative name for a TRILL switch.



   RPFC - Reverse Path Forwarding Check.



   SNPA - Subnetwork Point of Attachment (for example, Media Access

      Control (MAC) address).



   ToS - Type of Service.



   TRILL - Transparent Interconnection of Lots of Links or Tunneled

      Routing in the Link Layer.



   TRILL switch - A device implementing the TRILL protocol.  An

      alternative name for an RBridge.



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in
   [RFC2119].



   In this document, a "packet" usually refers to a TRILL Data packet or
   TRILL IS-IS packet received from or sent to a TRILL switch, while a
   "frame" usually refers to a native frame being received from or sent
   to an end station.  (The word "frame" also occurs in other contexts,
   such as the "Frame Check Sequence" that is at the end of Ethernet
   transmissions.)




2. Overloaded and/or Unreachable RBridges (Unchanged)

   In this section, the term "neighbor" refers only to actual RBridges
   and ignores pseudonodes.



   RBridges may be in overload, as indicated by the [IS-IS] overload
   flag in their LSPs (Link State PDUs).  This means that either (1)
   they are incapable of holding the entire link-state database and thus
   do not have a view of the entire topology or (2) they have been
   configured to have the overload bit set.  Although networks should be
   engineered to avoid actual link-state overload, it might occur under
   various circumstances -- for example, if a very large campus included
   one or more low-end TRILL switches.



   It is a common operational practice to set the overload bit in an
   [IS-IS] router (such as a TRILL switch) when performing maintenance
   on that router that might affect its ability to correctly forward
   packets; this will usually leave the router reachable for maintenance
   traffic, but transit traffic will not be routed through it.  (Also,
   in some cases, TRILL provides for setting the overload bit in the
   pseudonode of a link to stop TRILL Data traffic on an access link
   (see Section 4.9.1 of [RFC6325]).)



   [IS-IS] and TRILL make a reasonable effort to do what they can, even
   if some TRILL switches/routers are in overload.  They can do
   reasonably well if a few scattered nodes are in overload.  However,
   actual least-cost paths are no longer assured if any TRILL switches
   are in overload.



   For the effect of overload on the appointment of forwarders, see
   [RFC6439bis].




2.1. Reachability

   Packets are not least-cost routed through an overloaded TRILL switch,
   although they may originate or terminate at an overloaded TRILL
   switch.  In addition, packets will not be least-cost routed over
   links with cost 2**24 - 1 [RFC5305]; such links are reserved for
   traffic-engineered packets, the handling of which is beyond the scope
   of this document.



   As a result, a portion of the campus may be unreachable for
   least-cost routed TRILL Data because all paths to it would be either
   through a link with cost 2**24 - 1 or through an overloaded RBridge.
   For example, an RBridge (TRILL switch) RB1 is not reachable by TRILL
   Data if all of its neighbors are connected to RB1 by links with cost
   2**24 - 1.  Such RBridges are called "data unreachable".



   The link-state database at an RBridge -- for example, RB1 -- can also
   contain information on TRILL switches that are unreachable by IS-IS
   link-state flooding due to link or RBridge failures.  When such
   failures partition the campus, the TRILL switches adjacent to the
   failure and on the same side of the failure as RB1 will update their
   LSPs to show the lack of connectivity, and RB1 will receive those
   updates.  As a result, RB1 will be aware of the partition.  Nodes on
   the far side of the partition are both IS-IS unreachable and data
   unreachable from RB1.  However, LSPs held by RB1 for TRILL switches
   on the far side of the failure will not be updated and may stay
   around until they time out, which could be tens of minutes or longer.
   (The default in [IS-IS] is twenty minutes.)




2.2. Distribution Trees

   An RBridge in overload cannot be trusted to correctly calculate
   distribution trees or correctly perform the RPFC (Reverse Path
   Forwarding Check).  Therefore, it cannot be trusted to forward
   multi-destination TRILL Data packets.  It can only appear as a leaf
   node in a TRILL multi-destination distribution tree.  Furthermore, if
   all the immediate neighbors of an RBridge are overloaded, then it is
   omitted from all trees in the campus and is unreachable by
   multi-destination packets.



   When an RBridge determines what nicknames to use as the roots of the
   distribution trees it calculates, it MUST ignore all nicknames held
   by TRILL switches that are in overload or are data unreachable.  When
   calculating RPFCs for multi-destination packets, an RBridge such as
   RB1 MAY, to avoid calculating unnecessary RPFC state information,
   ignore any trees that cannot reach RB1, even if other RBridges list
   those trees as trees that other TRILL switches might use.  (However,
   see Section 3.)




2.3. Overloaded Receipt of TRILL Data Packets

The receipt of TRILL Data packets by overloaded RBridge RB2 is
discussed in the subsections below.  In all cases, the normal
Hop Count decrement is performed, and the TRILL Data packets are
discarded if the result is less than one or if the Egress Nickname is
illegal.




2.3.1. Known Unicast Receipt

   RB2 will not usually receive unicast TRILL Data packets unless it is
   the egress, in which case it egresses and delivers the data normally.
   If RB2 receives a unicast TRILL Data packet for which it is not the
   egress, perhaps because a neighbor does not yet know it is in
   overload, RB2 MUST NOT discard the packet because the egress is an
   unknown nickname, as it might not know about all nicknames due to its
   overloaded condition.  If any neighbor other than the neighbor from
   which it received the packet is not overloaded, it MUST attempt to
   forward the packet to one of those neighbors selected at random
   [RFC4086].  If there is no such neighbor, the packet is discarded.




2.3.2. Multi-Destination Receipt

   If RB2 in overload receives a multi-destination TRILL Data packet,
   RB2 MUST NOT apply an RPFC because, due to overload, it might not do
   so correctly.  RB2 egresses and delivers the frame locally where it
   is Appointed Forwarder for the frame's VLAN (or, if the packet is
   FGL, for the VLAN that FGL maps to at the port), subject to any
   multicast pruning.  But because, as stated above, RB2 can only be the
   leaf of a distribution tree, it MUST NOT forward a multi-destination
   TRILL Data packet (except as an egressed native frame where RB2 is
   Appointed Forwarder).




2.4. Overloaded Origination of TRILL Data Packets

   Overloaded origination of unicast TRILL Data packets with known
   egress and of multi-destination packets is discussed in the
   subsections below.




2.4.1. Known Unicast Origination

   When RB2, an overloaded RBridge, ingresses or creates a known
   destination unicast data packet, it delivers it locally if the
   destination is local.  Otherwise, RB2 unicasts it to any neighbor
   TRILL switch that is not overloaded.  It MAY use what routing
   information it has to help select the neighbor.




2.4.2. Multi-Destination Origination

   Overloaded RBridge RB2 ingressing or creating a multi-destination
   data packet presents a more complex scenario than that of the known
   unicast case, as discussed below.




2.4.2.1. An Example Network

   For example, consider the network diagram below in which, for
   simplicity, end stations and any bridges are not shown.  There is one
   distribution tree of which RB4 is the root, as represented by double
   lines.  Only RBridge RB2 is overloaded.



+‑‑‑‑‑+    +‑‑‑‑‑+     +‑‑‑‑‑+     +‑‑‑‑‑+
| RB7 +====+ RB5 +=====+ RB3 +=====+ RB1 |
+‑‑‑‑‑+    +‑‑+‑‑+     +‑++‑‑+     +‑‑+‑‑+
              |          ||           |
          +‑‑‑+‑‑‑+      ||           |
   +‑‑‑‑‑‑+RB2(ov)|======++           |
   |      +‑‑‑‑‑‑‑+      ||           |
   |                     ||           |
+‑‑+‑‑+    +‑‑‑‑‑+   ++==++=++     +‑‑+‑‑+
| RB8 +====+ RB6 +===++ RB4 ++=====+ RB9 |
+‑‑‑‑‑+    +‑‑‑‑‑+   ++=====++     +‑‑‑‑‑+



   Since RB2 is overloaded, it does not know what the distribution tree
   or trees are for the network.  Thus, there is no way it can provide
   normal TRILL Data service for multi-destination native frames.  So,
   RB2 tunnels the frame in a TRILL Data packet to a neighbor that is
   not overloaded if it has such a neighbor that has signaled that it is
   willing to offer this service.  RBridges indicate this in their
   Hellos as described below.  This service is called the OOMF (Overload
   Originated Multi-destination Frame) service.



   - The multi-destination frame MUST NOT be locally distributed in
     native form at RB2, because this would cause the frame to be
     delivered twice.  Instead, it is tunneling to a neighbor as
     described in this section.  For example, if RB2 locally distributed
     a multicast native frame and then tunneled it to RB5, RB2 would get
     a copy of the frame when RB3 transmitted it as a TRILL Data packet
     on the multi-access RB2-RB3-RB4 link.  Since RB2 would, in general,
     not be able to tell that this was a frame it had tunneled for
     distribution, RB2 would decapsulate it and locally distribute it a
     second time.



   - On the other hand, if there is no neighbor of RB2 offering RB2 the
     OOMF service, RB2 cannot tunnel the frame to a neighbor.  In this
     case, RB2 MUST locally distribute the frame where it is Appointed
     Forwarder for the frame's VLAN and optionally subject to multicast
     pruning.




2.4.2.2. Indicating OOMF Support

   An RBridge RB3 indicates its willingness to offer the OOMF service to
   RB2 in the TRILL Neighbor TLV in RB3's TRILL Hellos by setting a bit
   associated with the SNPA (Subnetwork Point of Attachment, also known
   as MAC address) of RB2 on the link (see the IANA Considerations
   section).  Overloaded RBridge RB2 can only distribute
   multi-destination TRILL Data packets to the campus if a neighbor of
   RB2 not in overload offers RB2 the OOMF service.  If RB2 does not
   have OOMF service available to it, RB2 can still receive
   multi-destination packets from non-overloaded neighbors, and if RB2
   should originate or ingress such a frame, it distributes it locally
   in native form.




2.4.2.3. Using OOMF Service

   If RB2 sees this OOMF (Overload Originated Multi-destination Frame)
   service advertised for it by any of its neighbors on any link to
   which RB2 connects, it selects one such neighbor by a means that is
   beyond the scope of this document.  Assuming that RB2 selects RB3 to
   handle multi-destination packets it originates, RB2 MUST advertise in
   its LSP that it might use any of the distribution trees that RB3
   advertises so that the RPFC will work in the rest of the campus.
   Thus, notwithstanding its overloaded state, RB2 MUST retain this
   information from RB3 LSPs, which it will receive, as it is directly
   connected to RB3.



   RB2 then encapsulates such frames as TRILL Data packets to RB3 as
   follows: "M" bit = 0; Hop Count = 2; Ingress Nickname = a nickname
   held by RB2; and, since RB2 cannot tell what distribution tree RB3
   will use, Egress Nickname = a special nickname indicating an OOMF
   packet (see the IANA Considerations section).  RB2 then unicasts this
   TRILL Data packet to RB3.  (Implementation of Item 4 in Section 4
   below provides reasonable assurance that, notwithstanding its
   overloaded state, the ingress nickname used by RB2 will be unique
   within at least the portion of the campus that is IS-IS reachable
   from RB2.)



   On receipt of such a packet, RB3 does the following:



   - changes the Egress Nickname field to designate a distribution tree
     that RB3 normally uses,



   - sets the "M" bit to one,



   - changes the Hop Count to the value it would normally use if it were
     the ingress, and



   - forwards the TRILL Data packet on that tree.



   RB3 MAY rate-limit the number of packets for which it is providing
   this service by discarding some such packets from RB2.  The provision
   of even limited bandwidth for OOMFs by RB3, perhaps via the slow
   path, may be important to the bootstrapping of services at RB2 or at
   end stations connected to RB2, such as supporting DHCP and ARP/ND
   (Address Resolution Protocol / Neighbor Discovery).  (Everyone
   sometimes needs a little OOMF (pronounced "oomph") to get off the
   ground.)




3. Distribution Trees and RPF Check (Changed)

   Two corrections, a clarification, and two updates related to
   distribution trees appear in the subsections below, along with an
   alternative, stronger RPF (Reverse Path Forwarding) check.  See also
   Section 2.2.




3.1. Number of Distribution Trees (Unchanged)

   In [RFC6325], Section 4.5.2, page 56, point 2, fourth paragraph, the
   parenthetical "(up to the maximum of {j,k})" is incorrect [Err3052].
   It should read "(up to k if j is zero or the minimum of (j, k) if j
   is non-zero)".




3.2. Distribution Tree Update Clarification (Unchanged)

   When a link-state database change causes a change in the distribution
   tree(s), several possible types of change can occur.  If a tree root
   remains a tree root but the tree changes, then local forwarding and
   RPFC entries for that tree should be updated as soon as practical.
   Similarly, if a new nickname becomes a tree root, forwarding and RPFC
   entries for the new tree should be installed as soon as practical.
   However, if a nickname ceases to be a tree root and there is
   sufficient room in local tables, the forwarding and RPFC entries for
   the former tree MAY be retained so that any multi-destination TRILL
   Data packets already in flight on that tree have a higher probability
   of being delivered.




3.3. Multicast Pruning Based on IP Address (Unchanged)

   The TRILL base protocol specification [RFC6325] provides for, and
   recommends the pruning of, multi-destination packet distribution
   trees based on the location of IP multicast routers and listeners;
   however, multicast listening is identified by derived MAC addresses
   as communicated in the Group MAC Address sub-TLV [RFC7176].



   TRILL switches MAY communicate multicast listeners and prune
   distribution trees based on the actual IPv4 or IPv6 multicast
   addresses involved.  Additional Group Address sub-TLVs are provided
   in [RFC7176] to carry this information.  A TRILL switch that is only
   capable of pruning based on derived MAC addresses SHOULD calculate
   and use such derived MAC addresses from the multicast listener IPv4
   or IPv6 address information it receives.




3.4. Numbering of Distribution Trees (Unchanged)

   Section 4.5.1 of [RFC6325] specifies that, when building distribution
   tree number j, node (RBridge) N that has multiple possible parents in
   the tree is attached to possible parent number j mod p.  Trees are
   numbered starting with 1, but possible parents are numbered starting
   with 0.  As a result, if there are two trees and two possible
   parents, then in tree 1 parent 1 will be selected, and in tree 2
   parent 0 will be selected.



   This is changed so that the selected parent MUST be (j-1) mod p.  As
   a result, in the case above, tree 1 will select parent 0, and tree 2
   will select parent 1.  This change is not backward compatible with
   [RFC6325].  If all RBridges in a campus do not determine distribution
   trees in the same way, then for most topologies, the RPFC will drop
   many multi-destination packets before they have been properly
   delivered.




3.5. Link Cost Directionality (Unchanged)

   Distribution tree construction, like other least-cost aspects of
   TRILL, works even if link costs are asymmetric, so the cost of the
   hop from RB1 to RB2 is different from the cost of the hop from RB2 to
   RB1.  However, it is essential that all RBridges calculate the same
   distribution trees, and thus all must use either the cost away from
   the tree root or the cost towards the tree root.  The text in
   Section 4.5.1 of [RFC6325] is incorrect, as documented in [Err3508].
   The text says:



      In other words, the set of potential parents for N, for the tree
      rooted at R, consists of those that give equally minimal cost
      paths from N to R and ...



   but the text should say "from R to N":



      In other words, the set of potential parents for N, for the tree
      rooted at R, consists of those that give equally minimal cost
      paths from R to N and ...




3.6. Alternative RPF Check (New)


   [RFC6325]
 mandates a Reverse Path Forwarding (RPF) check on
   multi-destination TRILL Data packets to avoid possible multiplication
   and/or looping of multi-destination traffic during TRILL campus
   topology transients.  This check is logically performed at each TRILL
   switch input port and determines whether it is arriving on the
   expected port based on where the packet started (the ingress
   nickname) and the tree on which it is being distributed.  If not, the
   packet is silently discarded.  This check is fine for point-to-point
   links; however, there are rare circumstances involving multi-access
   ("broadcast") links where a packet can be duplicated despite this
   RPF check and other checks performed by TRILL.



   Section 3.6.1 gives an example of the potential problem, and
   Section 3.6.2 specifies a solution.  This solution is an alternative,
   stronger RPF check that TRILL switches can implement in place of the
   RPF check discussed in [RFC6325].




3.6.1. Example of the Potential Problem

   Consider this network:



F‑‑A‑‑B‑‑C‑‑o‑‑D
            |
            E



   All the links except the link between C, D, and E are point-to-point
   links.  C, D, and E are connected over a broadcast link represented
   by the pseudonode "o".  For example, they could be connected by a
   bridged LAN.  (Bridged LANs are transparent to TRILL.)



   Although the choice of root is unimportant here, assume that D or F
   is chosen as the root of a distribution tree so that it is obvious
   that the tree looks just like the diagram above.



   Now assume that a link comes up from A to the same bridged LAN.  The
   network then looks like this:



   +‑‑‑‑‑‑‑‑+
   |        |
F‑‑A‑‑B‑‑C‑‑o‑‑D
            |
            E



   Let's say the resulting tree in steady state includes all links
   except the B-C link.  After the network has converged, a packet that
   starts from F will go F->A.  Then A will send one copy on the A-B
   link and another copy into the bridged LAN from which it will be
   received by C and D.



   Now consider a transition stage where A and D have acted on the new
   LSPs and programmed their forwarding plane, while B and C have not
   yet done so.  This means that B and C both consider the link between
   them to still be part of the tree.  In this case, a packet that
   starts out from F and reaches A will be copied by A into the A-B link
   and to the bridged LAN.  D's RPF check says to accept packets on this
   tree coming from F over its port on the bridged LAN, so it gets
   accepted.  D is also adjacent to A on the tree, so the tree adjacency
   check, a separate check mandated by [RFC6325], also passes.



   However, the packet that gets to B gets sent out by B to C.  C's RPF
   check still has the old state, and it thinks the packet is OK.  C
   sends the packet along the old tree, which sends the packet into the
   bridged LAN.  D receives one more packet, but the tree adjacency
   check passes at D because C is adjacent to D in the new tree as well.
   The RPF check also passes at D because D's port on the bridged LAN is
   OK for receiving packets from F.



   So, during this transient state, D gets duplicates of every
   multi-destination packet ingressed at F (unless the packet gets
   pruned) until B and C act on the new LSPs and program their
   forwarding tables.




3.6.2. Solution and Discussion

   The problem stems from the RPF check described in [RFC6325] depending
   only on the port at which a TRILL Data packet is received, the
   ingress nickname, and the tree being used, that is, a check if
   {ingress nickname, tree, input port} is a valid combination according
   to the receiving TRILL switch's view of the campus topology.  A
   multi-access link actually has multiple adjacencies overlaid on one
   physical link, and to avoid the problem shown in Section 3.6.1, a
   stronger check is needed that includes the Layer 2 source address of
   the TRILL Data packet being received.  (TRILL is a Layer 3 protocol,
   and TRILL switches are true routers that logically strip the Layer 2
   header from any arriving TRILL Data packets and add the appropriate
   new Layer 2 header to any outgoing TRILL Data packet to get it to the
   next TRILL switch, so the Layer 2 source address in a TRILL Data
   packet identifies the immediately previous TRILL switch that
   forwarded the packet.)



   What is needed, instead of checking the validity of the triplet
   {ingress nickname, tree, input port}, is to check that the quadruplet
   {ingress nickname, source SNPA, tree, input port} is valid (where
   "source SNPA" (Subnetwork Point of Attachment) is the Outer.MacSA for
   an Ethernet link).  Although it is true that [RFC6325] also requires
   a check to ensure that a multi-destination TRILL Data packet is from
   a TRILL switch that is adjacent in the distribution tree being used,
   this check is separate from the RPF check, and these two independent
   checks are not as powerful as the single unified check for a valid
   quadruplet.



   _______
  /       \
RB1 ‑‑‑‑‑‑ o ‑‑‑‑‑ RB2
  \_______/



   However, this stronger RPF check is not without cost.  In the simple
   case of a multi-access link where each TRILL switch has only one port
   on the link, it merely increases the size of validity entries by
   adding the source SNPA (Outer.MacSA).  However, assume that some
   TRILL switch RB1 has multiple ports attached to a multi-access link.
   In the figure above, RB1 is shown with three ports on the
   multi-access link.  RB1 is permitted to load split multi-destination
   traffic it is sending into the multi-access link across those ports
   (Section 4.4.4 of [RFC6325]).  Assume that RB2 is another TRILL
   switch on the link and RB2 is adjacent to RB1 in the distribution
   tree.  The number of validity quadruplets at RB2 for ingress
   nicknames whose multi-destination traffic would arrive through RB1 is
   multiplied by the number of ports RB1 has on the access link, because
   RB2 has to accept such traffic from any such ports.  Although such
   instances seem to be very rare in practice, the number of ports an
   RBridge has on a link could in principle be tens or even a hundred or
   more ports, vastly increasing the RPF check state at RB2 when this
   stronger RPF check is used.



   Another potential cost of the stronger RPF check is increased
   transient loss of multi-destination TRILL Data packets during a
   topology change.  For TRILL switch D, the new stronger RPF check is
   (tree->A, Outer.MacSA=A, ingress=A, arrival port=if1), while the old
   one was (tree->A, Outer.MacSA=C, ingress=A, arrival port=if1).
   Suppose that both A and B have switched to the new tree for multicast
   forwarding but D has not updated its RPF check yet; the multicast
   packet will then be dropped at D's input port, because D still
   expects a packet from "Outer.MacSA=C".  But we do not have this
   packet loss issue if the weaker triplet check (tree->A, ingress=A,
   arrival port=if1) is used.  Thus, the stronger check can increase the
   RPF check discard of multi-destination packets during topology
   transients.



   Because of these potential costs, implementation of this stronger
   RPF check is optional.  The TRILL base protocol is updated to provide
   that TRILL switches MUST, for multi-destination packets, either
   implement the RPF and other checks as described in [RFC6325] or
   implement this stronger RPF check as a substitute for the [RFC6325]
   RPF and tree adjacency checks.  There is no problem with a campus
   having a mixture of TRILL switches, some of which implement one of
   these RPF checks and some of which implement the other.




4. Nickname Selection (Unchanged)

   Nickname selection is covered by Section 3.7.3 of [RFC6325].
   However, the following should be noted:



   1. The second sentence in the second bullet item in Section 3.7.3 of
      [RFC6325] on page 25 is erroneous [Err3002] and is corrected as
      follows:



      o  The occurrence of "IS-IS ID (LAN ID)" is replaced with
         "priority".



      o  The occurrence of "IS-IS System ID" is replaced with "7-byte
         IS-IS ID (LAN ID)".



      The resulting corrected sentence in [RFC6325] reads as follows:



If RB1 chooses nickname x, and RB1 discovers, through receipt
of an LSP for RB2 at any later time, that RB2 has also chosen
x, then the RBridge or pseudonode with the numerically higher
priority keeps the nickname, or if there is a tie in priority,
the RBridge with the numerically higher 7‑byte IS‑IS ID
(LAN ID) keeps the nickname, and the other RBridge MUST select
a new nickname.



   2. In examining the link-state database for nickname conflicts,
      nicknames held by IS-IS unreachable TRILL switches MUST be
      ignored, but nicknames held by IS-IS reachable TRILL switches
      MUST NOT be ignored even if they are data unreachable.



   3. An RBridge may need to select a new nickname, either initially
      because it has none or because of a conflict.  When doing so, the
      RBridge MUST consider as available all nicknames that do not
      appear in its link-state database or that appear to be held by
      IS-IS unreachable TRILL switches; however, it SHOULD give
      preference to selecting new nicknames that do not appear to be
      held by any TRILL switch in the campus, reachable or unreachable,
      so as to minimize conflicts if IS-IS unreachable TRILL switches
      later become reachable.



   4. An RBridge, even after it has acquired a nickname for which there
      appears to be no conflicting claimant, MUST continue to monitor
      for conflicts with the nickname or nicknames it holds.  It does so
      by monitoring any received LSPs that should update its link-state
      database for any occurrence of any of its nicknames held with
      higher priority by some other TRILL switch that is IS-IS reachable
      from it.  If it finds such a conflict, it MUST select a new
      nickname, even when in overloaded state.  (It is possible to
      receive an LSP that should update the link-state database but does
      not do so due to overload.)



   5. In the very unlikely case that an RBridge is unable to obtain a
      nickname because all valid RBridge nicknames (0x0001 through
      0xFFBF inclusive) are in use with higher priority by IS-IS
      reachable TRILL switches, it will be unable to act as an ingress,
      egress, or tree root but will still be able to function as a
      transit TRILL switch.  Although it cannot be a tree root, such an
      RBridge is included in distribution trees computed for the campus
      unless all its neighbors are overloaded.  It would not be possible
      to send a unicast RBridge Channel message specifically to such a
      TRILL switch [RFC7178]; however, it will receive unicast RBridge
      Channel messages sent by a neighbor to the Any-RBridge egress
      nickname and will receive appropriate multi-destination RBridge
      Channel messages.




5. MTU (Maximum Transmission Unit) (Unchanged)

   MTU values in TRILL are derived from the originatingL1LSPBufferSize
   value communicated in the IS-IS originatingLSPBufferSize TLV [IS-IS].
   The campus-wide value Sz, as described in Section 4.3.1 of [RFC6325],
   is the minimum value of originatingL1LSPBufferSize for the RBridges
   in a campus, but not less than 1470.  The MTU testing mechanism and
   limiting LSPs to Sz assure that the LSPs can be flooded by IS-IS and
   thus that IS-IS can operate properly.



   If an RBridge knows nothing about the MTU of the links or the
   originatingL1LSPBufferSize of other RBridges in a campus, the
   originatingL1LSPBufferSize for that RBridge should default to the
   minimum of the LSP size that its TRILL IS-IS software can handle and
   the minimum MTU of the ports that it might use to receive or transmit
   LSPs.  If an RBridge does have knowledge of link MTUs or other
   RBridge originatingL1LSPBufferSize, then, to avoid the necessity of
   regenerating the local LSPs using a different maximum size, the
   RBridge's originatingL1LSPBufferSize SHOULD be configured to the
   minimum of (1) the smallest value that other RBridges are, or will
   be, announcing as their originatingL1LSPBufferSize and (2) a value
   small enough that the campus will not partition due to a significant
   number of links with limited MTUs.  However, as specified in
   [RFC6325], in no case can originatingL1LSPBufferSize be less than
   1470.  In a well-configured campus, to minimize any LSP regeneration
   due to resizing, all RBridges will be configured with the same
   originatingL1LSPBufferSize.



   Section 5.1 below corrects errata in [RFC6325], and Section 5.2
   clarifies the meaning of various MTU limits for TRILL Ethernet links.




5.1. MTU-Related Errata in RFC 6325

   Three MTU-related errata in [RFC6325] are corrected in the
   subsections below.




5.1.1. MTU PDU Addressing

   Section 4.3.2 of [RFC6325] incorrectly states that multi-destination
   MTU-probe and MTU-ack TRILL IS-IS PDUs are sent on Ethernet links
   with the All-RBridges multicast address as the Outer.MacDA [Err3004].
   As TRILL IS-IS PDUs, when multicast on an Ethernet link, these
   multi-destination MTU-probe and MTU-ack PDUs MUST be sent to the
   All-IS-IS-RBridges multicast address.




5.1.2. MTU PDU Processing

   As discussed in [RFC6325] and (in more detail) [RFC7177], MTU-probe
   and MTU-ack PDUs MAY be unicast; however, Section 4.6 of [RFC6325]
   erroneously does not allow for this possibility [Err3003].  It is
   corrected by replacing Item 1 in Section 4.6.2 of [RFC6325] with the
   following text, to which TRILL switches MUST conform:



      1. If the Ethertype is L2-IS-IS and the Outer.MacDA is either
         All-IS-IS-RBridges or the unicast MAC address of the receiving
         RBridge port, the frame is handled as described in
         Section 4.6.2.1.



   The reference to "Section 4.6.2.1" in the above text is to that
   section in [RFC6325].




5.1.3. MTU Testing

   The last two sentences of Section 4.3.2 of [RFC6325] contain errors
   [Err3053].  They currently read as follows:



      If X is not greater than Sz, then RB1 sets the "failed minimum MTU
      test" flag for RB2 in RB1's Hello.  If size X succeeds, and X >
      Sz, then RB1 advertises the largest tested X for each adjacency in
      the TRILL Hellos RB1 sends on that link, and RB1 MAY advertise X
      as an attribute of the link to RB2 in RB1's LSP.



   They should read as follows:



      If X is not greater than or equal to Sz, then RB1 sets the "failed
      minimum MTU test" flag for RB2 in RB1's Hello.  If size X
      succeeds, and X >= Sz, then RB1 advertises the largest tested X
      for each adjacency in the TRILL Hellos RB1 sends on that link,
      and RB1 MAY advertise X as an attribute of the link to RB2 in
      RB1's LSP.




5.2. Ethernet MTU Values

   originatingL1LSPBufferSize is the maximum permitted size of LSPs
   starting with and including the IS-IS 0x83 "Intradomain Routeing
   Protocol Discriminator" byte.  In Layer 3 IS-IS,
   originatingL1LSPBufferSize defaults to 1492 bytes.  (This is because,
   in its previous life as DECnet Phase V, IS-IS was encoded using the
   SNAP SAP (Subnetwork Access Protocol Service Access Point) [RFC7042]
   format, which takes 8 bytes of overhead and 1492 + 8 = 1500, the
   classic Ethernet maximum.  When standardized by ISO/IEC [IS-IS] to
   use Logical Link Control (LLC) encoding, this default could have been
   increased by a few bytes but was not.)



   In TRILL, originatingL1LSPBufferSize defaults to 1470 bytes.  This
   allows 27 bytes of headroom or safety margin to accommodate legacy
   devices with the classic Ethernet maximum MTU, despite headers such
   as an Outer.VLAN.



Assuming that the campus‑wide minimum link MTU is Sz, RBridges on
Ethernet links MUST limit most TRILL IS‑IS PDUs so that PDUz (the
length of the PDU starting just after the L2‑IS‑IS Ethertype and
ending just before the Ethernet Frame Check Sequence (FCS)) does not
exceed Sz.  The PDU exceptions are TRILL Hello PDUs, which MUST NOT
exceed 1470 bytes, and MTU‑probe and MTU‑ack PDUs that are padded by
an amount that depends on the size being tested (which may
exceed Sz).



   Sz does not limit TRILL Data packets.  They are only limited by the
   MTU of the devices and links that they actually pass through;
   however, links that can accommodate IS-IS PDUs up to Sz would
   accommodate, with a generous safety margin, TRILL Data packet
   payloads of (Sz - 24) bytes, starting after the Inner.VLAN and ending
   just before the FCS.



   Most modern Ethernet equipment has ample headroom for frames with
   extensive headers and is sometimes engineered to accommodate 9 KB
   jumbo frames.




6. TRILL Port Modes (Unchanged)

   Section 4.9.1 of [RFC6325] specifies four mode bits for RBridge ports
   but may not be completely clear on the effects of all combinations of
   bits in terms of allowed frame types.



   The table below explicitly indicates the effects of all possible
   combinations of the TRILL port mode bits.  "*" in one of the first
   four columns indicates that the bit can be either zero or one.  The
   remaining columns indicate allowed frame types.  The "disable bit"
   normally disables all frames; however, as an implementation choice,
   some or all low-level Layer 2 control messages can still be sent or
   received.  Examples of Layer 2 control messages are those control
   frames for Ethernet identified in Section 1.4 of [RFC6325] or PPP
   link negotiation messages [RFC6361].



+‑+‑+‑+‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+
|D| | | |        |       |       |       |       |
|i| |A| |        |       | TRILL |       |       |
|s| |c|T|        |Native | Data  |       |       |
|a| |c|r|        |Ingress|       |       |       |
|b|P|e|u|        |       |  LSP  |       |       |
|l|2|s|n|Layer 2 |Native |  SNP  | TRILL |  P2P  |
|e|P|s|k|Control |Egress |  MTU  | Hello | Hello |
+‑+‑+‑+‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+
|0|0|0|0|  Yes   |  Yes  |  Yes  |  Yes  |  No   |
+‑+‑+‑+‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+
|0|0|0|1|  Yes   |  No   |  Yes  |  Yes  |  No   |
+‑+‑+‑+‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+
|0|0|1|0|  Yes   |  Yes  |  No   |  Yes  |  No   |
+‑+‑+‑+‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+
|0|0|1|1|  Yes   |  No   |  No   |  Yes  |  No   |
+‑+‑+‑+‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+
|0|1|0|*|  Yes   |  No   |  Yes  |  No   |  Yes  |
+‑+‑+‑+‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+
|0|1|1|*|  Yes   |  No   |  No   |  No   |  Yes  |
+‑+‑+‑+‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+
|1|*|*|*|Optional|  No   |  No   |  No   |  No   |
+‑+‑+‑+‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+



   The formal name of the "access bit" above is the "TRILL traffic
   disable bit".  The formal name of the "trunk bit" is the "end-station
   service disable bit" [RFC6325].




7. The CFI/DEI Bit (Unchanged)

   In May 2011, the IEEE promulgated IEEE Std 802.1Q-2011, which changed
   the meaning of the bit between the priority and VLAN ID bits in the
   payload of C-VLAN tags.  Previously, this bit was called the CFI
   (Canonical Format Indicator) bit [802] and had a special meaning in
   connection with IEEE 802.5 (Token Ring) frames.  After 802.1Q-2011
   and in subsequent versions of 802.1Q -- the most current of which is
   [802.1Q-2014] -- this bit is now the DEI (Drop Eligibility Indicator)
   bit.  (The corresponding bit in S-VLAN/B-VLAN tags has always been a
   DEI bit.)



   The TRILL base protocol specification [RFC6325] assumed, in effect,
   that the link by which end stations are connected to TRILL switches
   and the restricted virtual link provided by the TRILL Data packet are
   IEEE 802.3 Ethernet links on which the CFI bit is always zero.
   Should an end station be attached by some other type of link, such as
   a Token Ring link, [RFC6325] implicitly assumed that such frames
   would be canonicalized to 802.3 frames before being ingressed, and
   similarly, on egress, such frames would be converted from 802.3 to
   the appropriate frame type for the link.  Thus, [RFC6325] required
   that the CFI bit in the Inner.VLAN, which is shown as the "C" bit in
   Section 4.1.1 of [RFC6325], always be zero.



   However, for TRILL switches with ports conforming to the change
   incorporated in the IEEE 802.1Q-2011 standard, the bit in the
   Inner.VLAN, now a DEI bit, MUST be set to the DEI value provided by
   the port interface on ingressing a native frame.  Similarly, this bit
   MUST be provided to the port when transiting or egressing a TRILL
   Data packet.  As with the 3-bit Priority field, the DEI bit to use in
   forwarding a transit packet MUST be taken from the Inner.VLAN.  The
   exact effect on the Outer.VLAN DEI and priority bits, and whether or
   not an Outer.VLAN appears at all on the wire for output frames, may
   depend on output port configuration.



   TRILL campuses with a mixture of ports, some compliant with versions
   of 802.1Q from IEEE Std 802.1Q-2011 onward and some compliant with
   pre-802.1Q-2011 standards, especially if they have actual Token Ring
   links, may operate incorrectly and may corrupt data, just as a
   bridged LAN with such mixed ports and links would.




8. Other IS-IS Considerations (Changed)

   This section covers Extended Level 1 Flooding Scope (E-L1FS) support,
   control packet priorities, unknown PDUs, the Nickname Flags
   APPsub-TLV, graceful restart, and the Purge Originator
   Identification TLV.




8.1. E-L1FS Support (New)

   TRILL switches MUST support E-L1FS PDUs [RFC7356] and MUST include a
   Scope Flooding Support TLV [RFC7356] in all TRILL Hellos they send
   indicating support for this scope and any other FS-LSP scopes that
   they support.  This support increases the number of fragments
   available for link-state information by over two orders of magnitude.
   (See Section 9 for further information on support of the Scope
   Flooding Support TLV.)



   In addition, TRILL switches MUST advertise their support of E-L1FS
   flooding in a TRILL-VER sub-TLV Capability Flag (see [RFC7176] and
   Section 12.2).  This flag is used by a TRILL switch, say RB1, to
   determine support for E-L1FS by some remote RBx.  The alternative of
   simply looking for an E-L1FS FS-LSP originated by RBx fails because
   (1) RBx might support E-L1FS flooding but is not originating any
   E-L1FS FS-LSPs and (2) even if RBx is originating E-L1FS FS-LSPs
   there might, due to legacy TRILL switches in the campus, be no path
   between RBx and RB1 through TRILL switches supporting E-L1FS
   flooding.  If that were the case, no E-L1FS FS-LSP originated by RBx
   could get to RB1.



   E-L1FS will commonly be used to flood TRILL GENINFO TLVs and enclosed
   TRILL APPsub-TLVs [RFC7357].  For robustness, E-L1FS fragment zero
   MUST NOT exceed 1470 bytes in length; however, if such a fragment is
   received that is larger, it is processed normally.  It is anticipated
   that in the future some particularly important TRILL APPsub-TLVs will
   be specified as being flooded in E-L1FS fragment zero.  TRILL GENINFO
   TLVs MUST NOT be sent in LSPs; however, if one is received in an LSP,
   it is processed normally.




8.1.1. Backward Compatibility

   A TRILL campus might contain TRILL switches supporting E-L1FS
   flooding and legacy TRILL switches that do not support E-L1FS or
   perhaps do not support any [RFC7356] scopes.



   A TRILL switch conformant to this document can always tell which
   adjacent TRILL switches support E-L1FS flooding from the adjacency
   table entries on its ports (see Section 9).  In addition, such a
   TRILL switch can tell which remote TRILL switches in a campus support
   E-L1FS by the presence of a TRILL version sub-TLV in that TRILL
   switch's LSP with the E-L1FS support bit set in the Capabilities
   field; this capability bit is ignored for adjacent TRILL switches for
   which only the adjacency table entry is consulted to determine E-L1FS
   support.



   TRILL specifications making use of E-L1FS MUST specify how situations
   involving a mixed TRILL campus of TRILL switches will be handled.




8.1.2. E-L1FS Use for Existing (Sub-)TLVs

   In a campus where all TRILL switches support E-L1FS, all TRILL
   sub-TLVs listed in Section 2.3 of [RFC7176], except the TRILL version
   sub-TLV, MAY be advertised by inclusion in Router Capability or
   MT-Capability TLVs in E-L1FS FS-LSPs [RFC7356].  (The TRILL version
   sub-TLV still MUST appear in an LSP fragment zero.)



   In a mixed campus where some TRILL switches support E-L1FS and some
   do not, then only the following four sub-TLVs of those listed in
   Section 2.3 of [RFC7176] can appear in E-L1FS, and then only under
   the conditions discussed below.  In the following list, each sub-TLV
   is preceded by an abbreviated acronym used only in this section of
   this document:



IV: Interested VLANs and Spanning Tree Roots sub‑TLV
VG: VLAN Group sub‑TLV
IL: Interested Labels and Spanning Tree Roots sub‑TLV
LG: Label Group sub‑TLV



   An IV or VG sub-TLV MUST NOT be advertised by TRILL switch RB1 in an
   E-L1FS FS-LSP (and should instead be advertised in an LSP) unless the
   following conditions are met:



   - E-L1FS is supported by all of the TRILL switches that are data
     reachable from RB1 and are interested in the VLANs mentioned in the
     IV or VG sub-TLV, and



   - there is E-L1FS connectivity between all such TRILL switches in the
     campus interested in the VLANs mentioned in the IV or VG sub-TLV
     (connectivity involving only intermediate TRILL switches that also
     support E-L1FS).



   Any IV and VG sub-TLVs MAY still be advertised via core TRILL IS-IS
   LSPs by any TRILL switch that has enough room in its LSPs.



   The conditions for using E-L1FS for the IL and LG sub-TLVs are the
   same as for IV and VG, but with Fine-Grained Labels [RFC7172]
   substituted for VLANs.



      Note, for example, that the above would permit a contiguous subset
      of the campus that supported Fine-Grained Labels and E-L1FS to use
      E-L1FS to advertise IL and LG sub-TLVs, even if the remainder of
      the campus did not support Fine-Grained Labels or E-L1FS.




8.2. Control Packet Priorities (New)

   When deciding what packet to send out a port, control packets used to
   establish and maintain adjacency between TRILL switches SHOULD be
   treated as being in the highest-priority category.  This includes
   TRILL IS-IS Hello and MTU PDUs, and possibly other adjacency
   [RFC7177] or link-technology-specific packets.  Other control and
   data packets SHOULD be given lower priority so that a flood of such
   other packets cannot lead to loss of, or inability to establish,
   adjacency.  Loss of adjacency causes a topology transient that can
   result in reduced throughput; reordering; increased probability of
   loss of data; and, in the worst case, network partition if the
   adjacency is a cut point.



   Other important control packets should be given second-highest
   priority.  Lower priorities should be given to data or less important
   control packets.



   Based on the above, control packets can be ordered into priority
   categories as shown below, based on the relative criticality of these
   types of messages, where the most critical control packets relate to
   the core routing between TRILL switches and the less critical control
   packets are closer to "application" information.  (There may be
   additional control packets, not specifically listed in any category
   below, that SHOULD be handled as being in the most nearly analogous
   category.)  Although few implementations will actually treat these
   four categories with different priority, an implementation MAY choose
   to prioritize more critical messages over less critical.  However, an
   implementation SHOULD NOT send control packets in a lower-priority
   category with a priority above those in a higher-priority category
   because, under sufficiently congested conditions, this could block
   control packets in a higher-priority category, resulting in network
   disruption.



Priority
Category   Description
‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑



      4.        Hello, MTU-probe, MTU-ack, and other packets critical
                to establishing and maintaining adjacency.  (Normally
                sent with highest priority, which is priority 7.)



      3.        LSPs, CSNPs/PSNPs, and other important control packets.



      2.        Circuit scoped FS-LSPs, FS-CSNPs, and FS-PSNPs.



      1.        Non-circuit scoped FS-LSPs, FS-CSNPs, and FS-PSNPs.




8.3. Unknown PDUs (New)

   TRILL switches MUST silently discard [IS-IS] PDUs they receive with
   PDU numbers they do not understand, just as they ignore TLVs and
   sub-TLVs they receive that have unknown Types and sub-Types; however,
   they SHOULD maintain a counter of how many such PDUs have been
   received, on a per-PDU-number basis.  (This is not burdensome, as the
   PDU number is only a 5-bit field.)



      Note: The set of valid [IS-IS] PDUs was stable for so long that

         some IS-IS implementations may treat PDUs with unknown PDU
         numbers as a serious error and, for example, an indication that
         other valid PDUs from the sender are not to be trusted or that
         they should drop adjacency to the sender if it was adjacent.
         However, the MTU-probe and MTU-ack PDUs were added by
         [RFC7176], and now [RFC7356] has added three more new PDUs.
         Although the authors of this document are not aware of any
         Internet-Drafts calling for further PDUs, the eventual addition
         of further new PDUs should not be surprising.




8.4. Nickname Flags APPsub-TLV (New)

   An optional Nickname Flags APPsub-TLV within the TRILL GENINFO TLV
   [RFC7357] is specified below.



                     1 1 1 1 1 1
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type = NickFlags (6)          |   (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Length = 4*K                  |   (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   NICKFLAG RECORD 1               (4 bytes)                   |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
 ...
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   NICKFLAG RECORD K               (4 bytes)                   |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



      where each NICKFLAG RECORD has the following format:



  0  1  2  3  4  5  6  7  8  9 10 11 12 13 14 15
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|   Nickname                                    |
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|IN|      RESV                                  |
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+



      o  Type: NickFlags TRILL APPsub-TLV, set to 6 (NICKFLAGS).



      o  Length: 4 times the number of NICKFLAG RECORDS present.



      o  Nickname: A 16-bit TRILL nickname held by the advertising TRILL
         switch ([RFC6325] and Section 4).



      o  IN: Ingress.  If this flag is one, it indicates that the
         advertising TRILL switch may use the nickname in the NICKFLAG
         RECORD as the Ingress Nickname of TRILL Headers it creates.  If
         the flag is zero, that nickname will not be used for that
         purpose.



      o  RESV: Reserved for additional flags to be specified in the
         future.  MUST be sent as zero and ignored on receipt.



   The entire NickFlags APPsub-TLV is ignored if the Length is not a
   multiple of 4.  A NICKFLAG RECORD is ignored if the nickname it lists
   is not a nickname owned by the TRILL switch advertising the enclosing
   NickFlags APPsub-TLV.



   If a TRILL switch intends to use a nickname in the Ingress Nickname
   field of TRILL Headers it constructs, it can advertise this through
   E-L1FS FS-LSPs (see Section 8.1) using a NickFlags APPsub-TLV entry
   with the IN flag set.  If it owns only one nickname, there is no
   reason to do this because, if a TRILL switch advertises no NickFlags
   APPsub-TLVs with the IN flag set for nicknames it owns, it is assumed
   that the TRILL switch might use any or all nicknames it owns as the
   Ingress Nickname in TRILL Headers it constructs.  If a TRILL switch
   advertises any NickFlags APPsub-TLV entries with the IN flag set,
   then it MUST NOT use any other nickname(s) it owns as the Ingress
   Nickname in TRILL Headers it constructs.



   Every reasonable effort should be made to be sure that Nickname
   sub-TLVs [RFC7176] and NickFlags APPsub-TLVs remain in sync.  If all
   TRILL switches in a campus support E-L1FS, so that Nickname sub-TLVs
   can be advertised in E-L1FS FS-LSPs, then the Nickname sub-TLV and
   any NickFlags APPsub-TLVs for any particular nickname SHOULD be
   advertised in the same fragment.  If they are not in the same
   fragment, then, to the extent practical, all fragments involving
   those sub-TLVs for the same nickname should be propagated as an
   atomic action.  If a TRILL switch sees multiple NickFlags APPsub-TLV
   entries for the same nickname, it assumes that that nickname might be
   used as the ingress in a TRILL Header if any of the NickFlags
   APPsub-TLV entries have the IN bit set.



   It is possible that a NickFlags APPsub-TLV would not be propagated
   throughout the TRILL campus due to legacy TRILL switches not
   supporting E-L1FS.  In that case, Nickname sub-TLVs MUST be
   advertised in LSPs, and TRILL switches not receiving NickFlags
   APPsub-TLVs having entries with the IN flag set will simply assume
   that the source TRILL switch might use any of its nicknames as the
   ingress in constructing TRILL Headers.  Thus, the use of this
   optional APPsub-TLV is backward compatible with legacy lack of E-L1FS
   support.



   (Additional flags are assigned from those labeled RESV above and
   specified in [TRILL-L3-GW] and [Centralized-Replication].)




8.5. Graceful Restart (Unchanged)

   TRILL switches SHOULD support the features specified in [RFC5306],
   which describes a mechanism for a restarting IS-IS router to signal
   to its neighbors that it is restarting, allowing them to reestablish
   their adjacencies without cycling through the down state, while still
   correctly initiating link-state database synchronization.  If this
   feature is not supported, it may increase the number of topology
   transients caused by a TRILL switch rebooting due to errors or
   maintenance.




8.6. Purge Originator Identification (New)

   To ease debugging of any purge-related problems, TRILL switches
   SHOULD include the Purge Originator Identification TLV [RFC6232] in
   all purge PDUs in TRILL IS-IS.  This includes Flooding Scope LSPs
   [RFC7356] and ESADI LSPs [RFC7357].




9. Updates to RFC 7177 (Adjacency) (Changed)

   To support the E-L1FS flooding scope [RFC7356] mandated by
   Section 8.1 and backward compatibility with legacy RBridges not
   supporting E-L1FS flooding, this document updates [RFC7177] as
   follows:



   1. The list in the second paragraph of Section 3.1 of [RFC7177] is
      updated by adding the following item:



      o  The Scope Flooding Support TLV.



      In addition, the sentence immediately after that list is updated
      by this document to read as follows:



Of course, (a) the priority, (b) the Desired Designated VLAN,
(c) the Scope Flooding Support TLV, and whether or not the
(d) PORT‑TRILL‑VER sub‑TLV and/or (e) BFD‑Enabled TLV are
included, and their value if included, could change on
occasion.  However, if these change, the new value(s) must
similarly be used in all TRILL Hellos on the LAN port,
regardless of VLAN.



   2. This document adds another bullet item to the end of Section 3.2
      of [RFC7177], as follows:



      o  The value from the Scope Flooding Support TLV, or a null string
         if none was included.



   3. Near the bottom of Section 3.3 of [RFC7177], this document adds
      the following bullet item:



      o  The variable-length value part of the Scope Flooding Support
         TLV in the Hello, or a null string if that TLV does not occur
         in the Hello.



   4. At the beginning of Section 4 of [RFC7177], this document adds a
      bullet item to the list, as follows:



      o  The variable-length value part of the Scope Flooding Support
         TLV used in TRILL Hellos sent on the port.



   5. This document adds a line to Table 4 ("TRILL Hello Contents") in
      Section 8.1 of [RFC7177], as follows:



LAN  P2P  Number  Content Item
‑‑‑  ‑‑‑  ‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

 M    M     1      Scope Flooding Support TLV




10. TRILL Header Update (New)

   The TRILL Header has been updated from its original specification in
   [RFC6325] by [RFC7455] and [RFC7179] and is further updated by this
   document.  The TRILL Header is now as shown in the figure below
   (which is followed by references for all of the fields).  Those
   fields for which the reference is only to [RFC6325] are unchanged
   from that RFC.



                                +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                | V |A|C|M| RESV  |F| Hop Count |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Egress Nickname             |   Ingress Nickname            |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
:   Optional Flags Word                                         :
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+

In calculating a TRILL Data packet hash as part of equal‑cost
multipath selection, a TRILL switch MUST ignore the value of the
"A" and "C" bits.



   In [RFC6325] and [RFC7179], there is a TRILL Header Extension Length
   field called "Op-Length", which is hereby changed to consist of the
   RESV field and "F" bit shown above.



o  V (Version): 2‑bit unsigned integer.  See Section 3.2
   of [RFC6325].



   o  A (Alert): 1 bit.  See [RFC7455].



   o  C (Color): 1 bit.  See Section 10.1.



   o  M (Multi-destination): 1 bit.  See Section 3.4 of [RFC6325].



   o  RESV: 4 bits.  These bits are reserved and MUST be sent as zero.
      Due to the previous use of these bits as specified in [RFC6325],
      most TRILL "fast path" hardware implementations trap and do not
      forward TRILL Data packets with these bits non-zero.  A TRILL



      switch receiving a TRILL Data packet with any of these bits
      non-zero MUST discard the packet unless the non-zero bit or bits
      have some future use specified that the TRILL switch understands.



o  F: 1 bit.  If this field is non‑zero, then the optional flags word
   described in Section 10.2 is present.  If it is zero, the
   flags word is not present.



   o  Hop Count: 6 bits.  See Section 3.6 of [RFC6325] and
      Section 10.2.1 below.



   o  Egress Nickname: See Section 3.7.1 of [RFC6325].



   o  Ingress Nickname: See Section 3.7.2 of [RFC6325].



   o  Optional Flags Word: See [RFC7179] and Section 10.2.




10.1. Color Bit

   The Color bit provides an optional way by which ingress TRILL
   switches MAY mark TRILL Data packets for implementation-specific
   purposes.  Transit TRILL switches MUST NOT change this bit.  Transit
   and egress TRILL switches MAY use the Color bit for implementation-
   dependent traffic labeling, or for statistical analysis or other
   types of traffic study or analysis.




10.2. Flags Word Changes (Update to RFC 7179)

   When the "F" bit in the TRILL Header is non-zero, the first 32 bits
   after the Ingress Nickname field provide additional flags.  These
   bits are as specified in [RFC7179], except as changed by the
   subsections below, in which the Extended Hop Count and Extended Color
   fields are described.  See Section 10.3 for a diagram and summary of
   these fields.




10.2.1. Extended Hop Count

   The TRILL base protocol [RFC6325] specifies the Hop Count field in
   the header, to avoid packets persisting in the network due to looping
   or the like.  However, the Hop Count field size (6 bits) limits the
   maximum hops a TRILL Data packet can traverse to 64.  Optionally,
   TRILL switches can use a field composed of bits 14 through 16 in the
   flags word, as specified below, to extend this field to 9 bits.  This
   increases the maximum Hop Count to 512.  Except in rare
   circumstances, reliable use of Hop Counts in excess of 64 requires
   support of this optional capability at all TRILL switches along the
   path of a TRILL Data packet.




10.2.1.1. Advertising Support

It may be that not all the TRILL switches support the Extended Hop
Count mechanism in a TRILL campus and in that campus more than
64 hops are required either for the distribution tree calculated path
or for the unicast calculated path plus a reasonable allowance for
alternate pathing.  As such, it is required that TRILL switches
advertise their support by setting bit 14 in the TRILL Version
Sub‑TLV Capabilities and Header Flags Supported field [RFC7176];
bits 15 and 16 of that field are now specified as Unassigned (see
Section 12.2.5).




10.2.1.2. Ingress Behavior

If an ingress TRILL switch determines that it should set the
Hop Count for a TRILL Data packet to 63 or less, then behavior is as
specified in the TRILL base protocol [RFC6325].  If the optional
TRILL Header flags word is present, bits 14, 15, and 16 and the
critical reserved bit of the critical summary bits are zero.



   If the Hop Count for a TRILL Data packet should be set to some value
   greater than 63 but less than 512 and all TRILL switches that the
   packet is reasonably likely to encounter support Extended Hop Count,
   then the resulting TRILL Header has the flags word extension present,
   the high-order 3 bits of the desired Hop Count are stored in the
   Extended Hop Count field in the flags word, the low-order 5 bits are
   stored in the Hop Count field in the first word of the TRILL Header,
   and bit two (the critical reserved bit of the critical summary bits)
   in the flags word is set to one.



For known unicast traffic (TRILL Header "M" bit zero), an ingress
TRILL switch discards the frame if it determines that the least‑cost
path to the egress is (1) more than 64 hops and not all TRILL
switches on that path support the Extended Hop Count feature or
(2) more than 512 hops.



   For multi-destination traffic, when a TRILL switch determines that
   one or more tree paths from the ingress are more than 64 hops and not
   all TRILL switches in the campus support the Extended Hop Count
   feature, the encapsulation uses a total Hop Count of 63 to obtain at
   least partial distribution of the traffic.




10.2.1.3. Transit Behavior

   A transit TRILL switch supporting Extended Hop Count behaves like a
   base protocol [RFC6325] TRILL switch in decrementing the Hop Count,
   except that it considers the Hop Count to be a 9-bit field where the
   Extended Hop Count field constitutes the high-order 3 bits.



   To be more precise: a TRILL switch supporting Extended Hop Count
   takes the first of the following actions that is applicable:



   1. If both the Hop Count and Extended Hop Count fields are zero, the
      packet is discarded.



   2. If the Hop Count is non-zero, it is decremented.  As long as the
      Extended Hop Count is non-zero, no special action is taken.  If
      the result of this decrement is zero, the packet is processed
      normally.



   3. If the Hop Count is zero, it is set to the maximum value of 63,
      and the Extended Hop Count is decremented.  If this results in the
      Extended Hop Count being zero, the critical reserved bit in the
      critical summary bits is set to zero.




10.2.1.4. Egress Behavior

   No special behavior is required when egressing a TRILL Data packet
   that uses the Extended Hop Count.  The flags word, if present, is
   removed along with the rest of the TRILL Header during decapsulation.




10.2.2. Extended Color Field

   Flags word bits 27 and 28 are specified to be a 2-bit Extended Color
   field (see Section 10.3).  These bits are in the non-critical
   ingress-to-egress region of the flags word.



   The Extended Color field provides an optional way by which ingress
   TRILL switches MAY mark TRILL Data packets for implementation-
   specific purposes.  Transit TRILL switches MUST NOT change these
   bits.  Transit and egress TRILL switches MAY use the Extended Color
   bits for implementation-dependent traffic labeling, or for
   statistical analysis or other types of traffic study or analysis.



   Per Section 2.3.1 of [RFC7176], support for these bits is indicated
   by the same bits (27 and 28) in the Capabilities and Header Flags
   Supported field of the TRILL version sub-TLV.  If these bits are zero
   in those capabilities, Extended Color is not supported.  A TRILL
   switch that does not support Extended Color will ignore the
   corresponding bits in any TRILL Header flags word it receives as part
   of a TRILL Data packet and will set those bits to zero in any TRILL
   Header flags word it creates.  A TRILL switch that sets or senses the
   Extended Color field on transmitting or receiving TRILL Data packets
   MUST set the corresponding 2-bit field in the TRILL version sub-TLV
   to a non-zero value.  Any difference in the meaning of the three
   possible non-zero values of this 2-bit capability field (0b01, 0b10,
   or 0b11) is implementation dependent.




10.3. Updated Flags Word Summary

   With the changes above, the 32-bit flags word extension to the TRILL
   Header [RFC7179], which is detailed in the "TRILL Extended Header
   Flags" registry on the "Transparent Interconnection of Lots of Links
   (TRILL) Parameters" IANA web page, is now as follows:



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|Crit.|  CHbH   |   NCHbH   |CRSV | NCRSV |   CItE    |  NCItE  |
|.....|.........|...........|.....|.......|...........|.........|
|C|C|C|       |C|N|         | Ext |       |           |Ext|     |
|R|R|R|       |R|C|         | Hop |       |           |Clr|     |
|H|I|R|       |C|C|         | Cnt |       |           |   |     |
|b|t|s|       |A|A|         |     |       |           |   |     |
|H|E|v|       |F|F|         |     |       |           |   |     |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Bits 0, 1, and 2 are the critical summary bits, as specified in
   [RFC7179], consisting of the critical hop-by-hop, critical
   ingress-to-egress, and critical reserved bits, respectively.  The
   next two fields are specific critical and non-critical hop-by-hop
   bits -- CHbH and NCHbH, respectively -- containing the Critical and
   Non-critical Channel Alert flags as specified in [RFC7179].  The next
   field is the critical reserved bits (CRSV), which are specified
   herein to be the Extended Hop Count.  The non-critical reserved bits
   (NCRSV) and the critical ingress-to-egress bits (CItE) as specified
   in [RFC7179] follow.  Finally, there is the non-critical
   ingress-to-egress field, including bits 27 and 28, which are
   specified herein as the Extended Color field.




11. Appointed Forwarder Status Lost Counter (New)

   Strict conformance to the provisions of Section 4.8.3 of [RFC6325] on
   the value of the Appointed Forwarder Status Lost Counter can result
   in the splitting of Interested VLANs and Spanning Tree Roots sub-TLVs
   [RFC7176] (or the corresponding Interested Labels and Spanning Tree
   Roots sub-TLVs where a VLAN is mapped to an FGL) due to differences
   in this counter value for adjacent VLAN IDs (or 24-bit FGLs).  This
   counter is a mechanism to optimize data-plane learning by trimming
   the expiration timer for learned addresses on a per-VLAN/FGL basis
   under some circumstances.



   The requirement to increment this counter by one whenever a TRILL
   switch loses Appointed Forwarder status on a port is hereby changed
   from the mandatory provisions of [RFC6325] to the enumerated
   provisions below.  To the extent that this might cause the Appointed
   Forwarder Status Lost Counter to be increased when [RFC6325]
   indicates that it should not, this will cause data-plane address
   learning timeouts at remote TRILL switches to be reduced.  To the
   extent that this might cause the Appointed Forwarder Status Lost
   Counter to remain unchanged when [RFC6325] indicates that it should
   be increased, this will defeat a reduction in such timeouts that
   would otherwise occur.



(1) If any of the following apply, either data‑plane address learning
    is not in use or Appointed Forwarder status is irrelevant.  In
    these cases, the Appointed Forwarder Status Lost Counter MAY be
    left at zero or set to any convenient value such as the value of
    the Appointed Forwarder Status Lost Counter for an adjacent
    VLAN ID or FGL.

    (1a) The TRILL switch port has been configured with the
         "end‑station service disable" bit (also known as the
         trunk bit) on.



       (1b) The TRILL switch port has been configured in IS-IS as an

            IS-IS point-to-point link.



       (1c) The TRILL switch is relying on ESADI [RFC7357] or Directory

            Assist [RFC7067] and not using data-plane learning.



   (2) In cases other than those enumerated in point 1 above, the

       Appointed Forwarder Status Lost Counter SHOULD be incremented as
       described in [RFC6325].  Such incrementing has the advantage of
       optimizing data-plane learning.  Alternatively, the value of the
       Appointed Forwarder Status Lost Counter can deviate from that
       value -- for example, to make it match the value for an adjacent
       VLAN ID (or FGL), so as to permit greater aggregation of
       Interested VLANs and Spanning Tree Roots sub-TLVs.




12. IANA Considerations (Changed)

   This section lists IANA actions previously completed and new IANA
   actions.




12.1. Previously Completed IANA Actions (Unchanged)

   The following IANA actions were completed as part of [RFC7180] and
   are included here for completeness, since this document obsoletes
   [RFC7180].



   1. The nickname 0xFFC1, which was reserved by [RFC6325], is allocated
      for use in the TRILL Header Egress Nickname field to indicate an
      OOMF (Overload Originated Multi-destination Frame).



   2. Bit 1 from the seven previously reserved (RESV) bits in the
      per-neighbor "Neighbor RECORD" in the TRILL Neighbor TLV [RFC7176]
      is allocated to indicate that the RBridge sending the TRILL Hello
      volunteers to provide the OOMF forwarding service described in
      Section 2.4.2 to such frames originated by the TRILL switch whose
      SNPA (MAC address) appears in that Neighbor RECORD.  The
      description of this bit is "Offering OOMF service".



   3. Bit 0 is allocated from the capability bits in the PORT-TRILL-VER
      sub-TLV [RFC7176] to indicate support of the VLANs Appointed
      sub-TLV [RFC7176] and the VLAN inhibition setting mechanisms
      specified in [RFC6439bis].  The description of this bit is "Hello
      reduction support".




12.2. New IANA Actions (New)

   The following are new IANA actions for this document.




12.2.1. Reference Updated

   All references to [RFC7180] in the "Transparent Interconnection of
   Lots of Links (TRILL) Parameters" registry have been replaced with
   references to this document, except that the Reference for bit 0 in
   the PORT-TRILL-VER Sub-TLV Capability Flags has been changed to
   [RFC6439bis].




12.2.2. The "E" Capability Bit

   There is an existing TRILL version sub-TLV, sub-TLV #13, under both
   TLV #242 and TLV #144 [RFC7176].  This TRILL version sub-TLV contains
   a capability bits field for which assignments are documented in the
   "TRILL-VER Sub-TLV Capability Flags" registry on the TRILL Parameters
   IANA web page.  IANA has allocated 4 from the previously reserved
   bits in this "TRILL-VER Sub-TLV Capability Flags" registry to
   indicate support of the E-L1FS flooding scope as specified in
   Section 8.1.  This capability bit is referred to as the "E" bit.  The
   following is the addition to the "TRILL-VER Sub-TLV Capability Flags"
   registry:



Bit     Description             References
‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
4      E‑L1FS FS‑LSP support   [RFC7356], RFC 7780




12.2.3. NickFlags APPsub-TLV Number and Registry

   IANA has assigned an APPsub-TLV number, as follows, under the TRILL
   GENINFO TLV from the range less than 255.



Type      Name           References
‑‑‑‑    ‑‑‑‑‑‑‑‑‑       ‑‑‑‑‑‑‑‑‑‑‑
6       NICKFLAGS       RFC 7780



   In addition, IANA has created a registry on its TRILL Parameters web
   page for NickFlags bit assignments, as follows:



Name: NickFlags Bits
Registration Procedure: IETF Review [RFC5226]
Reference: RFC 7780

 Bit   Mnemonic  Description      Reference
‑‑‑‑‑  ‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑      ‑‑‑‑‑‑‑‑‑
 0       IN      Used as ingress  RFC 7780
1‑15      ‑      Unassigned       RFC 7780




12.2.4. Updated TRILL Extended Header Flags

   The "TRILL Extended Header Flags" registry has been updated as
   follows:



Bits     Purpose                                  Reference
‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑

14‑16   Extended Hop Count                        RFC 7780

27‑28   Extended Color                            RFC 7780

29‑31   Available non‑critical ingress‑to‑egress  [RFC7179], RFC 7780
        flags




12.2.5. TRILL-VER Sub-TLV Capability Flags

   The "TRILL-VER Sub-TLV Capability Flags" registry has been updated as
   follows:



Bit     Description                   Reference
‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑     ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

   14  Extended Hop Count support     RFC 7780

15‑16  Unassigned                     RFC 7780

27‑28  Extended Color support         RFC 7780

29‑31  Extended header flag support   [RFC7179], RFC 7780




12.2.6. Example Nicknames

   As shown in the table below, IANA has assigned a block of eight
   nicknames for use as examples in documentation.  Appendix B shows a
   use of some of these nicknames.  The "TRILL Nicknames" registry has
   been updated by changing the previous "0xFFC2-0xFFFE Unassigned" line
   to the following:



    Name        Description                        Reference
‑‑‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑                     ‑‑‑‑‑‑‑‑‑‑‑
0xFFC2‑0xFFD7  Unassigned
0xFFD8‑0xFFDF  For use in documentation examples  RFC 7780
0xFFE0‑0xFFFE  Unassigned




13. Security Considerations (Changed)

   See [RFC6325] for general TRILL security considerations.



   This memo improves the documentation of the TRILL protocol; corrects
   six errata in [RFC6325]; updates [RFC6325], [RFC7177], and [RFC7179];
   and obsoletes [RFC7180].  It does not change the security
   considerations of those RFCs, except as follows:



   o  E-L1FS FS-LSPs can be authenticated with IS-IS security [RFC5310],
      that is, through the inclusion of an IS-IS Authentication TLV in
      E-L1FS PDUs.



   o  As discussed in Section 3.6, when using an allowed weaker RPF
      check under very rare topologies and transient conditions,
      multi-destination TRILL Data packets can be duplicated; this could
      have security consequences for some protocols.
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Appendix A. Life Cycle of a TRILL Switch Port (New)

   Text from <http://www.ietf.org/mail-archive/web/trill/
   current/msg06355.html> is paraphrased in this informational appendix.



   Question:

      Suppose we are developing a TRILL implementation to run on
      different machines.  Then what happens first?  Is LSP flooding or
      ESADI started first?  -> Link-state database creation ->
      Designated RBridge election (How to set priority?  Any fixed
      process that depends on user settings?) -> etc.



   Answer:

      The first thing that happens on a port/link is any link setup that
      is needed.  For example, on a PPP link [RFC6361], you need to
      negotiate that you will be using TRILL.  However, if you have
      Ethernet links [RFC6325], which are probably the most common type,
      there isn't any link setup needed.



      As soon as the port is set up, it can ingress or egress native
      frames if end-station service is being offered on that port.
      Offering end-station service is the default.  However, if the port
      trunk bit (end-station service disable) is set or the port is
      configured as an IS-IS point-to-point link port, then end-station
      service is not offered; therefore, native frames received are
      ignored, and native frames are not egressed.



      TRILL IS-IS Hellos then get sent out the port to be exchanged with
      any other TRILL switches on the link [RFC7177].  Only the Hellos
      are required; optionally, you might also exchange MTU-probe/ack
      PDUs [RFC7177], BFD PDUs [RFC7175], or other link test packets.



      TRILL doesn't send any TRILL Data or TRILL IS-IS packets out the
      port to the link, except for Hellos, until the link gets to the
      2-Way or Report state [RFC7177].



      If a link is configured as a point-to-point link, there is no
      Designated RBridge (DRB) election.  By default, an Ethernet link
      is considered a LAN link, and the DRB election occurs when the
      link is in any state other than Down.  You don't have to configure
      priorities for each TRILL switch (RBridge) to be the DRB.  Things
      will work fine with all the RBridges on a link using default
      priority.  But if the network manager wants to control this, there
      should be a way for them to configure the priority to be the DRB
      of the TRILL switch ports on the link.



(To avoid complexity, this appendix generally describes the
life cycle for a link that only has two TRILL switches on it.  But
TRILL works fine as currently specified on a broadcast link with
multiple TRILL switches on it ‑‑ actually, multiple TRILL switch
ports ‑‑ since a TRILL switch can have multiple ports connected to
the same link.  The most likely way to get such a multi‑access
link with current technology and the existing TRILL standards is
to have more than two TRILL switch Ethernet ports connected to a
bridged LAN.  The TRILL protocol operates above all bridging; in
general, the bridged LAN looks like a transparent broadcast link
to TRILL.)



      When a link gets to the 2-Way or Report state, LSPs, CSNPs, and
      PSNPs will start to flow on the link (as well as FS-LSPs,
      FS-CSNPs, and FS-PSNPs for E-L1FS (see Section 8.1)).



      When a link gets to the Report state, there is adjacency.  The
      existence of that adjacency is flooded (reported) to the campus in
      LSPs.  TRILL Data packets can then start to flow on the link as
      TRILL switches recalculate the least-cost paths and distribution
      trees to take the new adjacency into account.  Until it gets to
      the Report state, there is no adjacency, and no TRILL Data packets
      can flow over that link (with the minor corner case exception that
      an RBridge Channel message can, for its first hop only, be sent on
      a port where there is no adjacency (Section 2.4 of [RFC7178]).
      (Although this paragraph seems to be talking about link state, it
      is actually port state.  It is possible for different TRILL switch
      ports on the same link to temporarily be in different states.  The
      adjacency state machinery runs independently on each port.)



      ESADI [RFC7357] is built on top of the regular TRILL Data routing.
      Since ESADI PDUs look, to transit TRILL switches, like regular
      TRILL Data packets, no ESADI PDUs can flow until adjacencies are
      established and TRILL Data is flowing.  Of course, ESADI is
      optional and is not used unless configured.



   Question:

      Does it require TRILL Full Headers at the time TRILL LSPs start
      being broadcast on a link?  Because at that time it's not defined
      egress and ingress nicknames.



   Answer:

      TRILL Headers are only for TRILL Data packets.  TRILL IS-IS
      packets, such as TRILL LSPs, are sent in a different way that does
      not use a TRILL Header and does not depend on nicknames.



      Probably, in most implementations, a TRILL switch will start up
      using the same nickname it had when it shut down or last got
      disconnected from a campus.  If you want, you can implement TRILL
      to come up initially not reporting any nickname (by not including
      a Nickname sub-TLV in its LSPs) until you get the link-state
      database or most of the link-state database, and then choose a
      nickname no other TRILL switch in the campus is using.  Of course,
      if a TRILL switch does not have a nickname, then it cannot ingress
      data, cannot egress known unicast data, and cannot be a tree root.



      TRILL IS-IS PDUs such as LSPs, and the link-state database, all
      work based on the 7-byte IS-IS System ID (sometimes called the
      LAN ID [IS-IS]).  Since topology determination uses System IDs,
      which are always unique across the campus, it is not affected by
      the nickname assignment state.  The nickname system is built on
      top of that.




Appendix B. Example TRILL PDUs (New)

   This appendix shows example TRILL IS-IS PDUs.  The primary purpose of
   these examples is to clarify issues related to bit ordering.



   The examples in this appendix concentrate on the format of the packet
   header and trailer.  There are frequently unspecified optional items
   or data in the packet that would affect header or trailer fields like
   the packet length or checksum.  Thus, an "Xed out" placeholder is
   used for such fields, where each X represents one hex nibble.




B.1. LAN Hello over Ethernet

A TRILL Hello sent from a TRILL switch (RBridge) with 7‑byte
System ID 0x30033003300300 holding nickname 0xFFDE over Ethernet from
a port with MAC address 0x00005E0053DE on VLAN 1 at priority 7.
There is one neighbor that is the DRB.  The neighbor's port MAC is
0x00005E0053E3, and the neighbor's System ID is 0x44444444444400.

   Ethernet Header
     Outer.MacDA, Outer.MacSA
       0x0180C2000041   All‑IS‑IS‑RBridges Destination MAC Address
       0x00005E0053DE   Source MAC Address
     Outer VLAN Tag (optional)
       0x8100           C‑VLAN Ethertype [802.1Q‑2014]
       0xE001           Priority 7, Outer.VLAN
     IS‑IS
       0x22F4           L2‑IS‑IS Ethertype
   IS‑IS Payload
     Common Header
       0x83             Intradomain Routeing Protocol Discriminator
       0x08             Header Length
       0x01             IS‑IS Version Number
       0x06             ID Length of 6 Bytes
       0x0F             PDU Type (Level 1 LAN Hello)
       0x01             Version
       0x00             Reserved
       0x01             Maximum Area Addresses
     Hello PDU Specific Fields
       0x01             Circuit Type (Level 1)
       0x30033003300300 Source System ID
       0x0009           Holding Time
       0xXXXX           PDU Length
       0x40             Priority to be DRB
       0x44444444444400 LAN ID
     TLVs (the following order of TLVs or of sub‑TLVs in a TLV
       is not significant)

     Area Addresses TLV
       0x01             Area Addresses Type
       0x02             Length of Value
       0x01             Length of Address
       0x00             The fixed TRILL Area Address
     MT Port Capabilities TLV
       0x8F             MT Port Capabilities Type
       0x0011           Length of Value
       0x0000           Topology
         Special VLANs and Flags Sub‑TLV
           0x01            Sub‑TLV Type
           0x08            Length
           0x0123          Port ID
           0xFFDE          Sender Nickname
           0x0001          Outer.VLAN
           0x0001          Designated VLAN
         Enabled VLANs Sub‑TLV (optional)
           0x02            Sub‑TLV Type
           0x03            Length
           0x0001          Start VLAN 1
           0x80            VLAN 1
     TRILL Neighbor TLV
       0x91            Neighbor Type
       0x0A            Length of Value
       0xC0            S Flag = 1, L Flag = 1, SIZE field 0
         NEIGHBOR RECORD
           0x00            Flags
           0x2328          MTU = 9 KB
           0x00005E0053E3  Neighbor MAC Address
     Scope Flooding Support TLV
     0xF3              Scope Flooding Support Type
     0x01              Length of Value
     0x40              E‑L1FS Flooding Scope
     More TLVs (optional)
       ...
   Ethernet Trailer
     0xXXXXXXXX      Ethernet Frame Check Sequence (FCS)




B.2. LSP over PPP

   Here is an example of a TRILL LSP sent over a PPP link by the same
   source TRILL switch as the example in Appendix B.1.



PPP Header
  0x405D               PPP TRILL Link State Protocol
IS‑IS Payload
  Common Header
    0x83               Intradomain Routeing Protocol Discriminator
    0x08               Header Length
    0x01               IS‑IS Version Number
    0x06               ID Length of 6 Bytes
    0x12               PDU Type (Level 1 LSP)
    0x01               Version
    0x00               Reserved
    0x01               Maximum Area Addresses
  LSP Specific Fields
    0xXXXX             PDU Length
    0x0123             Remaining Lifetime
    0x3003300330030009 LSP ID (fragment 9)
    0x00001234         Sequence Number
    0xXXXX             Checksum
    0x01               Flags = Level 1
  TLVs (the following order of TLVs or of sub‑TLVs in a TLV
    is not significant)
  Router Capability TLV
    0xF2               Router Capability Type
    0x0F               Length of Value
    0x00               Flags
      Nickname Sub‑TLV
        0x06           Sub‑TLV Type
        0x05           Length of Value
        NICKNAME RECORD
          0x33         Nickname Priority
          0x1234       Tree Root Priority
          0xFFDE       Nickname
      TRILL Version Sub‑TLV
        0x0D           Sub‑TLV Type
        0x05
        0x00           Max Version
        0x40000000     Flags = FGL Support
  More TLVs (optional
    ...
PPP Trailer
  0xXXXXXX        PPP Frame Check Sequence (FCS)




B.3. TRILL Data over Ethernet

   Below is an IPv4 ICMP Echo [RFC792] sent in a TRILL Data packet from
   the TRILL switch that sent the Hello in Appendix B.1 to the neighbor
   TRILL switch on the link used in Appendix B.1.



Ethernet Header
  Outer.MacDA, Outer.MacSA
    0x00005E0053E3  Destination MAC Address
    0x00005E0053DE  Source MAC Address
  Outer VLAN Tag (optional)
    0x8100          C‑VLAN Ethertype [802.1Q‑2014]
    0x0001          Priority 0, Outer.VLAN 1
  TRILL
    0x22F3          TRILL Ethertype
TRILL Header
    0X000E          Flags, Hop Count 14
    0xFFDF          Egress Nickname
    0xFFDC          Ingress Nickname
Inner Ethernet Header
  Inner.MacDA, Inner.MacSA
    0x00005E005322  Destination MAC Address
    0x00005E005344  Source MAC Address
  Inner VLAN Tag
    0x8100          C‑VLAN Ethertype
    0x0022          Priority 0, Inner.VLAN 34
  Ethertype
    0x0800          IPv4 Ethertype
IP Header
    0x4500          Version 4, Header Length 5, ToS 0
    0xXXXX          Total Length
    0x3579          Identification
    0x0000          Flags, Fragment Offset
    0x1101          TTL 17, ICMP = Protocol 1
    0xXXXX          Header Checksum
    0xC0000207      Source IP 192.0.2.7
    0xC000020D      Destination IP 192.0.2.13
    0x00000000      Options, Padding
ICMP
    0x0800          ICMP Echo
    0xXXXX          Checksum
    0x87654321      Identifier, Sequence Number
    ...             Echo Data
Ethernet Trailer
  0xXXXXXXXX      Ethernet Frame Check Sequence (FCS)




B.4. TRILL Data over PPP

   Below is an ARP Request [RFC826] sent in a TRILL Data packet from the
   TRILL switch that sent the Hello in Appendix B.1 over a PPP link.



PPP Header
  0x005D          PPP TRILL Network Protocol
TRILL Header
    0X080D          Flags (M = 1), Hop Count 13
    0xFFDD          Distribution Tree Root Nickname
    0xFFDC          Ingress Nickname
Inner Ethernet Header
  Inner.MacDA, Inner.MacSA
    0xFFFFFFFFFFFF  Destination MAC Address
    0x00005E005344  Source MAC Address
  Inner VLAN Tag
    0x8100          C‑VLAN Ethertype
    0x0022          Priority 0, Inner.VLAN 34
  Ethertype
    0x0806          ARP Ethertype
ARP
    0x0001          Hardware Address Space = Ethernet
    0x0001          Protocol Address Space = IPv4
    0x06            Size of Hardware Address
    0x04            Size of Protocol Address
    0x0001          OpCode = Request
    0x00005E005344  Sender Hardware Address
    0xC0000207      Sender Protocol Address 192.0.2.7
    0x000000000000  Target Hardware Address
    0xC000020D      Target Protocol Address 192.0.2.13
PPP Trailer
  0xXXXXXX        PPP Frame Check Sequence (FCS)




Appendix C. Changes to Previous RFCs (New)


C.1. Changes to Obsoleted RFC 7180

   This section summarizes the changes, augmentations, and excisions
   this document specifies for [RFC7180], which it obsoletes and
   replaces.




C.1.1. Changes

   For each section header in this document ending with "(Changed)",
   this section summarizes the changes that are made by this document:



   Section 1 ("Introduction"): Numerous changes to reflect the overall
   changes in contents.



   Section 1.1 ("Precedence"): Changed to add mention of [RFC7179].



   Section 1.3 ("Terminology and Acronyms"): Numerous terms added.



   Section 3 ("Distribution Trees and RPF Check"): Changed by the
   addition of the new material in Section 3.6.  See Appendix C.1.2,
   Item 1.



   Section 8 ("Other IS-IS Considerations"): Changed by the addition of
   Sections 8.1, 8.2, 8.3, and 8.4.  See Appendix C.1.2 -- Items 2, 3,
   4, and 5, respectively.



   Section 9 ("Updates to RFC 7177 (Adjacency)": Changes and additions
   to [RFC7177] to support E-L1FS.  See Appendix C.1.2, Item 2.



   Section 12 ("IANA Considerations"): Changed by the addition of
   material in Section 12.2.  See Appendix C.1.2, Item 7.



   Section 13 ("Security Considerations"): Minor changes in the RFCs
   listed.




C.1.2. Additions

   This document contains the following material not present in
   [RFC7180]:



   1.  Support for an alternative Reverse Path Forwarding Check (RPFC),
       along with considerations for deciding between the original
       [RFC6325] RPFC and this alternative RPFC.  This alternative RPFC
       was originally discussed on the TRILL WG mailing list in
       <http://www.ietf.org/mail-archive/web/trill/current/
       msg01852.html> and subsequent messages (Section 3.6).



   2.  Mandatory E-L1FS [RFC7356] support (Sections 8.1 and 9).



   3.  Recommendations concerning control packet priorities

       (Section 8.2).



   4.  Implementation requirements concerning unknown IS-IS PDU types
       (Section 8.3).



   5.  Specification of an optional Nickname Flags APPsub-TLV and an
       ingress flag within that APPsub-TLV (Section 8.4).



6.  Update to the TRILL Header to allocate a Color bit
    (Section 10.1), and update to the optional TRILL Header Extension
    flags word to allocate a 2‑bit Extended Color field
    (Section 10.2).



   7.  Some new IANA Considerations in Section 12.2, including
       reservation of nicknames for use as examples in documentation.



   8.  A new "Appointed Forwarder Status Lost Counter" section

       (Section 11 of this document) that loosens the mandatory update
       requirements specified in [RFC6325].



   9.  Informative Appendix A on the life cycle of a TRILL port.



   10. A new Appendix B containing example TRILL PDUs.



   11. Recommendation to use the Purge Originator Identification TLV
       (Section 8.6).




C.1.3. Deletions

   This document omits the following material that was present in
   [RFC7180]:



   1.  All updates to [RFC6327] that occurred in [RFC7180].  These have
       been rolled into [RFC7177], which obsoletes [RFC6327].  However,
       new updates to [RFC7177] are included (see Appendix C.3).



   2.  All updates to [RFC6439].  These have been rolled into
       [RFC6439bis], which is intended to obsolete [RFC6439].




C.2. Changes to RFC 6325

   This document contains many normative updates to [RFC6325], some of
   which were also in [RFC7180], which this document replaces.  These
   changes include the following:



   1.  Changing nickname allocation to ignore conflicts with RBridges
       that are IS-IS unreachable.



   2.  Fixing errors: [Err3002], [Err3003], [Err3004], [Err3052],
       [Err3053], and [Err3508].



   3.  Changing the requirement to use the RPF check described in
       [RFC6325] for multi-destination TRILL Data packets by providing
       an alternative stronger RPF check.



   4.  Adoption of the change of the CFI bit, which was required to be
       zero in the inner frame, to the DEI bit, which is obtained from
       inner frame ingress or creation.



   5.  Requiring that all RBridges support E-L1FS FS-LSP flooding.



   6.  Reducing the variable-length TRILL Header extensions area to one
       optional flags word.  The Extension Length field (called
       "Op-Length" in [RFC6325]) is reduced to 1 bit that indicates
       whether the flags word is present.  The rest of that Length field
       is now reserved.



   7.  Changing the mandatory Appointed Forwarder Status Lost Counter
       increment provisions, as specified in Section 11.




C.3. Changes to RFC 7177

   All of the updates to [RFC7177] herein are in Section 9.  Basically,
   this document requires that a Scope Flooding Support TLV [RFC7356]
   appear in all Hellos and that TRILL switches retain in their
   adjacency state the information received in that TLV.




C.4. Changes to RFC 7179

   The updates to [RFC7179] herein are in Sections 10.2 and 10.3.
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Abstract

   The IETF TRILL (Transparent Interconnection of Lots of Links)
   protocol provides support for flow-level multipathing for both
   unicast and multi-destination traffic in networks with arbitrary
   topology.  Active-active access at the TRILL edge is the extension of
   these characteristics to end stations that are multiply connected to
   a TRILL campus as discussed in RFC 7379.  In this document, the edge
   RBridge (Routing Bridge, or TRILL switch) group providing active-
   active access to such an end station is represented as a virtual
   RBridge.  Based on the concept of the virtual RBridge, along with its
   pseudo-nickname, this document specifies a method for TRILL active-
   active access by such end stations.
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1. Introduction

   The IETF TRILL (Transparent Interconnection of Lots of Links)
   protocol [RFC6325] provides optimal pair-wise data frame forwarding
   without configuration, safe forwarding even during periods of
   temporary loops, and support for multipathing of both unicast and
   multicast traffic.  TRILL accomplishes this by using IS-IS [IS-IS]
   [RFC7176] link-state routing and encapsulating traffic using a header
   that includes a Hop Count.  Devices that implement TRILL are called
   RBridges (Routing Bridges) or TRILL switches.



   In the base TRILL protocol, an end node can be attached to the TRILL
   campus via a point-to-point link or a shared link such as a bridged
   LAN (Local Area Network).  Although there might be more than one edge
   RBridge on a shared link, to avoid potential forwarding loops, one
   and only one of the edge RBridges is permitted to provide forwarding
   service for end-station traffic in each VLAN (Virtual LAN).  That
   RBridge is referred to as the Appointed Forwarder (AF) for that VLAN
   on the link [RFC6325] [RFC6439].  However, in some practical
   deployments, to increase the access bandwidth and reliability, an end
   station might be multiply connected to several edge RBridges, and all
   of the uplinks are handled via a Local Active-Active Link Protocol
   (LAALP [RFC7379]) such as Multi-Chassis Link Aggregation (MC-LAG) or
   Distributed Resilient Network Interconnect (DRNI) [802.1AX].  In this
   case, it is required that traffic can be ingressed into, and egressed
   from, the TRILL campus by any of the RBridges for each given VLAN.
   These RBridges constitute an Active-Active Edge (AAE) RBridge group.



With an LAALP, traffic with the same VLAN and source Media Access
Control (MAC) address but belonging to different flows will
frequently be sent to different member RBridges of the AAE group and
then ingressed into the TRILL campus.  When an egress RBridge
receives such TRILL Data packets ingressed by different RBridges, it
learns different correspondences between a {Data Label and
MAC address} and nickname continuously when decapsulating the packets
if it has data‑plane address learning enabled.  This issue is known
as "MAC address flip‑flopping"; it makes most TRILL switches behave
badly and causes the returning traffic to reach the destination via
different paths, resulting in persistent reordering of the frames.
In addition to this issue, other issues, such as duplicate egressing
and loopback of multi‑destination frames, may also disturb an end
station multiply connected to the member RBridges of an AAE group
[RFC7379].



   This document addresses the AAE issues of TRILL by specifying how
   members of an edge RBridge group can be represented by a virtual
   RBridge (RBv) and assigned a pseudo-nickname.  A member RBridge of
   such a group uses a pseudo-nickname instead of its own nickname as
   the ingress RBridge nickname when ingressing frames received on
   attached LAALP links.  Other methods are possible: for example, the
   specification in this document and the specification in [RFC7782]
   could be simultaneously deployed for different AAE groups in the same
   campus.  If the method defined in [RFC7782] is used, edge TRILL
   switches need to support the capability indicated by the Capability
   Flags APPsub-TLV as specified in Section 4.2 of [RFC7782].  If the
   method defined in this document is adopted, all TRILL switches need
   to support the Affinity sub-TLV defined in [RFC7176] and [RFC7783].
   For a TRILL campus that deploys both of these AAE methods, TRILL
   switches are required to support both methods.  However, it is
   desirable to only adopt one method in a TRILL campus so that the
   operating expense, complexity of troubleshooting, etc., can be
   reduced.



   The main body of this document is organized as follows:



   o  Section 2 provides an overview of the TRILL active-active access
      issues and the reason that a virtual RBridge (RBv) is used to
      resolve the issues.



   o  Section 3 describes the concept of a virtual RBridge (RBv) and its
      pseudo-nickname.



   o  Section 4 describes how edge RBridges can support an RBv
      automatically and get a pseudo-nickname for the RBv.



   o  Section 5 discusses how to protect multi-destination traffic
      against disruption due to Reverse Forwarding Path (RPF) check
      failure, duplication, forwarding loops, etc.



   o  Section 6 covers the special processing of native frames and TRILL
      Data packets at member RBridges of an RBv (also referred to as an
      Active-Active Edge (AAE) RBridge group).



   o  Section 7 describes the MAC information synchronization among the
      member RBridges of an RBv.



   o  Section 8 discusses protection against downlink failure at a
      member RBridge.



   o  Section 9 lists the necessary TRILL code points and data
      structures for a pseudo-nickname AAE RBridge group.




1.1. Terminology and Acronyms

   This document uses the acronyms and terms defined in [RFC6325] and
   [RFC7379], as well as the following additional acronyms:



   AAE: Active-active Edge RBridge group.  A group of edge RBridges to

      which at least one Customer Equipment (CE) node is multiply
      attached with an LAALP.  AAE is also referred to as "edge group"
      or "virtual RBridge" in this document.



   Campus: A TRILL network consisting of TRILL switches, links, and

      possibly bridges bounded by end stations and IP routers.  For
      TRILL, there is no "academic" implication in the name "campus".



   CE: Customer Equipment (end station or bridge).  The device can be

      either physical or virtual equipment.



   Data Label: VLAN or Fine-Grained Label (FGL).



   DF: Designated Forwarder.



   DRNI: Distributed Resilient Network Interconnect.  A link aggregation

      specified in [802.1AX] that can provide an LAALP between (a) one,
      two, or three CEs and (b) two or three RBridges.



   E-L1FS: Extended Level 1 Flooding Scope [RFC7356].



   ESADI: End-Station Address Distribution Information.



   FGL: Fine-Grained Labeling or Fine-Grained Labeled or Fine-Grained

      Label [RFC7172].



   LAALP: Local Active-Active Link Protocol [RFC7379], e.g., MC-LAG

      or DRNI.



   MC-LAG: Multi-Chassis Link Aggregation.  Proprietary extensions of

      Link Aggregation [802.1AX] that can provide an LAALP between one
      CE and two or more RBridges.



   OE-flag: A flag used by a member RBridge of a given LAALP to tell

      other edge RBridges of this LAALP whether this LAALP is willing to
      share an RBv with other LAALPs that multiply attach to the same
      set of edge RBridges as the given LAALP does.  When this flag for
      an LAALP is 1, it means that the LAALP needs to be served by an
      RBv by itself and is not willing to share, that is, it should
      Occupy an RBv Exclusively (OE).



   RBv: Virtual RBridge.  An alias for "active-active edge RBridge

      group" in this document.



   vDRB: The Designated RBridge in an RBv.  It is responsible for

      deciding the pseudo-nickname for the RBv.



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].




2. Overview

   To minimize impact during failures and maximize available access
   bandwidth, Customer Equipment (referred to as "CE" in this document)
   may be multiply connected to the TRILL campus via multiple edge
   RBridges.



   Figure 1 shows such a typical deployment scenario, where CE1 attaches
   to RB1, RB2, ... RBk and treats all of the uplinks as an LAALP
   bundle.  RB1, RB2, ... RBk then constitute an AAE RBridge group for
   CE1 in this LAALP.  Even if a member RBridge or an uplink fails, CE1
   will still get frame forwarding service from the TRILL campus if
   there are still member RBridges and uplinks available in the AAE
   group.  Furthermore, CE1 can make flow-based load balancing across
   the available member links of the LAALP bundle in the AAE group when
   it communicates with other CEs across the TRILL campus [RFC7379].



              ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
             |                      |
             |     TRILL Campus     |
             |                      |
              ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
                  |       |    |
            +‑‑‑‑‑+       |    +‑‑‑‑‑‑‑‑+
            |             |             |
        +‑‑‑‑‑‑+      +‑‑‑‑‑‑+      +‑‑‑‑‑‑+
        |(RB1) |      |(RB2) |      | (RBk)|
        +‑‑‑‑‑‑+      +‑‑‑‑‑‑+      +‑‑‑‑‑‑+
          |..|          |..|          |..|
          |  +‑‑‑‑+     |  |          |  |
          |   +‑‑‑|‑‑‑‑‑|‑‑|‑‑‑‑‑‑‑‑‑‑+  |
          | +‑|‑‑‑|‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑+ |
          | | |   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ | |
LAALP1‑‑>(| | |)                    (| | |) <‑‑LAALPn
        +‑‑‑‑‑‑‑+    .  .  .       +‑‑‑‑‑‑‑+
        | CE1   |                  | CEn   |
        +‑‑‑‑‑‑‑+                  +‑‑‑‑‑‑‑+



         Figure 1: Active-Active Connection to TRILL Edge RBridges



   By design, an LAALP (say LAALP1) does not forward packets received on
   one member port to other member ports.  As a result, the TRILL Hello
   messages sent by one member RBridge (say RB1) via a port to CE1 will
   not be forwarded to other member RBridges by CE1.  That is to say,
   member RBridges will not see each other's Hellos via the LAALP.  So,
   every member RBridge of LAALP1 thinks of itself as Appointed
   Forwarder for all VLANs enabled on an LAALP1 link and can
   ingress/egress frames simultaneously in these VLANs [RFC6439].



   The simultaneous flow-based ingressing/egressing can cause some
   problems.  For example, simultaneous egressing of multi-destination
   traffic by multiple member RBridges will result in frame duplication
   at CE1 (see Section 3.1 of [RFC7379]); simultaneous ingressing of
   frames originated by CE1 for different flows in the same VLAN with
   the same source MAC address will result in MAC address flip-flopping
   at remote egress RBridges that have data-plane address learning
   enabled (see Section 3.3 of [RFC7379]).  The flip-flopping would in
   turn cause packet reordering in reverse traffic.



   Edge RBridges learn correspondences between a {Data Label and MAC
   address} and nickname by default when decapsulating TRILL Data
   packets (see Section 4.8.1 of [RFC6325], as updated by [RFC7172]).
   Assuming that the default data-plane learning is enabled at edge
   RBridges, MAC address flip-flopping can be solved by using a virtual
   RBridge together with its pseudo-nickname.  This document specifies a
   way to do so.




3. Virtual RBridge and Its Pseudo-Nickname

A virtual RBridge (RBv) represents a group of edge RBridges to which
at least one CE is multiply attached using an LAALP.  More precisely,
it represents a group of ports on the edge RBridges providing
end‑station service and the service provided to the CE(s) on these
ports, through which the CE(s) is multiply attached to the TRILL
campus using LAALP(s).  Such end‑station service ports are called RBv
ports; in contrast, other access ports at edge RBridges are called
regular access ports in this document.  RBv ports are always
LAALP connecting ports, but not vice versa (see Section 4.1).  For an
edge RBridge, if one or more of its end‑station service ports are
ports of an RBv, that RBridge is a member RBridge of that RBv.



   For the convenience of description, a virtual RBridge is also
   referred to as an Active-Active Edge (AAE) group in this document.
   In the TRILL campus, an RBv is identified by its pseudo-nickname,
   which is different from any RBridge's regular nickname(s).  An RBv
   has one and only one pseudo-nickname.  Each member RBridge (say RB1,
   RB2 ..., RBk) of an RBv (say RBvn) advertises RBvn's pseudo-nickname
   using a Nickname sub-TLV in its TRILL IS-IS LSP (Link State PDU)
   [RFC7176] and SHOULD do so with maximum priority of use (0xFF), along
   with their regular nickname(s).  (Maximum priority is recommended to
   avoid the disruption to an AAE group that would occur if the nickname
   were taken away by a higher-priority RBridge.)  Then, from these
   LSPs, other RBridges outside the AAE group know that RBvn is
   reachable through RB1 to RBk.



   A member RBridge (say RBi) loses its membership in RBvn when its last
   port in RBvn becomes unavailable due to failure, reconfiguration,
   etc.  RBi then removes RBvn's pseudo-nickname from its LSP and
   distributes the updated LSP as usual.  From those updated LSPs, other
   RBridges know that there is no path to RBvn through RBi now.



   When member RBridges receive native frames on their RBv ports and
   decide to ingress the frames into the TRILL campus, they use that
   RBv's pseudo-nickname instead of their own regular nicknames as the
   ingress nickname to encapsulate them into TRILL Data packets.  So,
   when these packets arrive at an egress RBridge, even if they are
   originated by the same end station in the same VLAN but ingressed by
   different member RBridges, no address flip-flopping is observed on
   the egress RBridge when decapsulating these packets.  (When a member
   RBridge of an AAE group ingresses a frame from a non-RBv port, it
   still uses its own regular nickname as the ingress nickname.)



   Since an RBv is not a physical node and no TRILL frames are forwarded
   between its ports via an LAALP, pseudonode LSP(s) MUST NOT be created
   for an RBv.  An RBv cannot act as a root when constructing
   distribution trees for multi-destination traffic, and its
   pseudo-nickname is ignored when determining the distribution tree
   root for the TRILL campus [RFC7783].  So, the tree root priority of
   the RBv's nickname MUST be set to 0, and this nickname MUST NOT be
   listed in the "s" nicknames (see Section 4.5 of [RFC6325]) by the
   RBridge holding the highest-priority tree root nickname.



   NOTE: In order to reduce the consumption of nicknames, especially in
   a large TRILL campus with lots of RBridges and/or active-active
   accesses, when multiple CEs attach to exactly the same set of edge
   RBridges via LAALPs, those edge RBridges should be considered a
   single RBv with a single pseudo-nickname.




4. Auto-Discovery of Member RBridges

   Edge RBridges connected to a CE via an LAALP can automatically
   discover each other with minimal configuration through the exchange
   of LAALP connection information.



   From the perspective of edge RBridges, a CE that connects to edge
   RBridges via an LAALP can be identified by the ID of the LAALP that
   is unique across the TRILL campus (for example, the MC-LAG or DRNI
   System ID [802.1AX]), which is referred to as an LAALP ID in this
   document.  On each such edge RBridge, the access port to such a CE is
   associated with an LAALP ID for the CE.  An LAALP is considered valid
   on an edge RBridge only if the RBridge still has an operational
   downlink to that LAALP.  For such an edge RBridge, it advertises a
   list of LAALP IDs for its valid local LAALPs to other edge RBridges
   via its E-L1FS FS-LSP(s) [RFC7356] [RFC7780].  Based on the LAALP IDs
   advertised by other RBridges, each RBridge can know which edge
   RBridges could constitute an AAE group (see Section 4.1 for more
   details).  One RBridge is then elected from the group to allocate an
   available nickname (the pseudo-nickname) for the group (see
   Section 4.2 for more details).




4.1. Discovering Member RBridge for an RBv

   Take Figure 2 as an example, where CE1 and CE2 multiply attach to
   RB1, RB2, and RB3 via LAALP1 and LAALP2, respectively; CE3 and CE4
   attach to RB3, and RB4 via LAALP3 and LAALP4, respectively.  Assume
   that LAALP3 is configured to occupy a virtual RBridge by itself.



                  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
                /                          \
               |       TRILL Campus         |
                \                          /
                  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
                   |    |             |  |
           +‑‑‑‑‑‑‑+    |             |  +‑‑‑‑‑‑‑‑‑‑+
           |            |             |             |
       +‑‑‑‑‑‑‑+     +‑‑‑‑‑‑‑+      +‑‑‑‑‑‑‑+     +‑‑‑‑‑‑‑+
       |  RB1  |     |  RB2  |      |  RB3  |     |  RB4  |
       +‑‑‑‑‑‑‑+     +‑‑‑‑‑‑‑+      +‑‑‑‑‑‑‑+     +‑‑‑‑‑‑‑+
         |   |        |   |          | | | |       |     |
         |   +‑‑‑‑‑‑‑‑|‑‑+ | +‑‑‑‑‑‑‑|‑+ | +‑‑‑‑‑‑‑|‑‑‑+ |
         | +‑‑‑‑‑‑‑‑‑‑+  | | |       |   |         |   | |
         | | +‑‑‑‑‑‑‑‑‑‑‑|‑|‑|‑‑‑‑‑‑‑+   | +‑‑‑‑‑‑‑+   | |
         | | |           | | |           | |           | |
LAALP1‑>(| | |) LAALP2‑>(| | |) LAALP3‑>(| |) LAALP4‑>(| |)
       +‑‑‑‑‑‑‑+      +‑‑‑‑‑‑‑+     +‑‑‑‑‑‑‑+      +‑‑‑‑‑‑‑+
       |  CE1  |      |  CE2  |     |  CE3  |      |  CE4  |
       +‑‑‑‑‑‑‑+      +‑‑‑‑‑‑‑+     +‑‑‑‑‑‑‑+      +‑‑‑‑‑‑‑+



                Figure 2: Different LAALPs to TRILL Campus



   RB1 and RB2 advertise {LAALP1, LAALP2} in the PN-LAALP-Membership
   APPsub-TLV (see Section 9.1 for more details) via their TRILL E-L1FS
   FS-LSPs, respectively; RB3 announces {LAALP1, LAALP2, LAALP3,
   LAALP4}, and RB4 announces {LAALP3, LAALP4}, respectively.



   An edge RBridge is called an "LAALP related RBridge" if it has at
   least one LAALP configured on an access port.  On receipt of the
   PN-LAALP-Membership APPsub-TLVs, RBn ignores them if it is not an
   LAALP related RBridge; otherwise, RBn SHOULD use the LAALP
   information contained in the sub-TLVs, along with its own
   PN-LAALP-Membership APPsub-TLVs, to decide which RBv(s) it should
   join and which edge RBridges constitute each such RBv.  Based on the
   information received, each of the four RBridges knows the following:



LAALP ID    OE‑flag    Set of edge RBridges
‑‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
LAALP1      0          {RB1, RB2, RB3}
LAALP2      0          {RB1, RB2, RB3}
LAALP3      1          {RB3, RB4}
LAALP4      0          {RB3, RB4}



   where the OE-flag indicates whether a given LAALP is willing to share
   an RBv with other LAALPs that multiply attach to the same set of edge
   RBridges as the given LAALP does.



   For an LAALP (for example, LAALP3), if its OE-flag is one, it means
   that LAALP3 does not want to share, so it MUST Occupy an RBv
   Exclusively (OE).  Support of OE is optional.  RBridges that do not
   support OE ignore the OE-flag and act as if it were zero (see
   Section 11 ("Configuration Consistency")).



   Otherwise, the LAALP (for example, LAALP1) will share an RBv with
   other LAALPs if possible.  By default, this flag is set to zero.  For
   an LAALP, this flag is considered 1 if any edge RBridge advertises it
   as (value) 1 (see Section 9.1).



   In the above table, there might be some LAALPs that attach to a
   single RBridge due to misconfiguration or link failure, etc.  Those
   LAALPs are considered to be invalid entries.  Each of the LAALP
   related edge RBridges then performs the following algorithm to decide
   which valid LAALPs can be served by an RBv.



      Step 1: Take all the valid LAALPs that have their OE-flags set to

         1 out of the table and create an RBv for each such LAALP.



      Step 2: Sort the valid LAALPs left in the table in descending

         order based on the number of RBridges in their associated set
         of multihomed RBridges.  If several LAALPs have the same number
         of RBridges, these LAALPs are then ordered in ascending order
         in the proper places of the table, based on their LAALP IDs
         considered to be unsigned integers.  (For example, in the above
         table, both LAALP1 and LAALP2 have three member RBridges,
         assuming that the LAALP1 ID is smaller than the LAALP2 ID, so
         LAALP1 is followed by LAALP2 in the ordered table.)



      Step 3: Take the first valid LAALP (say LAALP_i) with the maximum

         set of RBridges, say S_i, out of the table and create a new RBv
         (say RBv_i) for it.



      Step 4: Walk through the remaining valid LAALPs in the table one

         by one, pick up all the valid LAALPs whose sets of multi-homed
         RBridges contain exactly the same RBridges as that of LAALP_i,
         and take them out of the table.  Then, appoint RBv_i as the
         servicing RBv for those LAALPs.



      Step 5: Repeat Steps 3 and 4 for any LAALPs left, until all the

         valid entries in the table are associated with an RBv.



   After performing the above steps, all the four RBridges know that
   LAALP3 is served by an RBv, say RBv1, which has RB3 and RB4 as member
   RBridges; LAALP1 and LAALP2 are served by another RBv, say RBv2,
   which has RB1, RB2, and RB3 as member RBridges; and LAALP4 is served
   by RBv3, which has RB3 and RB4 as member RBridges, shown as follows:



RBv    Serving LAALPs       Member RBridges
‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
RBv1   {LAALP3}             {RB3, RB4}
RBv2   {LAALP1, LAALP2}     {RB1, RB2, RB3}
RBv3   {LAALP4}             {RB3, RB4}



   In each RBv, one of the member RBridges is elected as the vDRB
   (referred to in this document as the Designated RBridge of the RBv).
   Then, this RBridge picks up an available nickname as the
   pseudo-nickname for the RBv and announces it to all other member
   RBridges of the RBv via its TRILL E-L1FS FS-LSPs (refer to
   Section 9.2 for the relative extended sub-TLVs).




4.2. Selection of Pseudo-Nickname for an RBv

   As described in Section 3, in the TRILL campus, an RBv is identified
   by its pseudo-nickname.  In an AAE group, one member RBridge is
   elected for the duty of selecting a pseudo-nickname for this RBv;
   this RBridge will be the vDRB.  The winner in the group is the
   RBridge with the largest IS-IS System ID considered to be an unsigned
   integer.  Then, based on its TRILL IS-IS link-state database and the
   potential pseudo-nickname(s) reported in the PN-LAALP-Membership
   APPsub-TLVs by other member RBridges of this RBv (see Section 9.1 for
   more details), the vDRB selects an available nickname as the
   pseudo-nickname for this RBv and advertises it to the other RBridges
   via its E-L1FS FS-LSP(s) (see Section 9.2 and [RFC7780]).  Except as
   provided below, the selection of a nickname to use as the
   pseudo-nickname follows the usual TRILL rules given in [RFC6325], as
   updated by [RFC7780].



   To reduce the traffic disruption caused by the changing of nicknames,
   if possible, the vDRB SHOULD attempt to reuse the pseudo-nickname
   recently used by the group when selecting nickname for the RBv.  To
   help the vDRB to do so, each LAALP related RBridge advertises a
   reusing pseudo-nickname for each of its LAALPs in its
   PN-LAALP-Membership APPsub-TLV if it has used such a pseudo-nickname
   for that LAALP recently.  Although it is up to the implementation of
   the vDRB as to how to treat the reusing pseudo-nicknames, the
   following are RECOMMENDED:



   o  If there are multiple available reusing pseudo-nicknames that are
      reported by all the member RBridges of some LAALPs in this RBv,
      the available one that is reported by the largest number of such
      LAALPs is chosen as the pseudo-nickname for this RBv.  If a tie
      exists, the reusing pseudo-nickname with the smallest value
      considered to be an unsigned integer is chosen.



   o  If only one reusing pseudo-nickname is reported, it SHOULD be
      chosen if available.



   If there is no available reusing pseudo-nickname reported, the vDRB
   selects a nickname by its usual method.



   The selected pseudo-nickname is then announced by the vDRB to other
   member RBridges of this RBv in the PN-RBv APPsub-TLV (see
   Section 9.2).




5. Distribution Trees and Designated Forwarder

   In an AAE group, as each of the member RBridges thinks it is the
   Appointed Forwarder for VLAN x, without changes made for
   active-active connection support, they would all ingress frames into,
   and egress frames from, the TRILL campus for all VLANs.  For
   multi-destination frames, more than one member RBridge ingressing
   them may cause some of the resulting TRILL Data packets to be
   discarded due to failure of the Reverse Path Forwarding (RPF) check
   on other RBridges; for multi-destination traffic, more than one
   RBridge egressing it may cause local CE(s) to receive duplicate
   frames.  Furthermore, in an AAE group, a multi-destination frame sent
   by a CE (say CEi) may be ingressed into the TRILL campus by one
   member RBridge, and another member RBridge will then receive it from
   the TRILL campus and egress it to CEi; this will result in loopback
   of the frame for CEi.  These problems are all described in [RFC7379].
   In the following subsections, the first two issues are discussed in
   Sections 5.1 and 5.2, respectively; the third issue is discussed in
   Section 5.3.




5.1. Different Trees for Different Member RBridges

   In TRILL, RBridges normally use distribution trees to forward
   multi-destination frames.  (Under some circumstances, they can be
   unicast, as specified in [RFC7172].)  An RPF check, along with other
   types of checks, is used to avoid temporary multicast loops during
   topology changes (Section 4.5.2 of [RFC6325]).  The RPF check
   mechanism only accepts a multi-destination frame ingressed by an
   RBridge (say RBi) and forwarded on a distribution tree if it arrives
   at another RBridge (say RBn) on the expected port.  If the frame
   arrives on any other port, the frame MUST be dropped.



   To avoid address flip-flopping on remote RBridges, member RBridges
   use the RBv's pseudo-nickname instead of their regular nicknames as
   the ingress nickname to ingress native frames, including
   multi-destination frames.  From the view of other RBridges, these
   frames appear as if they were ingressed by the RBv.  When
   multi-destination frames of different flows are ingressed by
   different member RBridges of an RBv and forwarded along the same
   distribution tree, they may arrive at RBn on different ports.  Some
   of them will violate the RPF check principle at RBn and be dropped,
   which will result in lost traffic.



   In an RBv, if a different member RBridge uses different distribution
   trees to ingress multi-destination frames, the RPF check violation
   issue can be fixed.  The Coordinated Multicast Trees (CMT) document
   [RFC7783] proposes such an approach and makes use of the Affinity
   sub-TLV defined in [RFC7176] to tell other RBridges which trees a
   member RBridge (say RBi) may choose when ingressing multi-destination
   frames; all RBridges in the TRILL campus can then calculate RPF check
   information for RBi on those trees, taking the tree affinity
   information into account [RFC7783].



This document uses the approach proposed in [RFC7783] to fix the
RPF check violation issue.  Please refer to [RFC7783] for more
details regarding this approach.




5.2. Designated Forwarder for Member RBridges

   Take Figure 3 as an example, where CE1 and CE2 are served by an RBv
   that has RB1 and RB2 as member RBridges.  In VLAN x, the three CEs
   can communicate with each other.



        ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
      /                       \    +‑‑‑‑‑+
     |       TRILL Campus      |‑‑‑| RBn |
      \                       /    +‑‑‑‑‑+
       ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
           |             |
      +‑‑‑‑+             +‑‑‑‑‑‑+
      |                         |
 +‑‑‑‑‑‑‑‑‑+                +‑‑‑‑‑‑‑‑+
 |   RB1   |                |   RB2  |
 | oooooooo|oooooooooooooooo|ooooo   |
 +o‑‑‑‑‑‑‑‑+    RBv         +‑‑‑‑‑o‑‑+
   o|oooo|oooooooooooooooooooo|o|o  |
    | +‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ |   |
    | |  +‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑+   |
   (| |)<‑LAALP1  (| |)<‑LAALP2     |
+‑‑‑‑‑‑‑+       +‑‑‑‑‑‑‑+      +‑‑‑‑‑‑‑+
|  CE1  |       |  CE2  |      |  CE3  |
+‑‑‑‑‑‑‑+       +‑‑‑‑‑‑‑+      +‑‑‑‑‑‑‑+



         Figure 3: A Topology with Multihomed and Single-Homed CEs



   When a remote RBridge (say RBn) sends a multi-destination TRILL Data
   packet in VLAN x (or the FGL that VLAN x maps to, if the packet is
   FGL), both RB1 and RB2 will receive it.  As each of them thinks it is
   the Appointed Forwarder for VLAN x, without changes made for
   active-active connection support, they would both forward the frame
   to CE1/CE2.  As a result, CE1/CE2 would receive duplicate copies of
   the frame through this RBv.



In another case, assume that CE3 is single‑homed to RB2.  When it
transmits a native multi‑destination frame onto link CE3‑RB2 in
VLAN x, the frame can be locally replicated to the ports to CE1/CE2,
and also encapsulated into TRILL Data packet and ingressed into the
TRILL campus.  When the packet arrives at RB1 across the TRILL
campus, it will be egressed to CE1/CE2 by RB1.  CE1/CE2 then receives
duplicate copies from RB1 and RB2.



   In this document, the Designated Forwarder (DF) for a VLAN is
   introduced to avoid duplicate copies.  The basic idea of the DF is to
   elect one RBridge per VLAN from an RBv to egress multi-destination
   TRILL Data traffic and replicate locally received multi-destination
   native frames to the CEs served by the RBv.



   Note that the DF has an effect only on the egressing/replicating of
   multi-destination traffic.  It has no effect on the ingressing,
   forwarding, or egressing of unicast frames.  Furthermore, the DF
   check is performed only for RBv ports, not on regular access ports.



   Each RBridge in an RBv elects a DF using the same algorithm; this
   guarantees that, per VLAN, the same RBridge is elected as the DF by
   all members of the RBv.



   If we assume that there are m LAALPs and k member RBridges in an RBv,
   then (1) each LAALP is referred to as "LAALPi", where 0 <= i < m, and
   (2) each RBridge is referred to as "RBj", where 0 <= j < k.  The DF
   election algorithm per VLAN is as follows:



      Step 1: For LAALPi, sort all the RBridges in numerically ascending

         order based on SHA-256(System IDj | LAALP IDi) considered to be
         an unsigned integer, where SHA-256 is the hash function
         specified in [RFC6234], "System IDj" is the 6-byte IS-IS System
         ID of RBj, "|" means concatenation, and "LAALP IDi" is the
         LAALP ID for LAALPi.  The System ID and LAALP ID are considered
         to be byte strings.  In the case of a tie, the tied RBridges
         are sorted in numerically ascending order by their System IDs
         considered to be unsigned integers.



      Step 2: Each RBridge in the numerically sorted list is assigned a

         monotonically increasing number j, such that increasing number
         j corresponds to its position in the sorted list, i.e., the
         first RBridge (the one with the smallest SHA-256(System ID |
         LAALP ID)) is assigned zero and the last is assigned k-1.



      Step 3: For each VLAN ID n, choose the RBridge whose number equals

         (n mod k) as the DF.



      Step 4: Repeat Steps 1-3 for the remaining LAALPs until there is a

         DF per VLAN per LAALP in the RBv.



   For any multi-destination native frames of VLAN x that are received,
   if RBi is an LAALP attached RBridge, there are three cases where RBi
   replicates the multi-destination frame, as follows:



      1) Local replication of the frame to regular (non-AAE) access
         ports as per [RFC6325] (and [RFC7172] for FGL).



2) RBv ports associated with the same pseudo‑nickname as that of
   the incoming port, no matter whether RBi is the DF for the
   frame's VLAN on the outgoing ports, except that the frame
   MUST NOT be replicated back to the incoming port.  RBi cannot
   simply depend on the DF to forward the multi‑destination frame
   back into the AAEs associated with the pseudo‑nickname, as that
   would cause the source CE to get the frame back, which is a
   violation of basic Ethernet properties.  The DF will not
   forward such a frame back into the AAE due to ingress nickname
   filtering as described in Section 5.3.



      3) RBv ports on which RBi is the DF for the frame's VLAN while
         they are associated with different pseudo-nickname(s) than that
         of the incoming port.



   For any multi-destination TRILL Data packets that are received, RBi
   MUST NOT egress it out of the RBv ports where it is not the DF for
   the frame's Inner.VLAN (or for the VLAN corresponding to the
   Inner.Label if the packet is an FGL one).  Otherwise, whether or not
   to egress it out of such ports is further subject to the filtering
   check result of the frame's ingress nickname on these ports (see
   Section 5.3).




5.3. Ingress Nickname Filtering

As shown in Figure 3, CE1 may send multi‑destination traffic in
VLAN x to the TRILL campus via a member RBridge (say RB1).  The
traffic is then TRILL‑encapsulated by RB1 and delivered through the
TRILL campus to multi‑destination receivers.  RB2 may receive the
traffic and egress it back to CE1 if it is the DF for VLAN x on the
port to LAALP1.  The traffic then loops back to CE1 (see Section 3.2
of [RFC7379]).



   To fix the above issue, this document requires an ingress nickname
   filtering check.  The idea is to check the ingress nickname of a
   multi-destination TRILL Data packet before egressing a copy of it out
   of an RBv port.  If the ingress nickname matches the pseudo-nickname
   of the RBv (associated with the port), the filtering check should
   fail and the copy MUST NOT be egressed out of that RBv port.
   Otherwise, the copy is egressed out of that port if it has also
   passed other checks, such as the Appointed Forwarder check described
   in Section 4.6.2.5 of [RFC6325] and the DF check described in
   Section 5.2.



   Note that this ingress nickname filtering check has no effect on the
   multi-destination native frames that are received on access ports and
   replicated to other local ports (including RBv ports), since there is
   no ingress nickname associated with such frames.  Furthermore, for
   the RBridge regular access ports, there is no pseudo-nickname
   associated with them, so no ingress nickname filtering check is
   required on those ports.



   More details of data packet processing on RBv ports are given in the
   next section.




6. TRILL Traffic Processing

   This section provides more details of native frame and TRILL Data
   packet processing as it relates to the RBv's pseudo-nickname.




6.1. Ingressing Native Frames

   When RB1 receives a unicast native frame from one of its ports that
   has end-station service enabled, it processes the frame as described
   in Section 4.6.1.1 of [RFC6325], with the following exception:



   o  If the port is an RBv port, RB1 uses the RBv's pseudo-nickname
      instead of one of its regular nickname(s) as the ingress nickname
      when doing TRILL encapsulation on the frame.



When RB1 receives a native multi‑destination (broadcast,
unknown unicast, or multicast) frame from one of its access ports
(including regular access ports and RBv ports), it processes the
frame as described in Section 4.6.1.2 of [RFC6325], with the
following exceptions:



   o  If the incoming port is an RBv port, RB1 uses the RBv's
      pseudo-nickname instead of one of its regular nickname(s) as the
      ingress nickname when doing TRILL encapsulation on the frame.



   o  For the copies of the frame replicated locally to RBv ports, there
      are two cases, as follows:



      - If the outgoing port(s) is associated with the same
        pseudo-nickname as that of the incoming port but not with the
        same LAALP as the incoming port, the copies are forwarded out of
        that outgoing port(s) after passing the Appointed Forwarder
        check for the frame's VLAN.  That is to say, the copies are
        processed on such port(s), as discussed in Section 4.6.1.2 of
        [RFC6325].



      - Else, the Designated Forwarder (DF) check is also made on the
        outgoing ports for the frame's VLAN after the Appointed
        Forwarder check, and the copies are not output through any ports
        that failed the DF check (i.e., RB1 is not the DF for the
        frame's VLAN on the ports).  Otherwise, the copies are forwarded
        out of the outgoing ports that pass both the Appointed Forwarder
        check and the DF check (see Section 5.2).



   For any such frames received, the MAC address information learned by
   observing it, together with the LAALP ID of the incoming port, SHOULD
   be shared with other member RBridges in the group (see Section 7).




6.2. Egressing TRILL Data Packets

   This section describes egress processing of the TRILL Data packets
   received on an RBv member RBridge (say RBn).  Section 6.2.1 describes
   the egress processing of unicast TRILL Data packets, and
   Section 6.2.2 specifies the egressing of multi-destination TRILL Data
   packets.




6.2.1. Unicast TRILL Data Packets

   When receiving a unicast TRILL Data packet, RBn checks the egress
   nickname in the TRILL Header of the packet.  If the egress nickname
   is one of RBn's regular nicknames, the packet is processed as defined
   in Section 4.6.2.4 of [RFC6325].



   If the egress nickname is the pseudo-nickname of a local RBv, RBn is
   responsible for learning the source MAC address, unless data-plane
   learning has been disabled.  The learned {Inner.MacSA, Data Label,
   ingress nickname} triplet SHOULD be shared within the AAE group as
   described in Section 7.



   The packet is then decapsulated to its native form.  The Inner.MacDA
   and Data Label are looked up in RBn's local forwarding tables, and
   one of the three following cases will occur.  RBn uses the first case
   that applies and ignores the remaining cases:



   o  If the destination end station identified by the Inner.MacDA and
      Data Label is on a local link, the native frame is sent onto that
      link with the VLAN from the Inner.VLAN or VLAN corresponding to
      the Inner.Label if the packet is FGL.



   o  Else if RBn can reach the destination through another member
      RBridge (say RBk), it tunnels the native frame to RBk by
      re-encapsulating it into a unicast TRILL Data packet and sends it
      to RBk.  RBn uses RBk's regular nickname instead of the
      pseudo-nickname as the egress nickname for the re-encapsulation,
      and the ingress nickname remains unchanged (somewhat similar to
      Section 2.4.2.1 of [RFC7780]).  If the Hop Count value of the
      packet is too small for it to reach RBk safely, RBn SHOULD
      increase that value properly in doing the re-encapsulation.
      (NOTE: When receiving that re-encapsulated TRILL Data packet, as
      the egress nickname of the packet is RBk's regular nickname rather
      than the pseudo-nickname of a local RBv, RBk will process it per
      Section 4.6.2.4 of [RFC6325] and will not re-forward it to another
      RBridge.)



   o  Else, RBn does not know how to reach the destination; it sends the
      native frame out of all the local ports on which it is Appointed
      Forwarder for the Inner.VLAN (or Appointed Forwarder for the VLAN
      into which the Inner.Label maps on that port for an FGL TRILL Data
      packet [RFC7172]).




6.2.2. Multi-Destination TRILL Data Packets

   When RB1 receives a multi-destination TRILL Data Packet, it checks
   and processes the packet as described in Section 4.6.2.5 of
   [RFC6325], with the following exception:



   o  On each RBv port where RBn is the Appointed Forwarder for the
      packet's Inner.VLAN (or for the VLAN to which the packet's
      Inner.Label maps on that port if it is an FGL TRILL Data packet),
      the DF check (see Section 5.2) and the ingress nickname filtering
      check (see Section 5.3) are further performed.  For such an RBv
      port, if either the DF check or the filtering check fails, the
      frame MUST NOT be egressed out of that port.  Otherwise, it can be
      egressed out of that port.




7. MAC Information Synchronization in Edge Group

   An edge RBridge, say RB1 in LAALP1, may have learned a correspondence
   between a {Data Label and MAC address} and nickname for a remote host
   (say h1) when h1 sends a packet to CE1.  The returning traffic from
   CE1 may go to another member RBridge of LAALP1 (for example, RB2).
   RB2 may not have that correspondence stored.  Therefore, it has to do
   the flooding for unknown unicast.  Such flooding is unnecessary,
   since the returning traffic is almost always expected and RB1 had
   learned the address correspondence.  To avoid the unnecessary
   flooding, RB1 SHOULD share the correspondence with other RBridges of
   LAALP1.  RB1 synchronizes the correspondence by using the
   MAC-Reachability (MAC-RI) sub-TLV [RFC6165] in its ESADI-LSPs
   [RFC7357].



   On the other hand, RB2 has learned the MAC address and Data Label of
   CE1 when CE1 sends a frame to h1 through RB2.  The returning traffic
   from h1 may go to RB1.  RB1 may not have CE1's MAC address and Data
   Label stored even though it is in the same LAALP for CE1 as RB2.
   Therefore, it has to flood the traffic out of all its access ports
   where it is Appointed Forwarder for the VLAN (see Section 6.2.1) or
   the VLAN the FGL maps to on that port if the packet is FGL.  Such
   flooding is unnecessary, since the returning traffic is almost always
   expected and RB2 had learned CE1's MAC and Data Label information.
   To avoid that unnecessary flooding, RB2 SHOULD share the MAC address
   and Data Label with other RBridges of LAALP1.  RB2 synchronizes the
   MAC address and Data Label by enclosing the relative MAC-RI TLV
   within a pair of boundary TRILL APPsub-TLVs for LAALP1 (see
   Section 9.3) in its ESADI-LSP [RFC7357].  After receiving the
   enclosed MAC-RI TLVs, the member RBridges of LAALP1 (i.e., LAALP1
   related RBridges) treat the MAC address and Data Label as if it were
   learned by them locally on their member port of LAALP1; the LAALP1
   unrelated RBridges just ignore LAALP1's boundary APPsub-TLVs and
   treat the MAC address and Data Label as specified in [RFC7357].
   Furthermore, in order to make the LAALP1 unrelated RBridges know that
   the MAC and Data Label are reachable through the RBv that provides
   service to LAALP1, the Topology-ID/Nickname field of the MAC-RI TLV
   SHOULD carry the pseudo-nickname of the RBv, rather than a zero value
   or one of the originating RBridge's (i.e., RB2's) regular nicknames.




8. Member Link Failure in an RBv

   As shown in Figure 4, suppose that the link RB1-CE1 fails.  Although
   a new RBv will be formed by RB2 and RB3 to provide active-active
   service for LAALP1 (see Section 5), the unicast traffic to CE1 might
   still be forwarded to RB1 before the remote RBridge learns that CE1
   is attached to the new RBv.  That traffic might be disrupted by the
   link failure.  Section 8.1 discusses failure protection in this
   scenario.



   However, multi-destination TRILL Data packets can reach all member
   RBridges of the new RBv and be egressed to CE1 by either RB2 or RB3
   (i.e., the new DF for the traffic's Inner.VLAN or the VLAN the
   packet's Inner.Label maps to in the new RBv).  Although there might
   be a transient hang time between failure and the establishment of the
   new RBv, special actions to protect against downlink failure for such
   multi-destination packets are not needed.



      ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
    /                    \
   |     TRILL Campus     |
    \                    /
     ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
         |     |     |
     +‑‑‑+     |     +‑‑‑‑+
     |         |          |
 +‑‑‑‑‑‑+     +‑‑‑‑‑‑+   +‑‑‑‑‑‑+
 | RB1  |     | RB2  |   | RB3  |
 ooooooo|ooooo|oooooo|ooo|ooooo |
o+‑‑‑‑‑‑+ RBv +‑‑‑‑‑‑+   +‑‑‑‑‑o+
 o|oooo|ooooooo|oooo|ooooo|oo|o
  |    |       |  +‑|‑‑‑‑‑+  |
 \|/+‑‑|‑‑‑‑‑‑‑+  | +‑‑‑‑‑‑+ |
‑ B |  +‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑+ | |
 /|\| +‑‑‑‑‑‑‑‑‑‑‑+      | | |
 (| | |)<‑‑LAALP1       (| | |)<‑‑LAALP2
+‑‑‑‑‑‑‑+              +‑‑‑‑‑‑‑+
|  CE1  |              |  CE2  |
+‑‑‑‑‑‑‑+              +‑‑‑‑‑‑‑+



          B - Failed Link or Link Bundle



               Figure 4: A Multi-Homed CE with a Failed Link




8.1. Link Protection for Unicast Frame Egressing

When the link CE1‑RB1 fails, RB1 loses its direct connection to CE1.
The MAC entry through the failed link to CE1 is removed from RB1's
local forwarding table immediately.  Another MAC entry learned from
another member RBridge of LAALP1 (for example, RB2, since it is still
a member RBridge of LAALP1) is installed into RB1's forwarding table
(see Section 9.3).  In that new entry, RB2 (identified by one of its
regular nicknames) is the egress RBridge for CE1's MAC address.
Then, when a TRILL Data packet to CE1 is delivered to RB1, it can be
tunneled to RB2 after being re‑encapsulated (the ingress nickname
remains unchanged and the egress nickname is replaced by RB2's
regular nickname) based on the above installed MAC entry (see
bullet 2 in Section 6.2.1).  RB2 then receives the frame and egresses
it to CE1.



   After failure recovery, RB1 learns that it can reach CE1 via link
   CE1-RB1 again by observing CE1's native frames or from the MAC
   information synchronization by member RBridge(s) of LAALP1 as
   described in Section 7.  It then restores the MAC entry to its
   previous one and downloads it to its data-plane "fast path" logic.




9. TLV Extensions for Edge RBridge Group

   The following subsections specify the APPsub-TLVs needed to support
   pseudo-nickname edge groups.




9.1. PN-LAALP-Membership APPsub-TLV

   This APPsub-TLV is used by an edge RBridge to announce its associated
   pseudo-nickname LAALP information.  It is defined as a sub-TLV of the
   TRILL GENINFO TLV [RFC7357] and is distributed in E-L1FS FS-LSPs
   [RFC7780].  It has the following format:



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  Type = PN‑LAALP‑Membership   |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  Length                       |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...+‑+
|  LAALP RECORD(1)                          |  (variable)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...+‑+
.                                           .
.                                           .
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...+‑+
|  LAALP RECORD(n)                          |  (variable)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...+‑+



          Figure 5: PN-LAALP-Membership Advertisement APPsub-TLV



   where each LAALP RECORD has the following form:



        0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 ..
      +‑‑+‑+‑+‑+‑+‑+‑+‑+
      |OE|     RESV    |                  (1 byte)
      +‑‑+‑+‑+‑+‑+‑+‑+‑+
      |  Size          |                  (1 byte)
      +‑‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
      |  Reusing Pseudo‑Nickname      |  (2 bytes)
      +‑‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...+‑+
      |  LAALP ID                                  |  (variable)
      +‑‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...+‑+

o  PN‑LAALP‑Membership (2 bytes): Defines the type of this
   sub‑TLV, 2.



   o  Length (2 bytes): The sum of the lengths of the LAALP RECORDs.



   o  OE (1 bit): A flag indicating whether or not the LAALP wants to
      occupy an RBv by itself; 1 for occupying by itself (or Occupying
      Exclusively (OE)).  By default, it is set to 0 on transmit.  This
      bit is used for edge RBridge group auto-discovery (see
      Section 4.1).  For any one LAALP, the values of this flag might
      conflict in the LSPs advertised by different member RBridges of
      that LAALP.  In that case, the flag for that LAALP is considered
      to be 1.



   o  RESV (7 bits): MUST be transmitted as zero and ignored on receipt.



o  Size (1 byte): Size of the remaining part of the LAALP RECORD
   (2 plus the length of the LAALP ID).



   o  Reusing Pseudo-Nickname (2 bytes): Suggested pseudo-nickname of
      the AAE group serving the LAALP.  If the LAALP is not served by
      any AAE group, this field MUST be set to zero.  It is used by the
      originating RBridge to help the vDRB to reuse the previous
      pseudo-nickname of an AAE group (see Section 4.2).



   o  LAALP ID (variable): The ID of the LAALP.  See Section 9.4.



   On receipt of such an APPsub-TLV, if RBn is not an LAALP related edge
   RBridge, it ignores the sub-TLV; otherwise, it parses the sub-TLV.
   When new LAALPs are found or old ones are withdrawn compared to its
   old copy, and they are also configured on RBn, RBn performs the
   "Member RBridges Auto-Discovery" procedure described in Section 4.




9.2. PN-RBv APPsub-TLV

   The PN-RBv APPsub-TLV is used by a Designated RBridge of a virtual
   RBridge (vDRB) to dictate the pseudo-nickname for the LAALPs served
   by the RBv.  It is defined as a sub-TLV of the TRILL GENINFO TLV
   [RFC7357] and is distributed in E-L1FS FS-LSPs [RFC7780].  It has the
   following format:



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type = PN‑RBv                 |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Length                        |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| RBv's Pseudo‑Nickname         |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| LAALP ID Size |  (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...+‑+
| LAALP ID (1)                                |  (variable)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...+‑+
.                                             .
.                                             .
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...+‑+
| LAALP ID (n)                                |  (variable)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...+‑+



   o  PN-RBv (2 bytes): Defines the type of this sub-TLV, 3.



   o  Length (2 bytes): 3+n*k bytes, where there are n LAALP IDs, each
      of size k bytes.  k is found in the LAALP ID Size field below.  If
      Length is not 3 plus an integer times k, the sub-TLV is corrupt
      and MUST be ignored.



   o  RBv's Pseudo-Nickname (2 bytes): The appointed pseudo-nickname for
      the RBv that serves the LAALPs listed in the following fields.



   o  LAALP ID Size (1 byte): The size of each of the following LAALP
      IDs in this sub-TLV.  8 if the LAALPs listed are MC-LAGs or DRNI
      (Section 6.3.2 of [802.1AX]).  The value in this field is the k
      value that appears in the formula for Length above.



   o  LAALP ID (LAALP ID Size bytes): The ID of the LAALP.  See
      Section 9.4.



This sub‑TLV may occur multiple times with the same RBv
pseudo‑nickname; this means that all of the LAALPs listed are
identified by that pseudo‑nickname.  For example, if there are
LAALP IDs of different length, then the LAALP IDs of each size would
have to be listed in a separate sub‑TLV.



   Because a PN-RBv APPsub-TLV is distributed as part of the application
   link state by using the E-L1FS FS-LSP [RFC7780], creation, changes to
   contents, or withdrawal of a PN-RBv APPsub-TLV is accomplished by the
   Designated RBridge updating and flooding an E-L1FS PDU.



   On receipt of such a sub-TLV, if RBn is not an LAALP related edge
   RBridge, it ignores the sub-TLV.  Otherwise, if RBn is also a member
   RBridge of the RBv identified by the list of LAALPs, it associates
   the pseudo-nickname with the ports of these LAALPs and downloads the
   association to data-plane fast path logic.  At the same time, RBn
   claims the RBv's pseudo-nickname across the campus and announces the
   RBv as its child on the corresponding tree or trees using the
   Affinity sub-TLV [RFC7176] [RFC7783].




9.3. PN-MAC-RI-LAALP Boundary APPsub-TLVs

   In this document, two APPsub-TLVs are used as boundary APPsub-TLVs
   for an edge RBridge to enclose the MAC-RI TLV(s) containing the MAC
   address information learned from the local port of an LAALP when this
   RBridge wants to share the information with other edge RBridges.
   They are defined as TRILL APPsub-TLVs [RFC7357].  The
   PN-MAC-RI-LAALP-INFO-START APPsub-TLV has the following format:



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|Type=PN‑MAC‑RI‑LAALP‑INFO‑START| (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Length                        | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...+‑+‑+‑+‑+‑+‑+
| LAALP ID                                 | (variable)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...+‑+‑+‑+‑+‑+‑+



   o  PN-MAC-RI-LAALP-INFO-START (2 bytes): Defines the type of this
      sub-TLV, 4.



   o  Length (2 bytes): The size of the following LAALP ID.  8 if the
      LAALP listed is an MC-LAG or DRNI.



   o  LAALP ID (variable): The ID of the LAALP (see Section 9.4).



   The PN-MAC-RI-LAALP-INFO-END APPsub-TLV is defined as follows:



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type=PN‑MAC‑RI‑LAALP‑INFO‑END | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Length                        | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   o  PN-MAC-RI-LAALP-INFO-END (2 bytes): Defines the type of this
      sub-TLV, 5.



   o  Length (2 bytes): 0.



   This pair of APPsub-TLVs can be carried multiple times in an
   ESADI-LSP and in multiple ESADI-LSPs.  When an LAALP related edge
   RBridge (say RBn) wants to share with other edge RBridges the MAC
   addresses learned on its local ports of different LAALPs, it uses one
   or more pairs of such APPsub-TLVs for each such LAALP in its
   ESADI-LSPs.  Each encloses the MAC-RI TLVs containing the MAC
   addresses learned from a specific LAALP.  Furthermore, if the LAALP
   is served by a local RBv, the value of the Topology-ID/Nickname field
   in the relative MAC-RI TLVs SHOULD be the pseudo-nickname of the RBv,
   rather than one of RBn's regular nicknames or a zero value.  Then, on
   receipt of such a MAC-RI TLV, remote RBridges know that the contained
   MAC addresses are reachable through the RBv.



   On receipt of such boundary APPsub-TLVs, when the edge RBridge is not
   an LAALP related one or cannot recognize such sub-TLVs, it ignores
   them and continues to parse the enclosed MAC-RI TLVs per [RFC7357].
   Otherwise, the recipient parses the boundary APPsub-TLVs.  The
   PN-MAC-RI-LAALP-INFO-START / PN-MAC-RI-LAALP-INFO-END pair MUST occur
   within one TRILL GENINFO TLV.  If an END is encountered without any
   previous START in the ESADI-LSP, the END APPsub-TLV is ignored.
   After encountering a START, if the end of the ESADI-LSP is reached
   without encountering an END, then the end of the ESADI-LSP is treated
   as if it were a PN-MAC-RI-LAALP-INFO-END.  The boundary APPsub-TLVs
   and TLVs between them are handled as follows:



   1) If the edge RBridge is configured with the contained LAALP and the
      LAALP is also enabled locally, it treats all the MAC addresses
      contained in the following MC-RI TLVs enclosed by the
      corresponding pair of boundary APPsub-TLVs as if they were learned
      from its local port of that LAALP;



   2) Else, it ignores these boundary APPsub-TLVs and continues to parse
      the following MAC-RI TLVs per [RFC7357] until another pair of
      boundary APPsub-TLVs is encountered.




9.4. LAALP IDs

   The LAALP ID identifies an AAE RBridge group in the TRILL campus and
   thus MUST be unique across the campus.  In all of the APPsub-TLVs
   specified above, the length of the LAALP ID can be determined from a
   size field.  If that length is 8 bytes, the LAALP ID is an MC-LAG or
   DRNI identifier as specified in Section 6.3.2 of [802.1AX].  The
   meaning and structure of LAALP IDs of other lengths are reserved and
   may be specified in future documents.




10. OAM Packets

   Attention must be paid when generating Operations, Administration,
   and Maintenance (OAM) packets.  To ensure that the response messages
   can return to the originating member RBridge of an RBv, a
   pseudo-nickname cannot be used as the ingress nickname in TRILL OAM
   messages, except in the response to an OAM message that has that
   RBv's pseudo-nickname as the egress nickname.  For example, assume
   that RB1 is a member RBridge of RBvi.  RB1 cannot use RBvi's
   pseudo-nickname as the ingress nickname when originating OAM
   messages; otherwise, the responses to the messages may be delivered
   to another member RBridge of RBvi rather than RB1.  But when RB1
   responds to the OAM message with RBvi's pseudo-nickname as the egress
   nickname, it can use that pseudo-nickname as the ingress nickname in
   the response message.



   Since RBridges cannot use OAM messages for the learning of MAC
   addresses (Section 3.2.1 of [RFC7174]), it will not lead to MAC
   address flip-flopping at a remote RBridge, even though RB1 uses its
   regular nicknames as ingress nicknames in its TRILL OAM messages, and
   at the same time RB1 uses RBvi's pseudo-nickname in its TRILL Data
   packets.




11. Configuration Consistency

   The VLAN membership of all the RBridge ports in an LAALP MUST be the
   same.  Any inconsistencies in VLAN membership may result in packet
   loss or non-shortest paths.



   Take Figure 1 as an example.  Suppose that RB1 configures VLAN1 and
   VLAN2 for the CE1-RB1 link, while RB2 only configures VLAN1 for the
   CE1-RB2 link.  Both RB1 and RB2 use the same ingress nickname RBv for
   all frames originating from CE1.  Hence, a remote RBridge (say RBx)
   will learn that CE1's MAC address in VLAN2 is originating from the
   RBv.  As a result, on the return path, RBx may deliver VLAN2 traffic
   to RB2.  However, RB2 does not have VLAN2 configured on the CE1-RB2
   link, and hence the frame may be dropped or has to be redirected to
   RB1 if RB2 knows that RB1 can reach CE1 in VLAN2.



   How LAALP implementations maintain consistent VLAN configuration on
   the TRILL switch LAALP ports is out of scope for the TRILL protocol.
   However, considering the consequences that might be caused by
   inconsistencies, TRILL switches MUST disable the ports connected to
   an LAALP with an inconsistent VLAN configuration.



   It is important that if any VLAN in an LAALP is being mapped by edge
   RBridges to an FGL [RFC7172] the mapping MUST be the same for all
   edge RBridge ports in the LAALP.  Otherwise, for example, unicast FGL
   TRILL Data packets from remote RBridges may get mapped into different
   VLANs, depending on which edge RBridge receives and egresses them.



   It is important that RBridges in an AAE group not be configured to
   assert the OE-flag if any RBridge in the group does not implement it.
   Since, as stated in [RFC7379], the RBridges in an AAE edge group are
   expected to be from the same vendor, due to the proprietary nature of
   deployed LAALPs, this will normally follow automatically from all of
   the RBridges in an AAE edge group supporting, or not supporting, OE.




12. Security Considerations

   Authenticity for contents transported in IS-IS PDUs is enforced using
   regular IS-IS security mechanisms [IS-IS] [RFC5310].



   For security considerations pertaining to extensions transported by
   TRILL ESADI, see the Security Considerations section in [RFC7357].



Since currently deployed LAALPs [RFC7379] are proprietary, security
over membership in, and internal management of, active‑active edge
groups is proprietary.  If authentication is not used, a rogue
RBridge that insinuates itself into an active‑active edge group can
disrupt end‑station traffic flowing into or out of that group.  For
example, if there are N RBridges in the group, it could typically
control 1/Nth of the traffic flowing out of that group and a
similar amount of unicast traffic flowing into that group.  For
multi‑destination traffic flowing into that group, it could control
all that was in a VLAN for which it was the DF and can exercise
substantial control over the DF election by changing its own
System ID.



   For general TRILL security considerations, see [RFC6325].




13. IANA Considerations

   IANA has allocated four code points from the range below 255 for the
   four TRILL APPsub-TLVs specified in Section 9 and added them to the
   "TRILL APPsub-TLV Types under IS-IS TLV 251 Application Identifier 1"
   registry, as follows:



Type  Name                        Reference
‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑
  2   PN‑LAALP‑Membership         RFC 7781
  3   PN‑RBv                      RFC 7781
  4   PN‑MAC‑RI‑LAALP‑INFO‑START  RFC 7781
  5   PN‑MAC‑RI‑LAALP‑INFO‑END    RFC 7781
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Abstract

   TRILL (Transparent Interconnection of Lots of Links) active-active
   service provides end stations with flow-level load balance and
   resilience against link failures at the edge of TRILL campuses, as
   described in RFC 7379.



   This document specifies a method by which member RBridges (also
   referred to as Routing Bridges or TRILL switches) in an active-active
   edge RBridge group use their own nicknames as ingress RBridge
   nicknames to encapsulate frames from attached end systems.  Thus,
   remote edge RBridges (who are not in the group) will see one host
   Media Access Control (MAC) address being associated with the multiple
   RBridges in the group.  Such remote edge RBridges are required to
   maintain all those associations (i.e., MAC attachments) and to not
   flip-flop among them (as would occur prior to the implementation of
   this specification).  The design goals of this specification are
   discussed herein.
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1. Introduction

   As discussed in [RFC7379], in a TRILL (Transparent Interconnection of
   Lots of Links) Active-Active Edge (AAE) topology, a Local
   Active-Active Link Protocol (LAALP) -- for example, a Multi-Chassis
   Link Aggregation (MC-LAG) bundle -- is used to connect multiple
   RBridges (Routing Bridges or TRILL switches) to multi-port Customer
   Equipment (CE), such as a switch, virtual switch (vSwitch), or
   multi-port end station.  A set of end nodes is attached in the case
   of a switch or vSwitch.  It is required that data traffic within a
   specific VLAN from this end node set (including the multi-port
   end-station case) can be ingressed and egressed by any of these
   RBridges simultaneously.  End systems in the set can spread their
   traffic among these edge RBridges at the flow level.  When a link
   fails, end systems keep using the remaining links in the LAALP
   without waiting for the convergence of TRILL, which provides
   resilience to link failures.



   Since a frame from each end node can be ingressed by any RBridge in
   the local AAE group, a remote edge RBridge may observe multiple
   attachment points (i.e., egress RBridges) for this end node.  This
   issue is known as "MAC address flip-flopping"; see [RFC7379] for a
   discussion.



   Per this document, AAE member RBridges use their own nicknames to
   ingress frames into the TRILL campus.  Remote edge RBridges are
   required to keep multiple points of attachment per MAC address and
   Data Label (VLAN or Fine-Grained Label [RFC7172]) attached to the
   AAE.  This addresses the MAC flip-flopping issue.  Using this
   solution, as specified in this document, in an AAE group does not
   prohibit the use of other solutions in other AAE groups in the same
   TRILL campus.  For example, the specification in this document and
   the specification in [RFC7781] could be simultaneously deployed for
   different AAE groups in the same campus.



The main body of this document is organized as follows:  Section 2
lists acronyms and terms.  Section 3 describes the overview model.
Section 4 provides options for incremental deployment.  Section 5
describes how this approach meets the design goals.  Section 6
discusses backward compatibility.  Section 7 covers security
considerations.  Section 8 covers IANA considerations.




2. Acronyms and Terminology

   AAE: Active-Active Edge



   Campus: A TRILL network consisting of TRILL switches, links, and

      possibly bridges bounded by end stations and IP routers.  For
      TRILL, there is no "academic" implication in the name "campus".



   CE: Customer Equipment (end station or bridge).  The device can be

      either physical or virtual equipment.



   Data Label: VLAN or Fine-Grained Label (FGL)



   DRNI: Distributed Resilient Network Interconnect.  A link aggregation

      specified in [802.1AX] that can provide an LAALP between (a) one,
      two, or three CEs and (b) two or three RBridges.



   E-L1FS: Extended Level 1 Flooding Scope



   Edge RBridge: An RBridge providing end-station service on one or more

      of its ports.



   ESADI: End Station Address Distribution Information [RFC7357]



   FGL: Fine-Grained Label [RFC7172]



   FS-LSP: Flooding Scope Link State Protocol Data Unit



   IS: Intermediate System [IS-IS]



   IS-IS: Intermediate System to Intermediate System [IS-IS]



   LAALP: Local Active-Active Link Protocol [RFC7379].  Any protocol

      similar to MC-LAG (or DRNI) that runs in a distributed fashion on
      a CE, on the links from that CE to a set of edge group RBridges,
      and on those RBridges.



   LSP: Link State PDU



   MC-LAG: Multi-Chassis Link Aggregation.  Proprietary extensions of

      link aggregation [802.1AX] that can provide an LAALP between one
      CE and two or more RBridges.



   PDU: Protocol Data Unit



   RBridge: A device implementing the TRILL protocol.



   TRILL: Transparent Interconnection of Lots of Links or Tunneled

      Routing in the Link Layer [RFC6325] [RFC7177].



   TRILL switch: An alternative name for an RBridge.



   vSwitch: A virtual switch, such as a hypervisor, that also simulates

      a bridge.



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].



   Familiarity with [RFC6325], [RFC6439], and [RFC7177] is assumed in
   this document.




3. Overview

           +‑‑‑‑‑+
           | RB4 |
+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
|                           |
|                           |
|       Rest of campus      |
|                           |
|                           |
+‑+‑‑‑‑‑+‑‑+‑‑‑‑‑+‑‑+‑‑‑‑‑+‑+
  | RB1 |  | RB2 |  | RB3 |
  +‑‑‑‑‑\  +‑‑‑‑‑+  /‑‑‑‑‑+
          \   |   /
            \ | /
             |||LAALP1
             |||
            +‑‑‑+
            | B |
            +‑‑‑+
         H1 H2 H3 H4: VLAN 10



        Figure 1: An Example Topology for TRILL Active-Active Edge



   Figure 1 shows an example network for TRILL AAE (see also Figure 1 in
   [RFC7379]).  In this figure, end nodes (H1, H2, H3, and H4) are
   attached to a bridge (B) that communicates with multiple RBridges
   (RB1, RB2, and RB3) via the LAALP.  Suppose that RB4 is a "remote"
   RBridge not in the AAE group in the TRILL campus.  This connection
   model is also applicable to the virtualized environment where the
   physical bridge can be replaced with a vSwitch while those bare metal
   hosts are replaced with virtual machines (VMs).



   For a frame received from its attached end node sets, a member
   RBridge of the AAE group conforming to this document always
   encapsulates that frame using its own nickname as the ingress
   nickname, regardless of whether it is unicast or multicast.



   With the two options specified below, even though remote RBridge RB4
   will see multiple attachments for each MAC address from one of the
   end nodes, MAC address flip-flopping will not cause any problems.




4. Incremental Deployable Options

   This section specifies two options.  Option A requires new hardware
   support.  Option B can be incrementally implemented throughout a
   TRILL campus with common existing TRILL "fast path" hardware.
   Further details on Option B are given in Section 4.1.



   Option A:

      A new capability announcement would appear in LSPs: "I can cope
      with data-plane learning of multiple attachments for an end node."
      This mode of operation is generally not supported by existing
      TRILL fast path hardware.  Only if all edge RBridges to which the
      group has data connectivity -- and that are interested in any of
      the Data Labels in which the AAE is interested -- announce this
      capability can the AAE group safely use this approach.  If all
      such RBridges do not announce this "Option A" capability, then a
      fallback would be needed, such as reverting from active-active to
      active-standby operation or isolating the RBridges that would need
      to support this capability but do not support it.  Further details
      for Option A are beyond the scope of this document, except that,
      as described in Section 4.2, a bit is reserved to indicate support
      for Option A, because a remote RBridge supporting Option A is
      compatible with an AAE group using Option B.



   Option B:

      As pointed out in Section 4.2.6 of [RFC6325] and Section 5.3 of
      [RFC7357], one MAC address may be persistently claimed to be
      attached to multiple RBridges within the same Data Label in the
      TRILL ESADI-LSPs.  For Option B, AAE member RBridges make use of
      the TRILL ESADI protocol to distribute multiple attachments of a
      MAC address.  Remote RBridges SHOULD disable data-plane MAC
      learning for such multi-attached MAC addresses from TRILL Data
      packet decapsulation, unless they also support Option A.  The
      ability to configure an RBridge to disable data-plane learning is
      provided by the base TRILL protocol [RFC6325].




4.1. Details of Option B

   With Option B, the receiving edge RBridges MUST avoid flip-flop
   errors for MAC addresses learned from the TRILL Data packet
   decapsulation for the originating RBridge within these Data Labels.
   It is RECOMMENDED that the receiving edge RBridge disable data-plane
   MAC learning from TRILL Data packet decapsulation within those
   advertised Data Labels for the originating RBridge, unless the
   receiving RBridge also supports Option A.  Alternative
   implementations that produce the same expected behavior, i.e., the
   receiving edge RBridge does not flip-flop among multiple MAC
   attachments, are acceptable.  For example, the confidence-level
   mechanism as specified in [RFC6325] can be used.  Let the receiving
   edge RBridge give a prevailing confidence value (e.g., 0x21) to the
   first MAC attachment learned from the data plane over others from the
   TRILL Data packet decapsulation.  The receiving edge RBridge will
   stick to this MAC attachment until it is overridden by one learned
   from the ESADI protocol [RFC7357].  The MAC attachment learned from
   ESADI is set to have a higher confidence value (e.g., 0x80) to
   override any alternative learning from the decapsulation of received
   TRILL Data packets [RFC6325].




4.1.1. Advertising Data Labels for Active-Active Edge

   An RBridge in an AAE group MUST participate in ESADI in Data Labels
   enabled for its attached LAALPs.  This document further registers two
   data flags, which are used to advertise that the originating RBridge
   supports and participates in an AAE.  These two flags are allocated
   from the Interested VLANs Flag Bits that appear in the Interested
   VLANs and Spanning Tree Roots sub-TLV and the Interested Labels Flag
   Bits that appear in the Interested Labels and Spanning Tree Roots
   sub-TLV [RFC7176] (see Section 8.3).  When these flags are set to 1,
   the originating RBridge is advertising Data Labels for LAALPs rather
   than plain LAN links.




4.1.2. Discovery of Active-Active Edge Members

   Remote edge RBridges need to discover RBridges in an AAE.  This is
   achieved by listening to the following "AA LAALP Group RBridges"
   TRILL APPsub-TLV included in the TRILL GENINFO TLV in FS-LSPs
   [RFC7780]:



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type = AA‑LAALP‑GROUP‑RBRIDGES| (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Length                        | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Sender Nickname               | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| LAALP ID Size |                 (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...+‑+‑+
| LAALP ID                        (k bytes)       |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...+‑+‑+



   o  Type: AA LAALP Group RBridges (TRILL APPsub-TLV type 252)



   o  Length: 3 + k



   o  Sender Nickname: The nickname the originating RBridge will use as
      the ingress nickname.  This field is useful because the
      originating RBridge might own multiple nicknames.



   o  LAALP ID Size: The length, k, of the LAALP ID in bytes.



   o  LAALP ID: The ID of the LAALP, which is k bytes long.  If the
      LAALP is an MC-LAG or DRNI, it is the 8-byte ID, as specified in
      Clause 6.3.2 of [802.1AX].



   This APPsub-TLV is expected to rarely change, as it only does so in
   cases of the creation or elimination of an AAE group, or of link
   failure or restoration to the CE in such a group.




4.1.3. Advertising Learned MAC Addresses

   Whenever MAC addresses from the LAALP of this AAE are learned through
   ingress or configuration, the originating RBridge MUST advertise
   these MAC addresses using the MAC-Reachability TLV [RFC6165] via the
   ESADI protocol [RFC7357].  The MAC-Reachability TLVs are composed in
   a way that each TLV only contains MAC addresses of end nodes attached
   to a single LAALP.  Each such TLV is enclosed in a TRILL APPsub-TLV,
   defined as follows:



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type = AA‑LAALP‑GROUP‑MAC     | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Length                        | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| LAALP ID Size |                 (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...+‑+‑+
| LAALP ID                        (k bytes)       |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...+‑+‑+
| MAC‑Reachability TLV            (7 + 6*n bytes) |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...+‑+‑+



   o  Type: AA LAALP Group MAC (TRILL APPsub-TLV type 253)



   o  Length: The MAC-Reachability TLV [RFC6165] is contained in the
      value field as a sub-TLV.  The total number of bytes contained in
      the value field is given by k + 8 + 6*n.



   o  LAALP ID Size: The length, k, of the LAALP ID in bytes.



o  LAALP ID: The ID of the LAALP, which is k bytes long.  Here, it
   also serves as the identifier of the AAE.  If the LAALP is an
   MC‑LAG (or DRNI), it is the 8‑byte ID, as specified in
   Clause 6.3.2 of [802.1AX].

o  MAC‑Reachability sub‑TLV: The AA‑LAALP‑GROUP‑MAC APPsub‑TLV value
   contains the MAC‑Reachability TLV as a sub‑TLV (see [RFC6165];
   n is the number of MAC addresses present).  As specified in
   Section 2.2 of [RFC7356], the Type and Length fields of the
   MAC‑Reachability TLV are encoded as unsigned 16‑bit integers.  The
   1‑byte unsigned confidence value, along with these TLVs, SHOULD be
   set to prevail over those MAC addresses learned from TRILL Data
   decapsulation by remote edge RBridges.



   This AA-LAALP-GROUP-MAC APPsub-TLV MUST be included in a TRILL
   GENINFO TLV [RFC7357] in the ESADI-LSP.  There may be more than one
   occurrence of such TRILL APPsub-TLVs in one ESADI-LSP fragment.



   For those MAC addresses contained in an AA-LAALP-GROUP-MAC
   APPsub-TLV, this document applies.  Otherwise, [RFC7357] applies.
   For example, an AAE member RBridge continues to enclose MAC addresses
   learned from TRILL Data packet decapsulation in MAC-Reachability TLVs
   as per [RFC6165] and advertise them using the ESADI protocol.



   When the remote RBridge learns MAC addresses contained in the
   AA-LAALP-GROUP-MAC APPsub-TLV via the ESADI protocol [RFC7357], it
   sends the packets destined to these MAC addresses to the closest one
   (the one to which the remote RBridge has the least-cost forwarding
   path) of those RBridges in the AAE identified by the LAALP ID in the
   AA-LAALP-GROUP-MAC APPsub-TLV.  If there are multiple equal
   least-cost member RBridges, the ingress RBridge is required to select
   one of them in a pseudorandom way, as specified in Section 5.3 of
   [RFC7357].



   When another RBridge in the same AAE group receives an ESADI-LSP with
   the AA-LAALP-GROUP-MAC APPsub-TLV, it also learns MAC addresses of
   those end nodes served by the corresponding LAALP.  These MAC
   addresses SHOULD be learned as if those end nodes are locally
   attached to this RBridge itself.



   An AAE member RBridge MUST use the AA-LAALP-GROUP-MAC APPsub-TLV to
   advertise in ESADI the MAC addresses learned from a plain local link
   (a non-LAALP link) with Data Labels that happen to be covered by the
   Data Labels of any attached LAALP.  The reason is that MAC learning
   from TRILL Data packet decapsulation within these Data Labels at the
   remote edge RBridge has normally been disabled for this RBridge.



   This APPsub-TLV changes whenever the MAC reachability situation for
   the LAALP changes.




4.2. Extended RBridge Capability Flags APPsub-TLV

   The following Extended RBridge Capability Flags APPsub-TLV will be
   included in E-L1FS FS-LSP fragment zero [RFC7780] as an APPsub-TLV of
   the TRILL GENINFO TLV:



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type = EXTENDED‑RBRIDGE‑CAP   | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Length                        | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Topology                      | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|E|H|     Reserved                                              |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|         Reserved (continued)                                  |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   o  Type: Extended RBridge Capability (TRILL APPsub-TLV type 254)



   o  Length: Set to 10.



   o  Topology: Indicates the topology to which the capabilities apply.
      When this field is set to zero, either topologies are not in use
      or the capabilities apply to all topologies [TRILL-MT].



   o  E: Bit 0 of the capability bits.  When this bit is set, it
      indicates that the originating RBridge acts as specified in
      Option B above.



   o  H: Bit 1 of the capability bits.  When this bit is set, it
      indicates that the originating RBridge keeps multiple MAC
      attachments learned from TRILL Data packet decapsulation with fast
      path hardware; that is, it acts as specified in Option A above.



   o  Reserved: Flags extending from bit 2 through bit 63 of the
      capability bits.  Reserved for future use.  These MUST be sent as
      zero and ignored on receipt.



The Extended RBridge Capability Flags TRILL APPsub‑TLV is used to
notify other RBridges as to whether the originating RBridge supports
the capability indicated by the E and H bits.  For example, if the
E bit is set, it indicates that the originating RBridge will act as
defined in Option B.  That is, it will disable the MAC learning from
TRILL Data packet decapsulation within Data Labels advertised by AAE
RBridges while waiting for the TRILL ESADI‑LSPs to distribute the
{MAC, Nickname, Data Label} association.  Meanwhile, this RBridge is
able to act as an AAE RBridge.  It is required that MAC addresses



   learned from local LAALPs be advertised in TRILL ESADI-LSPs, using
   the AA-LAALP-GROUP-MAC APPsub-TLV, which is defined in Section 4.1.3.
   If an RBridge in an AAE group, as specified herein, observes a remote
   RBridge interested in one or more of that AAE group's Data Labels and
   the remote RBridge does not support, as indicated by its extended
   capabilities, either Option A or Option B, then the AAE group MUST
   fall back to active-standby mode.



   This APPsub-TLV is expected to rarely change, as it only needs to be
   updated when RBridge capabilities change, e.g., due to an upgrade or
   reconfiguration.




5. Meeting the Design Goals

   This section explores how this specification meets the major design
   goals of AAE.




5.1. No MAC Address Flip-Flopping (Normal Unicast Egress)

   Since all RBridges talking with the AAE RBridges in the campus are
   able to see multiple attachments for one MAC address in ESADI
   [RFC7357], a MAC address learned from one AAE member will not be
   overwritten by the same MAC address learned from another AAE member.
   Although multiple entries for this MAC address will be created, for
   return traffic the remote RBridge is required to consistently use one
   of the attachments for each MAC address rather than flip-flopping
   among them (see Section 4.2.6 of [RFC6325] and Section 5.3 of
   [RFC7357]).




5.2. Regular Unicast/Multicast Ingress

   LAALP guarantees that each frame will be sent to the AAE via exactly
   one uplink.  RBridges in the AAE simply follow the process per
   [RFC6325] to ingress the frame.  For example, each RBridge uses its
   own nickname as the ingress nickname to encapsulate the frame.  In
   such a scenario, each RBridge takes for granted that it is the
   Appointed Forwarder for the VLANs enabled on the uplink of the LAALP.




5.3. Correct Multicast Egress

   A fundamental design goal of AAE is that there must be no duplication
   or forwarding loop.




5.3.1. No Duplication (Single Exit Point)

   When multi-destination TRILL Data packets for a specific Data Label
   are received from the campus, it is important that exactly one
   RBridge out of the AAE group let through each multi-destination
   packet so that no duplication will happen.  The LAALP will have
   defined its selection function (using hashing or an election
   algorithm) to designate a forwarder for a multi-destination frame.
   Since AAE member RBridges support the LAALP, they are able to utilize
   that selection function to determine the single exit point.  If the
   output of the selection function points to the port attached to the
   receiving RBridge itself (i.e., the packet should be egressed out of
   this node), the receiving RBridge MUST egress this packet for that
   AAE group.  Otherwise, the packet MUST NOT be egressed for that AAE
   group.  (For ports that lead to non-AAE links, the receiving RBridge
   determines whether to egress the packet or not, according to
   [RFC6325], which is updated by [RFC7172].)




5.3.2. No Echo (Split Horizon)

   When a multi-destination frame originated from an LAALP is ingressed
   by an RBridge of an AAE group, distributed to the TRILL network, and
   then received by another RBridge in the same AAE group, it is
   important that this receiving RBridge does not egress this frame back
   to this LAALP.  Otherwise, it will cause a forwarding loop (echo).
   The well-known "split horizon" technique (as discussed in
   Section 2.2.1 of [RFC1058]) is used to eliminate the echo issue.



   RBridges in the AAE group need to perform split horizon based on the
   ingress RBridge nickname plus the VLAN of the TRILL Data packet.
   They need to set up per-port filtering lists consisting of the tuple
   of <ingress nickname, VLAN>.  Packets with information matching any
   entry in the filtering list MUST NOT be egressed out of that port.
   The information for such filters is obtained by listening to the
   AA-LAALP-GROUP-RBRIDGES TRILL APPsub-TLVs, as defined in
   Section 4.1.2.  Note that all enabled VLANs MUST be consistent on all
   ports connected to an LAALP.  So, the enabled VLANs need not be
   included in these TRILL APPsub-TLVs.  They can be locally obtained
   from the port attached to that LAALP.  By parsing these APPsub-TLVs,
   the receiving RBridge discovers all other RBridges connected to the
   same LAALP.  The Sender Nickname of the originating RBridge will be
   added to the filtering list of the port attached to the LAALP.  For
   example, RB3 in Figure 1 will set up a filtering list that looks like
   {<RB1, VLAN 10>, <RB2, VLAN 10>} on its port attached to LAALP1.
   According to split horizon, TRILL Data packets within VLAN 10
   ingressed by RB1 or RB2 will not be egressed out of this port.



   When there are multiple LAALPs connected to the same RBridge, these
   LAALPs may have VLANs that overlap.  Here, a VLAN overlap means that
   this VLAN ID is enabled by multiple LAALPs.  A customer may require
   that hosts within these overlapped VLANs communicate with each other.
   Appendix A provides several scenarios to explain how hosts
   communicate within the overlapped VLANs and how split horizon
   happens.




5.4. No Black-Hole or Triangular Forwarding

   If a sub-link of the LAALP fails while remote RBridges continue to
   send packets towards the failed port, a black-hole happens.  If the
   AAE member RBridge with that failed port starts to redirect the
   packets to other member RBridges for delivery, triangular forwarding
   occurs.



   The member RBridge attached to the failed sub-link makes use of the
   ESADI protocol to flush those MAC addresses affected by the failure,
   as defined in Section 5.2 of [RFC7357].  After doing that, no packets
   will be sent towards the failed port, and hence no black-hole will
   happen.  Nor will the member RBridge need to redirect packets to
   other member RBridges; thus, triangular forwarding is avoided.




5.5. Load Balance towards the AAE

   Since a remote RBridge can see multiple attachments of one MAC
   address in ESADI, this remote RBridge can choose to spread the
   traffic towards the AAE members on a per-flow basis.  Each of them is
   able to act as the egress point.  In doing this, the forwarding paths
   need not be limited to the least-cost path selection from the ingress
   RBridge to the AAE RBridges.  The traffic load from the remote
   RBridge towards the AAE RBridges can be balanced based on a
   pseudorandom selection method (see Section 4.1.3).



   Note that the load-balance method adopted at a remote ingress RBridge
   is not to replace the load-balance mechanism of LAALP.  These two
   load-spreading mechanisms should take effect separately.




5.6. Scalability

   With Option A, multiple attachments need to be recorded for a MAC
   address learned from AAE RBridges.  More entries may be consumed in
   the MAC learning table.  However, MAC addresses attached to an LAALP
   are usually only a small part of all MAC addresses in the whole TRILL
   campus.  As a result, the extra table memory space required by
   multi-attached MAC addresses can usually be accommodated in an
   RBridge's unused MAC table space.



   With Option B, remote RBridges will keep the multiple attachments of
   a MAC address in the ESADI link-state databases, which are usually
   maintained by software.  In the MAC table, which is normally
   implemented in hardware, an RBridge still establishes only one entry
   for each MAC address.




6. E-L1FS Backward Compatibility

   The Extended TLVs defined in Sections 4.1.2, 4.1.3, and 4.2 of this
   document are to be used in an Extended Level 1 Flooding Scope
   (E-L1FS) PDU [RFC7356] [RFC7780].  For those RBridges that do not
   support E-L1FS, the EXTENDED-RBRIDGE-CAP TRILL APPsub-TLV will not be
   sent out either, and MAC multi-attach active-active is not supported.




7. Security Considerations

   For security considerations pertaining to extensions transported by
   TRILL ESADI, see the Security Considerations section in [RFC7357].



   For extensions not transported by TRILL ESADI, RBridges may be
   configured to include the IS-IS Authentication TLV (10) in the IS-IS
   PDUs to use IS-IS security [RFC5304] [RFC5310].



   Since currently deployed LAALPs [RFC7379] are proprietary, security
   over membership in, and internal management of, AAE groups is
   proprietary.  In environments where the above authentication is not
   adopted, a rogue RBridge that insinuates itself into an AAE group can
   disrupt end-station traffic flowing into or out of that group.  For
   example, if there are N RBridges in the group, it could typically
   control 1/Nth of the traffic flowing out of that group and a similar
   amount of unicast traffic flowing into that group.



   For general TRILL security considerations, see [RFC6325].




8. IANA Considerations


8.1. TRILL APPsub-TLVs

   IANA has allocated three new types under the TRILL GENINFO TLV
   [RFC7357] for the TRILL APPsub-TLVs defined in Sections 4.1.2, 4.1.3,
   and 4.2 of this document.  The following entries have been added to
   the "TRILL APPsub-TLV Types under IS-IS TLV 251 Application
   Identifier 1" registry on the TRILL Parameters IANA web page.



Type   Name                     Reference
‑‑‑‑   ‑‑‑‑                     ‑‑‑‑‑‑‑‑‑
252    AA‑LAALP‑GROUP‑RBRIDGES  RFC 7782
253    AA‑LAALP‑GROUP‑MAC       RFC 7782
254    EXTENDED‑RBRIDGE‑CAP     RFC 7782




8.2. Extended RBridge Capabilities Registry

IANA has created a registry under the "Transparent
Interconnection of Lots of Links (TRILL) Parameters" registry
as follows:



   Name: Extended RBridge Capabilities



   Registration Procedure: Expert Review



   Reference: RFC 7782



Bit   Mnemonic  Description       Reference
‑‑‑‑  ‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑       ‑‑‑‑‑‑‑‑‑
0     E         Option B Support  RFC 7782
1     H         Option A Support  RFC 7782
2‑63  ‑         Unassigned




8.3. Active-Active Flags

   IANA has allocated two flag bits, with mnemonic "AA", as follows:



   One flag bit is allocated from the Interested VLANs Flag Bits.



Bit   Mnemonic  Description              Reference
‑‑‑   ‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑              ‑‑‑‑‑‑‑‑‑
16    AA        VLANs for Active‑Active  RFC 7782



   One flag bit is allocated from the Interested Labels Flag Bits.



Bit   Mnemonic  Description               Reference
‑‑‑   ‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑               ‑‑‑‑‑‑‑‑‑
4     AA        FGLs for Active‑Active    RFC 7782
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Appendix A. Scenarios for Split Horizon

+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|        RB1       |   |        RB2       |   |        RB3       |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
L1       L2       L3   L1       L2       L3   L1       L2       L3
VL10‑20  VL15‑25  VL15 VL10‑20  VL15‑25  VL15 VL10‑20  VL15‑25  VL15
LAALP1   LAALP2   LAN  LAALP1   LAALP2   LAN  LAALP1   LAALP2   LAN
B1       B2       B10  B1       B2       B20  B1       B2       B30



          Figure 2: An Example Topology to Explain Split Horizon



   Suppose that RB1, RB2, and RB3 are the active-active group connecting
   LAALP1 and LAALP2.  LAALP1 and LAALP2 are connected to B1 and B2 at
   their other ends.  Suppose that all these RBridges use port L1 to
   connect LAALP1 while they use port L2 to connect LAALP2.  Assume that
   all three L1 ports enable VLANs 10-20 while all three L2 ports enable
   VLANs 15-25, so that there is an overlap of VLANs 15-20.  A customer
   may require that hosts within these overlapped VLANs communicate with
   each other.  That is, hosts attached to B1 in VLANs 15-20 need to
   communicate with hosts attached to B2 in VLANs 15-20.  Assume that
   the remote plain RBridge RB4 also has hosts attached in VLANs 15-20
   that need to communicate with those hosts in these VLANs attached to
   B1 and B2.



   There are two major requirements:



   1. Frames ingressed from RB1-L1-VLANs 15-20 MUST NOT be egressed out
      of ports RB2-L1 and RB3-L1.



   2. At the same time, frames coming from B1-VLANs 15-20 should reach
      B2-VLANs 15-20.



   RB3 stores the information for split horizon on its ports L1 and L2.



      On L1: {<ingress_nickname_RB1, VLANs 10-20>,

         <ingress_nickname_RB2, VLANs 10-20>}.



      On L2: {<ingress_nickname_RB1, VLANs 15-25>,

         <ingress_nickname_RB2, VLANs 15-25>}.



   Five clarification scenarios follow:



   a. Suppose that RB2 or RB3 receives a TRILL multi-destination data
      packet with VLAN 15 and ingress_nickname_RB1.  RB3 is the single
      exit point (selected according to the hashing function of LAALP)
      for this packet.  On ports L1 and L2, RB3 has covered
      <ingress_nickname_RB1, VLAN 15>, so that RB3 will not egress this
      packet out of either L1 or L2.  Here, "split horizon" happens.



Beforehand, RB1 obtains a native frame on port L1 from B1 in
VLAN 15.  RB1 determines that it should be forwarded as a
multi‑destination packet across the TRILL campus.  Also, RB1
replicates this frame without TRILL encapsulation and sends it out
of port L2, so that B2 will get this frame.



   b. Suppose that RB2 or RB3 receives a TRILL multi-destination data
      packet with VLAN 15 and ingress_nickname_RB4.  RB3 is the single
      exit point.  On ports L1 and L2, since RB3 has not stored any
      tuple with ingress_nickname_RB4, RB3 will decapsulate the packet
      and egress it out of both ports L1 and L2.  So, both B1 and B2
      will receive the frame.



   c. Suppose that there is a plain LAN link port L3 on RB1, RB2, and
      RB3, connecting to B10, B20, and B30, respectively.  These L3
      ports happen to be configured with VLAN 15.  On port L3, RB2 and
      RB3 store no information for split horizon for AAE (since this
      port has not been configured to be in any LAALP).  They will
      egress the packet ingressed from RB1-L1 in VLAN 15.



   d. If a packet is ingressed from RB1-L1 or RB1-L2 with VLAN 15,

      port RB1-L3 will not egress packets with ingress_nickname_RB1.
      RB1 needs to replicate this frame without encapsulation and sends
      it out of port L3.  This kind of "bounce" behavior for
      multi-destination frames is just as specified in paragraph 3 of
      Section 4.6.1.2 of [RFC6325].



   e. If a packet is ingressed from RB1-L3, since RB1-L1 and RB1-L2
      cannot egress packets with VLAN 15 and ingress_nickname_RB1, RB1
      needs to replicate this frame without encapsulation and sends it
      out of ports L1 and L2.  (Also see paragraph 3 of Section 4.6.1.2
      of [RFC6325].)
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Abstract
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   RBridge (also referred to as a virtual Routing Bridge or virtual
   TRILL switch).  Virtual representation of the non-TRILL network with
   a single RBridge poses serious challenges in multi-destination RPF
   (Reverse Path Forwarding) check calculations.  This document
   specifies required enhancements to build Coordinated Multicast Trees
   (CMT) within the TRILL campus to solve related RPF issues.  CMT,
   which only requires a software upgrade, provides flexibility to
   RBridges in selecting a desired path of association to a given TRILL
   multi-destination distribution tree.  This document updates RFC 6325.
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1. Introduction

   TRILL (Transparent Interconnection of Lots of Links), as presented in
   [RFC6325] and other related documents, provides methods of utilizing
   all available paths for active forwarding, with minimum
   configuration.  TRILL utilizes IS-IS (Intermediate System to
   Intermediate System) [IS-IS] as its control plane and uses a TRILL
   Header that includes a Hop Count.



   [RFC6325], [RFC7177], and [RFC6439] provide methods for
   interoperability between TRILL and Ethernet end stations and bridged
   networks.  [RFC6439] provides an active-standby solution, where only
   one of the RBridges (aka Routing Bridges or TRILL switches) on a link
   with end stations is in the active forwarding state for end-station
   traffic for any given VLAN.  That RBridge is referred to as the
   Appointed Forwarder (AF).  All frames ingressed into a TRILL network
   via the AF are encapsulated with the TRILL Header with a nickname
   held by the ingress AF RBridge.  Due to failures, reconfigurations,
   and other network dynamics, the AF for any set of VLANs may change.
   RBridges maintain forwarding tables that contain bindings for
   destination Media Access Control (MAC) addresses and Data Labels
   (VLAN or Fine-Grained Labels (FGLs)) to egress RBridges.  In the
   event of an AF change, forwarding tables of remote RBridges may
   continue to forward traffic to the previous AF.  That traffic may get
   discarded at the egress, causing traffic disruption.



   High-performance applications require resiliency during failover.
   The active-active forwarding model minimizes impact during failures
   and maximizes the available network bandwidth.  A typical deployment
   scenario, depicted in Figure 1, may have end stations and/or bridges
   attached to the RBridges.  These devices typically are multi-homed to
   several RBridges and treat all of the uplinks independently using a
   Local Active-Active Link Protocol (LAALP) [RFC7379], such as a single
   Multi-Chassis Link Aggregation (MC-LAG) bundle or Distributed
   Resilient Network Interconnect [802.1AX].  The AF designation
   presented in [RFC6439] requires each of the edge RBridges to exchange
   TRILL Hello packets.  By design, an LAALP does not forward packets
   received on one of the member ports of the MC-LAG to other member
   ports of the same MC-LAG.  As a result, the AF designation methods
   presented in [RFC6439] cannot be applied to the deployment scenario
   depicted in Figure 1.



   An active-active load-sharing model can be implemented by
   representing the edge of the network connected to a specific edge
   group of RBridges by a single virtual RBridge.  Each virtual RBridge
   MUST have a nickname unique within its TRILL campus.  In addition to
   an active-active forwarding model, there may be other applications
   that may require similar representations.



   Sections 4.5.1 and 4.5.2 of [RFC6325], as updated by [RFC7780],
   specify distribution tree calculation and RPF (Reverse Path
   Forwarding) check calculation algorithms for multi-destination
   forwarding.  These algorithms strictly depend on link cost and parent
   RBridge priority.  As a result, based on the network topology, it may
   be possible that a given edge RBridge, if it is forwarding on behalf
   of the virtual RBridge, may not have a candidate multicast tree on
   which it (the edge RBridge) can forward traffic, because there is no
   tree for which the virtual RBridge is a leaf node from the edge
   RBridge.



   In this document, we present a method that allows RBridges to specify
   the path of association for real or virtual child nodes to
   distribution trees.  Remote RBridges calculate their forwarding
   tables and derive the RPF for distribution trees based on the
   distribution tree association advertisements.  In the absence of
   distribution tree association advertisements, remote RBridges derive
   the SPF (Shortest Path First) based on the algorithm specified in
   Section 4.5.1 of [RFC6325], as updated by [RFC7780].  This document
   updates [RFC6325] by changing, when Coordinated Multicast Trees (CMT)
   sub-TLVs are present, [RFC6325] mandatory provisions as to how
   distribution trees are constructed.



   In addition to the above-mentioned active-active forwarding model,
   other applications may utilize the distribution tree association
   framework presented in this document to associate to distribution
   trees through a preferred path.



   This proposal requires (1) the presence of multiple multi-destination
   trees within the TRILL campus and (2) that all the RBridges in the
   network be updated to support the new Affinity sub-TLV (Section 3).
   It is expected that both of these requirements will be met, as they
   are control-plane changes and will be common deployment scenarios.
   In case either of the above two conditions is not met, RBridges MUST
   support a fallback option for interoperability.  Since the fallback
   is expected to be a temporary phenomenon until all RBridges are
   upgraded, this proposal gives guidelines for such fallbacks and does
   not mandate or specify any specific set of fallback options.




1.1. Scope and Applicability

   This document specifies an Affinity sub-TLV to solve RPF issues at
   the active-active edge.  Specific methods in this document for making
   use of the Affinity sub-TLV are applicable where a virtual RBridge is
   used to represent multiple RBridges connected to an edge Customer
   Equipment (CE) device through an LAALP, such as MC-LAG or some
   similar arrangement where the RBridges cannot see each other's
   Hellos.



   This document does not provide other required operational elements to
   implement an active-active edge solution, such as MC-LAG methods.
   Solution-specific operational elements are outside the scope of this
   document and will be covered in other documents.  (See, for example,
   [RFC7781].)



   Examples provided in this document are for illustration purposes
   only.




2. Conventions Used in This Document

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].



   In this document, these words will appear with that interpretation
   only when in ALL CAPS.  Lowercase uses of these words are not to be
   interpreted as carrying [RFC2119] significance.




2.1. Acronyms and Phrases

   The following acronyms and phrases are used in this document:



   AF: Appointed Forwarder [RFC6439].



CE: Customer Equipment device, that is, a device that performs
   forwarding based on 802.1Q bridging.  This also can be an
   end station or a server.



   Data Label: VLAN or FGL.



   FGL: Fine-Grained Label [RFC7172].



   LAALP: Local Active-Active Link Protocol [RFC7379].



   MC-LAG: Multi-Chassis Link Aggregation.  A proprietary extension to

      [802.1AX] that facilitates connecting a group of links from an
      originating device (A) to a group of discrete devices (B).
      Device (A) treats all of the links in a given MC-LAG bundle as a
      single logical interface and treats all devices in Group (B) as a
      single logical device for all forwarding purposes.  Device (A)
      does not forward packets received on the multi-chassis link bundle
      out of the same multi-chassis link bundle.  Figure 1 depicts a
      specific use case example.



   RPF: Reverse Path Forwarding.  See Section 4.5.2 of [RFC6325].



   Virtual RBridge: A purely conceptual RBridge that represents an

      active-active edge group and is in turn represented by a nickname.
      For example, see [RFC7781].




3. The Affinity Sub-TLV

   Association of an RBridge to a multi-destination distribution tree
   through a specific path is accomplished by using a new IS-IS sub-TLV,
   the Affinity sub-TLV.



The Affinity sub‑TLV appears in Router Capability TLVs or
MT Capability TLVs that are within Link State PDUs (LSPs), as
described in [RFC7176].  [RFC7176] specifies the code point and data
structure for the Affinity sub‑TLV.




4. Multicast Tree Construction and Use of Affinity Sub-TLV

   Figures 1 and 2 below show the reference topology and a logical
   topology using CMT to provide active-active service.



       ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
      /                    \
     |                      |
     |     TRILL Campus     |
     |                      |
      \                    /
       ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
          |       |    |
     ‑‑‑‑‑        |     ‑‑‑‑‑‑‑‑
    |             |             |
+‑‑‑‑‑‑+      +‑‑‑‑‑‑+      +‑‑‑‑‑‑+
|      |      |      |      |      |
|(RB1) |      |(RB2) |      | (RBk)|
+‑‑‑‑‑‑+      +‑‑‑‑‑‑+      +‑‑‑‑‑‑+
  |..|          |..|          |..|
  |  +‑‑‑‑+     |  |          |  |
  |   +‑‑‑|‑‑‑‑‑|‑‑|‑‑‑‑‑‑‑‑‑‑+  |
  | +‑|‑‑‑|‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑+ |
  | | |   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ | |
 (| | |)  <‑‑ MC‑LAG          (| | |) <‑‑ MC‑LAG
+‑‑‑‑‑‑‑+    .  .  .       +‑‑‑‑‑‑‑+
| CE1   |                  | CEn   |
|       |                  |       |
+‑‑‑‑‑‑‑+                  +‑‑‑‑‑‑‑+



                       Figure 1: Reference Topology



        ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑           Sample Multicast Tree (T1)
       /                    \
      |                      |                  |
      |     TRILL Campus     |                  o RBn
      |                      |                / | \
       \                    /                /  |  ‑‑‑\
        ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑             RB1 o  o      o
           |       |    |                    |   RB2    RBk
           |       |    ‑‑‑‑‑‑‑‑‑‑‑‑‑‑       |
           |       |                  |      o RBv
         +‑‑‑‑‑‑+ +‑‑‑‑‑‑+          +‑‑‑‑‑‑+
         |      | |      |          |      |
         |(RB1) | |(RB2) |          | (RBk)|
         +‑‑‑‑‑‑+ +‑‑‑‑‑‑+          +‑‑‑‑‑‑+
           |..|       |..|             |..|
           |  +‑‑‑‑+  |  |             |  |
           |   +‑‑‑|‑‑|‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑+  |
           | +‑|‑‑‑|‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ |
           | | |   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ | |
MC‑LAG ‑‑>(| | |)                    (| | |)<‑‑ MC‑LAG
          +‑‑‑‑‑‑‑+    .  .  .       +‑‑‑‑‑‑‑+
          | CE1   |                  | CEn   |
          |       |                  |       |
          +‑‑‑‑‑‑‑+                  +‑‑‑‑‑‑‑+



        RBv: virtual RBridge



                    Figure 2: Example Logical Topology




4.1. Update to RFC 6325

   This document updates Section 4.5.1 of [RFC6325] and changes the
   calculation of distribution trees, as specified below:



Each RBridge that desires to be the parent RBridge for a child
RBridge (RBy) in a multi‑destination distribution tree (Tree x)
announces the desired association using an Affinity sub‑TLV.  The
child is specified by its nickname.  If an RBridge (RB1) advertises
an Affinity sub‑TLV designating one of its own nicknames (N1) as its
"child" in some distribution tree, the effect is that nickname N1 is
ignored when constructing other distribution trees.  Thus, the
RPF check will enforce the rule that only RB1 can use nickname N1 to
do ingress/egress on Tree x.  (This has no effect on least‑cost path
calculations for unicast traffic.)



   When such an Affinity sub-TLV is present, the association specified
   by the Affinity sub-TLV MUST be used when constructing the
   multi-destination distribution tree, except in the case of a
   conflicting Affinity sub-TLV; such cases are resolved as specified in
   Section 5.3.  In the absence of such an Affinity sub-TLV, or if there
   are any RBridges in the campus that do not support the Affinity
   sub-TLV, distribution trees are calculated as specified in
   Section 4.5.1 of [RFC6325], as updated by [RFC7780].  Section 4.3
   below specifies how to identify RBridges that support the Affinity
   sub-TLV.




4.2. Announcing Virtual RBridge Nickname

   Each edge RBridge (RB1 to RBk) advertises its LSP virtual RBridge
   nickname (RBv) by using the Nickname sub-TLV (6) [RFC7176], along
   with their regular nickname or nicknames.



   It will be possible for any RBridge to determine that RBv is a
   virtual RBridge, because each RBridge (RB1 to RBk) that appears to be
   advertising that it is holding RBv is also advertising an Affinity
   sub-TLV asking that RBv be its child in one or more trees.



   Virtual RBridges are ignored when determining the distribution tree
   roots for the campus.



   All RBridges outside the edge group assume that multi-destination
   packets with their TRILL Header Ingress Nickname field set to RBv
   might use any of the distribution trees that any member of the edge
   group advertises that it might use.




4.3. Affinity Sub-TLV Capability

   RBridges that announce the TRILL Version sub-TLV [RFC7176] and set
   the Affinity capability bit (Section 7) support the Affinity sub-TLV,
   calculation of multi-destination distribution trees, and RPF checks,
   as specified herein.




5. Theory of Operation


5.1. Distribution Tree Assignment

   Let's assume that there are n distribution trees and k edge RBridges
   in the edge group of interest.



   If n >= k



      Let's assume that edge RBridges are sorted in numerically
      ascending order by IS-IS System ID such that RB1 < RB2 < RBk.
      Each RBridge in the numerically sorted list is assigned a
      monotonically increasing number j such that RB1 = 0, RB2 = 1,



      RBi = j, and RBi + 1 = j + 1.  (See Section 4.5 of [RFC6325], as
      updated by Section 3.4 of [RFC7780], for how tree numbers are
      determined.)



Assign each tree to RBi such that tree number
(((tree_number) % k) + 1) is assigned to edge group RBridge i for
tree_number from 1 to n, where n is the number of trees, k is the
number of edge group RBridges considered for tree allocation, and
"%" is the integer division remainder operation.



   If n < k



      Distribution trees are assigned to edge group RBridges RB1 to RBn,
      using the same algorithm as the n >= k case.  RBridges RBn + 1 to
      RBk do not participate in the active-active forwarding process on
      behalf of RBv.




5.2. Affinity Sub-TLV Advertisement

   Each RBridge in the RB1 through RBk domain advertises an Affinity
   sub-TLV for RBv to be its child.



   As an example, let's assume that RB1 has chosen Trees t1 and tk + 1
   on behalf of RBv.



RB1 advertises the Affinity sub‑TLV;
{RBv, Num of Trees = 2, t1, tk + 1}.



   Other RBridges in the RB1 through RBk edge group follow the same
   procedure.




5.3. Affinity Sub-TLV Conflict Resolution

   In TRILL, multi-destination distribution trees are built outward from
   the root by each RBridge so that they all derive the same set of
   distribution trees [RFC6325].



   If RBridge RB1 advertises an Affinity sub-TLV with an AFFINITY RECORD
   that asks for RBridge RBroot to be its child in a tree rooted at
   RBroot, that AFFINITY RECORD is in conflict with TRILL distribution
   tree root determination and MUST be ignored.



   If RBridge RB1 advertises an Affinity sub-TLV with an AFFINITY RECORD
   that asks for nickname RBn to be its child in any tree and RB1 is not
   adjacent to RBn nor does nickname RBn identify RB1 itself, that
   AFFINITY RECORD is in conflict with the campus topology and MUST be
   ignored.



   If different RBridges advertise Affinity sub-TLVs that try to
   associate the same virtual RBridge as their child in the same tree or
   trees, those Affinity sub-TLVs are in conflict with each other for
   those trees.  The nicknames of the conflicting RBridges are compared
   to identify which RBridge holds the nickname that is the highest
   priority to be a tree root, with the System ID as the tiebreaker.



   The RBridge with the highest priority to be a tree root will retain
   the Affinity association.  Other RBridges with lower priority to be a
   tree root MUST stop advertising their conflicting Affinity sub-TLVs,
   recalculate the multicast tree affinity allocation, and, if
   appropriate, advertise new non-conflicting Affinity sub-TLVs.



   Similarly, remote RBridges MUST honor the Affinity sub-TLV from the
   RBridge with the highest priority to be a tree root (using System ID
   as the tiebreaker in the event of conflicting priorities) and ignore
   the conflicting Affinity sub-TLV entries advertised by the RBridges
   with lower priorities to be tree roots.




5.4. Ingress Multi-Destination Forwarding

   If there is at least one tree on which RBv has affinity via RBk, then
   RBk performs the following operations for multi-destination frames
   received from a CE node:



   1. Flood to locally attached CE nodes subjected to VLAN and multicast
      pruning.



   2. Ingress (by encapsulating with a TRILL Header) and set the Ingress
      Nickname field of the TRILL Header to RBv (the nickname of the
      virtual RBridge).



   3. Forward to one of the distribution trees, Tree x, in which RBv is
      associated with RBk.




5.4.1. Forwarding when n < k

   If there is no tree on which RBv can claim affinity via RBk (probably
   because the number of trees (n) built is less than the number of
   RBridges (k) announcing the Affinity sub-TLV), then RBk MUST fall
   back to one of the following:



   1. This RBridge (RBk) should stop forwarding frames from the CE nodes
      and should mark its port towards those CE nodes as disabled.  This
      will prevent the CE nodes from forwarding data to this RBridge.
      Thus, the CE nodes will only use those RBridges that have been
      assigned a tree.



      -OR-



   2. This RBridge tunnels multi-destination frames received from
      attached native devices to an RBridge RBy that has an assigned
      tree.  The tunnel destination should forward it to the TRILL
      network and also to its local access links.  (The mechanism of
      tunneling and handshaking between the tunnel source and
      destination are out of scope for this specification and may be
      addressed in other documents, such as [ChannelTunnel].)



   The above fallback options may be specific to the active-active
   forwarding scenario.  However, as stated above, the Affinity sub-TLV
   may be used in other applications.  In such an event, the application
   SHOULD specify applicable fallback options.




5.5. Egress Multi-Destination Forwarding


5.5.1. Traffic Arriving on an Assigned Tree to RBk-RBv

   Multi-destination frames arriving at RBk on a Tree x, where RBk has
   announced the affinity of RBv via x, MUST be forwarded to CE members
   of RBv that are in the frame's VLAN.  Forwarding to other end nodes
   and RBridges that are not part of the network represented by the
   virtual RBridge nickname (RBv) MUST follow the forwarding rules
   specified in [RFC6325].




5.5.2. Traffic Arriving on Other Trees

   Multi-destination frames arriving at RBk on a Tree y, where RBk has
   not announced the affinity of RBv via y, MUST NOT be forwarded to CE
   members of RBv.  Forwarding to other end nodes and RBridges that are
   not part of the network represented by the virtual RBridge nickname
   (RBv) MUST follow the forwarding rules specified in [RFC6325].




5.6. Failure Scenarios

   The failure recovery algorithm below is presented only as a
   guideline.  An active-active edge group MAY use other failure
   recovery algorithms; it is recommended that only one algorithm be
   used in an edge group at a time.  Details of such algorithms are
   outside the scope of this document.




5.6.1. Edge RBridge RBk Failure

   Each of the member RBridges of a given virtual RBridge edge group is
   aware of its member RBridges through configuration, LSP
   advertisements, or some other method.



   Member RBridges detect nodal failure of a member RBridge through
   IS-IS LSP advertisements or lack thereof.



   Upon detecting a member failure, each of the member RBridges of the
   RBv edge group start recovery timer T_rec for failed RBridge RBi.  If
   the previously failed RBridge RBi has not recovered after the expiry
   of timer T_rec, member RBridges perform the distribution tree
   assignment algorithm specified in Section 5.1.  Each of the member
   RBridges re-advertises the Affinity sub-TLV with the new tree
   assignment.  This action causes the campus to update the tree
   calculation with the new assignment.



   RBi, upon startup, advertises its presence through IS-IS LSPs and
   starts a timer T_i.  Other member RBridges of the edge group,
   detecting the presence of RBi, start a timer T_j.



   Upon expiry of timer T_j, other member RBridges recalculate the
   multi-destination tree assignment and advertise the related trees
   using the Affinity sub-TLV.  Upon expiry of timer T_i, RBi
   recalculates the multi-destination tree assignment and advertises the
   related trees using the Affinity sub-TLV.



   If the new RBridge in the edge group calculates trees and starts to
   use one or more of them before the existing RBridges in the edge
   group recalculate, there could be duplication of packets (for
   example, more than one edge group RBridge could decapsulate and
   forward a multi-destination frame on links into the active-active
   group) or loss of packets (for example, due to the Reverse Path
   Forwarding check, in the rest of the campus, if two edge group
   RBridges are trying to forward on the same tree, those from one will
   be discarded).  Alternatively, if the new RBridge in the edge group
   calculates trees and starts to use one or more of them after the
   existing RBridges recalculate, there could be loss of data due to
   frames arriving at the new RBridge being black-holed.  Timers T_i and
   T_j should be initialized to values designed to minimize these
   problems, keeping in mind that, in general, duplication of packets is
   a more serious problem than dropped packets.  It is RECOMMENDED that
   T_j be less than T_i, and a reasonable default is 1/2 of T_i.




5.7. Backward Compatibility

   Implementations MUST support a backward compatibility modes to
   interoperate with "pre-Affinity sub-TLV" RBridges in the network.
   Such backward compatibility operations MAY include, but are not
   limited to, tunneling and/or active-standby modes of operation.  It
   should be noted that tunneling would require silicon changes.
   However, CMT in itself is a software upgrade.



   Example:



   Step 1. Stop using the virtual RBridge nickname for traffic

      ingressing from CE nodes.



   Step 2. Stop performing active-active forwarding.  Fall back to

      active standby forwarding, based on locally defined policies.  The
      definition of such policies is outside the scope of this document
      and may be addressed in other documents.




6. Security Considerations

   In general, the RBridges in a campus are trusted routers, and the
   authenticity of their link-state information (LSPs) and link-local
   PDUs (e.g., Hellos) can be enforced using regular IS-IS security
   mechanisms [IS-IS] [RFC5310].  This includes authenticating the
   contents of the PDUs used to transport Affinity sub-TLVs.



   The particular security considerations involved with different
   applications of the Affinity sub-TLV will be covered in the
   document(s) specifying those applications.



   For general TRILL security considerations, see [RFC6325].




7. IANA Considerations

   This document serves as the reference for the registration of
   "Affinity sub-TLV support" (bit 0) in the "TRILL-VER Sub-TLV
   Capability Flags" registry.



   This document mentions the registration of "AFFINITY" (value 17) in
   the "Sub-TLVs for TLV 144" registry, but it is intentionally not
   listed as a reference for that registration; the reference remains
   [RFC7176].
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1. Introduction

   Overall, TRILL OAM meets the requirements given in [RFC6905].  The
   general framework for TRILL OAM is specified in [RFC7174].  The
   details of the Fault Management (FM) solution, conforming to that
   framework, are presented in [RFC7455].  The solution leverages the
   message format defined in Ethernet Connectivity Fault Management
   (CFM) [802.1Q] as the basis for the TRILL OAM message channel.



   This document uses the CFM MIB modules defined in [802.1Q] as the
   basis for TRILL OAM MIB and augments the existing tables to add new
   TRILL managed objects required by TRILL.  This document further
   specifies a new table with associated managed objects for TRILL OAM-
   specific capabilities.




2. The Internet-Standard Management Framework

   For a detailed overview of the documents that describe the current
   Internet-Standard Management Framework, please refer to section 7 of
   RFC 3410 [RFC3410].



   Managed objects are accessed via a virtual information store, termed
   the Management Information Base or MIB.  MIB objects are generally
   accessed through the Simple Network Management Protocol (SNMP).
   Objects in the MIB are defined using the mechanisms defined in the
   Structure of Management Information (SMI).  This memo specifies a MIB
   module that is compliant to the SMIv2, which is described in STD 58,
   RFC 2578 [RFC2578], STD 58, RFC 2579 [RFC2579] and STD 58, RFC 2580
   [RFC2580].




3. Conventions

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in RFC
   2119 [RFC2119].



   Abbreviations used in the document include the following:



CCM   ‑ Continuity Check Message [802.1Q]

EMS   ‑ Element Management System [Q.840.1]

MEP   ‑ Maintenance End Point [RFC7174] [802.1Q]

MIP   ‑ Maintenance Intermediate Point [RFC7174] [802.1Q]

MP    ‑ Maintenance Point [RFC7174]

MTVM  ‑ Multi‑destination Tree Verification Message [RFC7455]

MTVR  ‑ Multi‑destination Tree Verification Reply [RFC7455]

NMS   ‑ Network Management System [Q.840.1]

PTM   ‑ Path Trace Message [RFC7455]

PTR   ‑ Path Trace Reply [RFC7455]




4. Overview

   The TRILL OAM MIB module provides an overall framework for managing
   TRILL OAM.  It leverages the IEEE8021-CFM-MIB and IEEE8021-CFM-V2-MIB
   modules defined in [802.1Q], and it augments the Maintenance End
   Point (MEP) and MEP Db entries.  It also adds a new table for
   messages specific to TRILL OAM.




5. Structure of the MIB Module

   Objects in this MIB module are arranged into subtrees.  Each subtree
   is organized as a set of related objects.  The various subtrees are
   shown below, supplemented with the required elements of the
   IEEE8021-CFM-MIB module.




5.1. Textual Conventions

   Textual conventions are defined to represent object types relevant to
   the TRILL OAM MIB.




5.2. The TRILL OAM MIB Subtree

   The TRILL OAM MIB tree described below consists of
   trilloamNotifications (Traps) and trillOamMibObjects.  The
   trilloamNotifications are sent to the management entity whenever a
   MEP loses/restores contact with its peer flow MEPs.



   The TRILL OAM MIB per MEP Objects are defined in the
   trillOamMepTable.  The trillOamMepTable augments the
   dot1agCfmMepEntry (please see Section 6.1) defined in
   IEEE8021-CFM-MIB.  It includes objects that are locally defined for
   an individual MEP and its associated flow.



TRILL-OAM-MIB



|‑‑trillOamNotifications          (trillOamMib 0}



   |--trillOamFaultAlarm



|‑‑trillOamMibObjects             {trillOamMib 1}

   |‑‑trillOamMep                 {trillOamMibObjects 1}

      |‑‑trillOamMepTable         {trillOamMep 1}  ‑ Local TRLL config



      |--trillOamMepFlowCfgTable



      |--trillOamPtrTable



      |--trillOamMtvrTable



      |--trillOamMepDbTable




5.3.1. The Notifications Subtree

   Notifications (fault alarms) are sent to the management entity with
   the OID of the MEP that has detected the fault.  Notifications are
   generated whenever MEP loses/restores contact with its peer flow
   MEPs.




5.3.2. The Table Structures

   The TRILL OAM MIB per MEP Objects are defined in the
   trillOamMepTable.  The trillOamMepTable augments the
   dot1agCfmMepEntry (please see Section 6.1) defined in
   IEEE8021-CFM-MIB.  It includes objects that are locally defined for
   an individual MEP and its associated flow.




5.3.2.1. trillOamMepTable Objects

   This table is an extension of the dot1agCfmMepTable.  Rows are
   automatically added or deleted from this table based upon row
   creation and destruction of the dot1agCfmMepTable.



   This table represents the local MEP TRILL OAM configuration table.
   The primary purpose of this table is provide local parameters for the
   TRILL OAM function found in [RFC7455] and instantiated at a MEP.




5.3.2.2. trillOamMepFlowCfgTable Objects

   Each row in this table represents a Flow Configuration Entry for the
   associated MEP.  This table uses four indices.  The first three
   indices are the indices of the Maintenance Domain, MANET, and MEP
   tables.  The fourth index is the specific Flow Configuration Entry on
   the selected MEP.  Some writable objects in this table are only
   applicable in certain cases (as described under each object below),
   and attempts to write values for them in other cases will be ignored.




5.3.2.3. trillOamPtrTable Objects

   Each row in this table represents a Path Trace Reply Entry for the
   Defined MEP and Transaction.  This table uses four indices.  The
   first three indices identify the MEP and the fourth index specifies
   the Transaction Identifier.  This Transaction Identifier uniquely
   identifies the response for a MEP, which can have multiple flows.




5.3.2.4. trillOamMtvrTable Objects

   This table includes managed objects for the Multi-destination Reply.
   Each row in the table represents a Multi-destination Reply Entry for
   the defined MEP and Transaction.  This table uses the following five
   indices: 1) Maintenance Domain, 2) MANET, 3) MEP tables, 4)
   Transaction Identifier of selected MEP, and 5) receive order of
   Multi-destination replies.



   Some writable objects in this table are only applicable in certain
   cases (as described under each object below), and attempts to write a
   value for them in other cases will be ignored.




5.3.2.5. trillOamMepDbTable Objects

   This table is an augmentation of the dot1agCfmMepDbTable, and rows
   are automatically added or deleted from this table based upon row
   creation and destruction of the dot1agCfmMepDbTable.




6. Relationship to Other MIB Modules

   The IEEE8021-CFM-MIB [IEEE8021-CFM-MIB] and [LLDP-MIB] contain
   objects that are relevant to the TRILL OAM MIB.  Management objects
   contained in these modules are not duplicated here, to reduce overlap
   to the extent possible.  From the IEEE8021-CFM-MIB, the following
   objects are imported:



      o dot1agCfmMdIndex



      o dot1agCfmMaIndex



      o dot1agCfmMepIdentifier



      o dot1agCfmMepEntry



      o dot1agCfmMepDbEntry



      o Dot1agCfmIngressActionFieldValue



      o Dot1agCfmEgressActionFieldValue



      o Dot1agCfmRemoteMepState



   From the [LLDP-MIB], the following objects are imported:



      o LldpChassisId



      o LldpChassisIdSubtype



      o LldpPortId




6.1. Relationship to the IEEE8021-TC-MIB

   In TRILL, traffic labeling can be done using either a 12-bit VLAN or
   a 24-bit Fine-Grained Label (FGL) [RFC7172].



   The IEEE8021-TC-MIB definition of IEEE8021ServiceSelectorType
   includes the following two values:



      - 1 representing a vlanId, and



      - 2 representing a 24-bit isid



   We have chosen to use value 2 for TRILL's FGL.  As such, TRILL OAM
   MIB will import IEEE8021ServiceSelectorType,
   IEEE8021ServiceSelectorValueOrNone, and IEEE8021ServiceSelectorValue
   from IEEE8021-TC-MIB.




6.2. Relationship to the IEEE8021-CFM-MIB

   trillOamMepTable augments dot1agCfmMepEntry.  Implementation of
   IEEE8021-CFM-MIB is required as we are augmenting the IEEE-CFM-MIB
   Table.  Objects/Tables that are not applicable to a TRILL
   implementation have to be handled by the TRILL implementation
   backend, and appropriate default values, as described in
   IEEE8021-CFM-MIB, have to be returned.



   The TRILL OAM implementation doesn't support the Link Trace Message
   or Link Trace Reply, since, as described in RFC 7455, the Path Trace
   Message and Reply for unicast traffic and Multi-destination Tree
   verification Message and Reply for multicast traffic have been
   substituted for them.  Statistics for these messages should default
   as per IEEE8021-CFM-MIB.




6.3. MIB Modules Required for IMPORTS

   The following MIB module IMPORTS objects from SNMPv2-SMI [RFC2578],
   SNMPv2-TC [RFC2579], SNMPv2-CONF [RFC2580], IEEE-8021-CFM-MIB, and
   LLDP-MIB.




7. Definitions

   TRILL-OAM-MIB DEFINITIONS ::= BEGIN



   IMPORTS



MODULE‑IDENTITY,
OBJECT‑TYPE,
Counter32,
Unsigned32,
Integer32,
mib‑2,
NOTIFICATION‑TYPE
   FROM SNMPv2‑SMI
RowStatus,
TruthValue,
TimeStamp,
MacAddress
    FROM SNMPv2‑TC
OBJECT‑GROUP,
NOTIFICATION‑GROUP,
MODULE‑COMPLIANCE
    FROM SNMPv2‑CONF
dot1agCfmMdIndex,
dot1agCfmMaIndex,
dot1agCfmMepIdentifier,
dot1agCfmMepEntry,
dot1agCfmMepDbEntry,
Dot1agCfmIngressActionFieldValue,
Dot1agCfmEgressActionFieldValue,
Dot1agCfmRemoteMepState
    FROM IEEE8021‑CFM‑MIB
LldpChassisId,
LldpChassisIdSubtype,
LldpPortId,



       LldpPortIdSubtype

           FROM LLDP-MIB;



trillOamMib MODULE‑IDENTITY
    LAST‑UPDATED    "201601141200Z"
    ORGANIZATION    "IETF TRILL WG"
    CONTACT‑INFO
            "Email: trill@ietf.org"
    DESCRIPTION
        "This MIB module contains the management objects for the
        management of TRILL Services Operations, Administration
        and Maintenance.
        Initial version.  Published as RFC 7784.

        Copyright (c) 2016 IETF Trust and the persons identified
        as authors of the code.  All rights reserved.

        Redistribution and use in source and binary forms, with
        or without modification, is permitted pursuant to, and
        subject to the license terms contained in, the Simplified
        BSD License set forth in Section 4.c of the IETF Trust's
        Legal Provisions Relating to IETF Documents
        (http://trustee.ietf.org/license‑info).

        ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑



           Abbreviations Used



        Term         Definition

        CFM          Connectivity Fault Management
        IEEE         Institute of Electrical and Electronics
                     Engineers
        IETF         Internet Engineering Task Force
        ITU‑T        International Telecommunication Union ‑
                     Telecommunication Standardization Bureau
        FCOI         The Final, Cross‑Connect Error, Out‑of‑band,
                     and In‑band flags from the TRILL OAM Application
                     Identifier TLV.
        LBM          Loopback Message
        MA           Maintenance Association (equivalent to a MEG)
        MAC          Media Access Control
        MD           Maintenance Domain (equivalent to an OAM
                     Domain in Metro Ethernet Forum (MEF) 17)
        MEG          Maintenance Entity Group (equivalent to a MA)
        MEG Level    Maintenance Entity Group Level (equivalent to
                     MD Level)
        MEP          Maintenance Association End Point
        MIB          Management Information Base
        MIP          Maintenance Domain Intermediate Point
        MTVM         Multi‑destination Tree Verification Message
        MTVR         Multi‑destination Tree Verification Reply
        OAM          Operations, Administration, and Maintenance
                     On‑Demand OAM actions that are initiated via
                     manual intervention for a limited time to carry
                     out diagnostics.  On‑demand OAM can result in
                     singular or periodic OAM actions during the
                     diagnostic time interval.
        PTM          Path Trace Message
        PTR          Path Trace Reply
        RFC          Request for Comments
        SNMP         Simple Network Management Protocol
        TLV          Type‑Length‑Value, a method of encoding Objects
        TRILL        Transparent Interconnection of Lots of Links
        VLAN         Virtual LAN"

    REVISION        "201601141200Z"
    DESCRIPTION
        "Initial version.  Published as RFC 7784."
    ::= { mib‑2 238 }
‑‑

‑‑ *****************************************************************
‑‑ Object Definitions in the TRILL OAM MIB Module
‑‑ *****************************************************************

trillOamNotifications  OBJECT IDENTIFIER
    ::= { trillOamMib 0 }

trillOamMibObjects  OBJECT IDENTIFIER
    ::= { trillOamMib 1 }

trillOamMibConformance  OBJECT IDENTIFIER
    ::= { trillOamMib 2 }

‑‑ *****************************************************************
‑‑ Groups in the TRILL OAM MIB Module
‑‑ *****************************************************************

trillOamMep  OBJECT IDENTIFIER
    ::= { trillOamMibObjects 1 }

‑‑ *****************************************************************
‑‑ TRILL OAM MEP Configuration
‑‑ *****************************************************************

trillOamMepTable OBJECT‑TYPE
    SYNTAX          SEQUENCE OF TrillOamMepEntry
    MAX‑ACCESS      not‑accessible
    STATUS          current
    DESCRIPTION
        "This table is an extension of the dot1agCfmMepTable and
         rows are automatically added or deleted from this table
         based upon row creation and destruction of the
         dot1agCfmMepTable.

        This table represents the local MEP TRILL OAM
        configuration table.  The primary purpose of this table
        is provide local parameters for the TRILL OAM function
        found in RFC 7455 and instantiated at a MEP."
    REFERENCE "RFC 7455"
    ::= { trillOamMep 1 }
trillOamMepEntry OBJECT‑TYPE
    SYNTAX          TrillOamMepEntry
    MAX‑ACCESS      not‑accessible
    STATUS          current
    DESCRIPTION
        "The conceptual row of trillOamMepTable."
    AUGMENTS           { dot1agCfmMepEntry  }
    ::= { trillOamMepTable 1 }

TrillOamMepEntry ::= SEQUENCE {
        trillOamMepRName               Unsigned32,
        trillOamMepNextPtmTId          Counter32,
        trillOamMepNextMtvmTId         Counter32,
        trillOamMepPtrIn               Counter32,
        trillOamMepPtrInOutofOrder     Counter32,
        trillOamMepPtrOut              Counter32,
        trillOamMepMtvrIn              Counter32,
        trillOamMepMtvrInOutofOrder    Counter32,
        trillOamMepMtvrOut             Counter32,
        trillOamMepTxLbmDestRName      Unsigned32,
        trillOamMepTxLbmHC             Unsigned32,
        trillOamMepTxLbmReplyModeOob   TruthValue,
        trillOamMepTransmitLbmReplyIp  OCTET STRING,
        trillOamMepTxLbmFlowEntropy    OCTET STRING,
        trillOamMepTxPtmDestRName      Unsigned32,
        trillOamMepTxPtmHC             Unsigned32,
        trillOamMepTxPtmReplyModeOob   TruthValue,
        trillOamMepTransmitPtmReplyIp  OCTET STRING,
        trillOamMepTxPtmFlowEntropy    OCTET STRING,
        trillOamMepTxPtmStatus         TruthValue,
        trillOamMepTxPtmResultOK       TruthValue,
        trillOamMepTxPtmSeqNumber      Unsigned32,
        trillOamMepTxPtmMessages       Integer32,
        trillOamMepTxMtvmTree          Unsigned32,
        trillOamMepTxMtvmHC            Unsigned32,
        trillOamMepTxMtvmReplyModeOob  TruthValue,
        trillOamMepTransmitMtvmReplyIp OCTET STRING,
        trillOamMepTxMtvmFlowEntropy   OCTET STRING,
        trillOamMepTxMtvmStatus        TruthValue,
        trillOamMepTxMtvmResultOK      TruthValue,
        trillOamMepTxMtvmMessages      Integer32,
        trillOamMepTxMtvmSeqNumber     Unsigned32,
        trillOamMepTxMtvmScopeList     OCTET STRING,
        trillOamMepDiscontinuityTime   TimeStamp
}

trillOamMepRName OBJECT‑TYPE
    SYNTAX          Unsigned32 (0..65471)
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "This object contains the RBridge Nickname field
        of the TRILL RBridge as defined in RFC 6325,
        Section 3.7."
    REFERENCE "RFC 7455 and RFC 6325, Section 3.7"
    ::= { trillOamMepEntry 1 }

trillOamMepNextPtmTId OBJECT‑TYPE
    SYNTAX          Counter32
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Next Sequence Number / Transaction Identifier to be sent in
         a Multi‑destination message.  This Sequence Number can be
         zero because it wraps around.  Implementation of this
         identifier should be should provide a unique code value in
         order to identify the Transaction Identifier for a MEP with
         multiple flows."
    REFERENCE "RFC 7455, Section 10.1.1"
    ::= { trillOamMepEntry 2 }

trillOamMepNextMtvmTId OBJECT‑TYPE
    SYNTAX          Counter32
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Next Sequence Number / Transaction Identifier to be sent
        in a Multi‑destination message.  This Sequence Number can
        be zero because it wraps around.  An implementation should
        be unique to identify Transaction Identifier for a MEP with
        multiple flows."
    REFERENCE "RFC 7455, Section 11.2.1"
    ::= { trillOamMepEntry 3 }

trillOamMepPtrIn OBJECT‑TYPE
    SYNTAX          Counter32
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Total number of valid, in‑order Path Trace Replies
         received."
    REFERENCE "RFC 7455, Section 10"
    ::= { trillOamMepEntry 4 }

trillOamMepPtrInOutofOrder OBJECT‑TYPE
    SYNTAX          Counter32
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Total number of valid, out‑of‑order Path Trace Replies
         received."
    REFERENCE "RFC 7455, Section 10"
    ::= { trillOamMepEntry 5 }

trillOamMepPtrOut OBJECT‑TYPE
    SYNTAX          Counter32
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Total number of valid, Path Trace Replies
         transmitted."
    REFERENCE "RFC 7455, Section 10"
    ::= { trillOamMepEntry 6 }

trillOamMepMtvrIn OBJECT‑TYPE
    SYNTAX          Counter32
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Total number of valid, in‑order Multi‑destination
         Replies received."
    REFERENCE "RFC 7455, Section 11"
    ::= { trillOamMepEntry 7 }

trillOamMepMtvrInOutofOrder OBJECT‑TYPE
    SYNTAX          Counter32
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Total number of valid, out‑of‑order Multi‑destination
         Replies received."
    REFERENCE "RFC 7455, Section 11"
    ::= { trillOamMepEntry 8 }

trillOamMepMtvrOut OBJECT‑TYPE
    SYNTAX          Counter32
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Total number of valid, Multi‑destination Replies
        transmitted."
    REFERENCE "RFC 7455, Section 11"
    ::= { trillOamMepEntry 9 }

trillOamMepTxLbmDestRName OBJECT‑TYPE
    SYNTAX          Unsigned32 (0..65471)
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "The Target Destination RBridge Nickname field, as
        defined in RFC 6325, Section 3.7, to be transmitted."
    REFERENCE "RFC 7455 and RFC 6325, Section 3.7"



       ::= { trillOamMepEntry 10 }



trillOamMepTxLbmHC OBJECT‑TYPE
    SYNTAX          Unsigned32(1..63)
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "The Hop Count field to be transmitted."
    REFERENCE "RFC 7455, Sections 3 and 9"
    ::= { trillOamMepEntry 11 }

trillOamMepTxLbmReplyModeOob OBJECT‑TYPE
    SYNTAX          TruthValue
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "True indicates that the Reply to an LBM is out of
        band and the out‑of‑band IP Address TLV is to be
        transmitted.  False indicates that in‑band reply is
        transmitted."
    REFERENCE "RFC 7455, Section 9.2.1"
    ::= { trillOamMepEntry 12 }

trillOamMepTransmitLbmReplyIp OBJECT‑TYPE
    SYNTAX          OCTET STRING (SIZE  (4..16))
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "The IP address for an out‑of‑band IP Address TLV
         that is to be transmitted.  Maximum length for IPv6
         is 16 octets and IPv4 is 4 octets."
    REFERENCE "RFC 7455, Section 3"
    ::= { trillOamMepEntry 13 }

trillOamMepTxLbmFlowEntropy OBJECT‑TYPE
    SYNTAX          OCTET STRING (SIZE  (96))
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "96‑byte Flow Entropy, as defined in RFC 7455, to
         be transmitted."
    REFERENCE "RFC 7455, Section 3"
    ::= { trillOamMepEntry 14 }

trillOamMepTxPtmDestRName OBJECT‑TYPE
    SYNTAX          Unsigned32 (0..65471)
    MAX‑ACCESS      read‑create
    STATUS          current

    DESCRIPTION
        "The Target Destination RBridge Nickname field,
        as defined in RFC 6325, Section 3.7, to be transmitted."
    REFERENCE "RFC 7455 and RFC 6325, Section 3.7"
    ::= { trillOamMepEntry 15 }

trillOamMepTxPtmHC OBJECT‑TYPE
    SYNTAX          Unsigned32 (1..63)
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "The Hop Count field to be transmitted."
    REFERENCE "RFC 7455, Section 3"
    ::= { trillOamMepEntry 16 }

trillOamMepTxPtmReplyModeOob OBJECT‑TYPE
    SYNTAX          TruthValue
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "True indicates that a Reply to a PTM will be
         out of band and the out‑of‑band IP Address TLV
         is to be transmitted.  False indicates that an
         in‑band reply  is transmitted."
    REFERENCE "RFC 7455, Section 10"
    DEFVAL          { false }
    ::= { trillOamMepEntry 17 }

trillOamMepTransmitPtmReplyIp OBJECT‑TYPE
    SYNTAX          OCTET STRING (SIZE  (4..16))
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "The IP address for an out‑of‑band IP Address TLV
         to be transmitted.  The maximum length for an
         IPv6 address is 16 octets.  The maximum length
         for an  IPv4 address is 4 octets."
    REFERENCE "RFC 7455, Sections 3 and 10"
    ::= { trillOamMepEntry 18 }

trillOamMepTxPtmFlowEntropy OBJECT‑TYPE
    SYNTAX          OCTET STRING (SIZE  (96))
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "96‑byte Flow Entropy, as defined in RFC 7455, to be
         transmitted."
    REFERENCE "RFC 7455, Section 3"



       ::= { trillOamMepEntry 19 }



trillOamMepTxPtmStatus OBJECT‑TYPE
    SYNTAX          TruthValue
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "A Boolean flag set to TRUE by the MEP Path Trace Initiator
        State Machine or a MIB manager to indicate that another PTM
        is being transmitted.  This is reset to FALSE by the MEP
        Initiator State Machine.  The PTM managed objects in the MEP
        table are used in a manner similar to that described for LBM
        transmission in the dot1agCfmMepTable.  As per RFC 7455,
        Section 10, operation of the Path Trace Message is identical
        to the Loopback message except that it is first transmitted
        with a TRILL Header Hop Count field value of 1 and then
        retransmitted with an incrementing Hop Count until a
        response is received from the destination RBridge, or the
        Hop Count reaches a configured maximum value.  The
        trillOamMepTxPtmStatus status is reset to FALSE by
        the initiator when the last PTM is transmitted."
    REFERENCE "RFC 7455, Section 10"
    DEFVAL          { false }
    ::= { trillOamMepEntry 20 }

trillOamMepTxPtmResultOK OBJECT‑TYPE
    SYNTAX          TruthValue
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "Indicates the following results of the operation:
        ‑ true indicates the Path Trace Message(s) will be
          (or has been) sent.
        ‑ false indicates the Path Trace Message(s) will not
          be sent."
    REFERENCE "RFC 7455, Section 10"
    DEFVAL          { true }
    ::= { trillOamMepEntry 21 }

trillOamMepTxPtmSeqNumber OBJECT‑TYPE
    SYNTAX          Unsigned32
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "The Path Trace Transaction Identifier of the first
         PTM (to be) sent.  The value returned is
         undefined if trillOamMepTxPtmResultOK is false."
    REFERENCE "RFC 7455, Section 10"



       ::= { trillOamMepEntry 22 }



trillOamMepTxPtmMessages OBJECT‑TYPE
    SYNTAX          Integer32 (1..1024)
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "The number of Path Trace messages to be transmitted.
         As per RFC 7455, Section 10, the first Path Trace
         Message is transmitted with a Hop Count of 1; an
         RBridge may continue to retransmit the request at
         periodic intervals with an incrementing Hop Count
         until a response is received from the destination
         RBridge or the Hop Count reaches a configured
         maximum value.  The event of the Destination
         response being received or the Hop Count reaching
         its maximum is treated as a single Counter
         increment of this object."
    REFERENCE "RFC 7455, Section 10"
    ::= { trillOamMepEntry 23 }

trillOamMepTxMtvmTree OBJECT‑TYPE
    SYNTAX          Unsigned32
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "The Multi‑destination Tree identifier, as
         defined in RFC 6325, for an MTVM."
    ::= { trillOamMepEntry 24 }

trillOamMepTxMtvmHC OBJECT‑TYPE
    SYNTAX          Unsigned32(1..63)
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "The Hop Count field to be transmitted.
        "
    REFERENCE "RFC 7455, Section 3, and RFC 6325, Section 3"
    ::= { trillOamMepEntry 25 }

trillOamMepTxMtvmReplyModeOob OBJECT‑TYPE
    SYNTAX          TruthValue
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "True indicates that the reply to an MTVM is out of
        band and this out‑of‑band IP Address TLV is where the
        reply is to be transmitted.

        False indicates that an in‑band reply is transmitted."
    REFERENCE "RFC 7455, Section 11"
    ::= { trillOamMepEntry 26 }

trillOamMepTransmitMtvmReplyIp OBJECT‑TYPE
    SYNTAX          OCTET STRING (SIZE  (4..16))
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "IP address for an out‑of‑band IP Address TLV that is
         to be transmitted.  The maximum length for IPv6 is 16
         octets and IPv4 is 4 octets."
    REFERENCE "RFC 7455, Section 11"
    ::= { trillOamMepEntry 27 }

trillOamMepTxMtvmFlowEntropy OBJECT‑TYPE
    SYNTAX          OCTET STRING (SIZE  (96))
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "96‑byte Flow Entropy, as defined in RFC 7455, to be
         transmitted."
    REFERENCE "RFC 7455, Section 3"
    ::= { trillOamMepEntry 28 }

trillOamMepTxMtvmStatus OBJECT‑TYPE
    SYNTAX          TruthValue
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "A Boolean flag set to TRUE by the MEP Multi‑destination
        Initiator State Machine or a MIB manager to indicate
        that another MTVM is being transmitted.
        Reset to FALSE by the MEP Initiator State Machine.
        The MTVM‑managed objects in the MEP table are used
        in a manner similar to that described for LBM
        transmission in the dot1agCfmMepTable.  As per RFC 7455,
        Section 11, operation of the MTVM is
        identical to the Loopback message except that it is
        first transmitted with a TRILL Header Hop Count
        field value of 1 and it is retransmitted incrementing
        the Hop Count until a response is received from the
        destination RBridge or the Hop Count reaches a
        configured maximum value.  The trillOamMepTxMtvmStatus
        Status is reset to FALSE by the initiator when the last
        MTVM is transmitted."
    REFERENCE "RFC 7455, Section 11"
    DEFVAL          { false }



       ::= { trillOamMepEntry 29 }



trillOamMepTxMtvmResultOK OBJECT‑TYPE
    SYNTAX          TruthValue
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "Indicates the result of the operation in
         the following way:
        ‑ true indicates the Multi‑destination Message(s) will be
          (or has been) sent.
        ‑ false indicates the Multi‑destination Message(s) will not
          be sent."
    REFERENCE "RFC 7455, Section 11"
    DEFVAL          { true }
    ::= { trillOamMepEntry 30 }

trillOamMepTxMtvmMessages OBJECT‑TYPE
    SYNTAX          Integer32 (1..1024)
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "The number of Multi‑destination messages to be transmitted.
         The RBridge transmit the Multi‑destination message
         incrementing the session Identification Number at periodic
         interval until this count expires."
    REFERENCE "RFC 7455, Section 11"
    ::= { trillOamMepEntry 31 }

trillOamMepTxMtvmSeqNumber OBJECT‑TYPE
    SYNTAX          Unsigned32
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "The Multi‑destination Transaction Identifier of the
        first MTVM (to be)
        sent.  The value returned is undefined if
        trillOamMepTxMtvmResultOK is false."
    REFERENCE "RFC 7455, Section 11"
    ::= { trillOamMepEntry 32 }

trillOamMepTxMtvmScopeList OBJECT‑TYPE
    SYNTAX          OCTET STRING
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "The Multi‑destination RBridge Scope list, which
           requires 2 octets per RBridge."

    REFERENCE "RFC 7455, Section 11"
    ::= { trillOamMepEntry 33 }

trillOamMepDiscontinuityTime OBJECT‑TYPE
    SYNTAX          TimeStamp
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Snapshot of the value of the sysUpTime object at the
         beginning of the latest period of continuity of the
         statistical counters associated with this MEP."
    ::= { trillOamMepEntry 34 }

‑‑ *****************************************************************
‑‑ TRILL OAM Tx Measurement Configuration Table
‑‑ *****************************************************************

trillOamMepFlowCfgTable OBJECT‑TYPE
    SYNTAX          SEQUENCE OF TrillOamMepFlowCfgEntry
    MAX‑ACCESS      not‑accessible
    STATUS          current
    DESCRIPTION
        "This table includes configuration objects and operations
         for the TRILL OAM facilities in RFC 7455.

         Each row in the table represents a Flow Configuration
         Entry for the defined MEP.  This table uses four indices.
         The first three indices are the indices of the Maintenance
         Domain, MANET, and MEP tables.  The fourth index is the
         specific Flow Configuration Entry on the selected MEP.

        Some writable objects in this table are only applicable in
        certain cases (as described under each object), and
        attempts to write values for them in other cases
        will be ignored."
    REFERENCE       "RFC 7455"
    ::= { trillOamMep 2 }

trillOamMepFlowCfgEntry OBJECT‑TYPE
    SYNTAX          TrillOamMepFlowCfgEntry
    MAX‑ACCESS      not‑accessible
    STATUS          current
    DESCRIPTION
        "The conceptual row of trillOamMepFlowCfgTable."
    INDEX           {
                        dot1agCfmMdIndex,
                        dot1agCfmMaIndex,
                        dot1agCfmMepIdentifier,

                        trillOamMepFlowCfgIndex
                    }
    ::= { trillOamMepFlowCfgTable 1 }

TrillOamMepFlowCfgEntry ::= SEQUENCE {
        trillOamMepFlowCfgIndex       Unsigned32,
        trillOamMepFlowCfgFlowEntropy OCTET STRING,
        trillOamMepFlowCfgDestRName   Unsigned32,
        trillOamMepFlowCfgFlowHC      Unsigned32,
        trillOamMepFlowCfgRowStatus   RowStatus
        }

trillOamMepFlowCfgIndex OBJECT‑TYPE
    SYNTAX          Unsigned32 (1..65535)
    MAX‑ACCESS      not‑accessible
    STATUS          current
    DESCRIPTION
        "An index to the TRILL OAM MEP Flow Configuration table,
        which indicates the specific flow for the MEP.

        The index is never reused for other flow sessions on the
        same MEP while this session is active.  The index value
        keeps increasing until it wraps to 0.  This value can also be
        used in the flow‑identifier TLV RFC 7455."
    REFERENCE "RFC 7455"
    ::= { trillOamMepFlowCfgEntry 1 }

trillOamMepFlowCfgFlowEntropy OBJECT‑TYPE
    SYNTAX          OCTET STRING (SIZE  (96))
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "This is 96 bytes of Flow Entropy as described in
        TRILL OAM, RFC 7455."
    REFERENCE "RFC 7455, Section 3"
    ::= { trillOamMepFlowCfgEntry 2 }

trillOamMepFlowCfgDestRName OBJECT‑TYPE
    SYNTAX          Unsigned32 (0..65471)
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "The Target Destination RBridge Nickname field, as
        defined in RFC 6325, Section 3.7, to be transmitted."
    REFERENCE "RFC 7455, Section 3, and RFC 6325, Section 3.7"
    ::= { trillOamMepFlowCfgEntry 3 }

trillOamMepFlowCfgFlowHC OBJECT‑TYPE
    SYNTAX          Unsigned32 (1..63)
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "The Hop Count field to be transmitted."
    REFERENCE "RFC 7455, Section 3, and RFC 6325, Section 3.6"
    ::= { trillOamMepFlowCfgEntry 4 }

trillOamMepFlowCfgRowStatus OBJECT‑TYPE
    SYNTAX          RowStatus
    MAX‑ACCESS      read‑create
    STATUS          current
    DESCRIPTION
        "The status of the row.

        The writable columns in a row cannot be changed if the row
        is active.  All columns MUST have a valid value before a row
        can be activated."
    ::= { trillOamMepFlowCfgEntry 5 }

‑‑ ******************************************************************
‑‑ TRILL OAM Path Trace Reply Table
‑‑ ******************************************************************

trillOamPtrTable OBJECT‑TYPE
    SYNTAX          SEQUENCE OF TrillOamPtrEntry
    MAX‑ACCESS      not‑accessible
    STATUS          current
    DESCRIPTION
        "This table includes Path Trace Reply objects and
         operations for the TRILL OAM facilities as described
         in RFC 7455.

        Each row in the table represents a Path Trace Reply Entry for
        the defined MEP and Transaction.  This table uses four
        indices.  The first three indices are the indices of the
        Maintenance Domain,
        MANET, and MEP tables.  The fourth index is the specific
        Transaction Identifier on the selected MEP.

        Some writable objects in this table are only applicable in
        certain cases (as described under each object),
        and attempts to
        write values for them in other cases will be ignored."
    REFERENCE       "RFC 7455"
    ::= { trillOamMep 3 }

trillOamPtrEntry OBJECT‑TYPE
    SYNTAX          TrillOamPtrEntry
    MAX‑ACCESS      not‑accessible
    STATUS          current
    DESCRIPTION
        "The conceptual row of trillOamPtrTable."
    INDEX           {
                        dot1agCfmMdIndex,
                        dot1agCfmMaIndex,
                        dot1agCfmMepIdentifier,
                        trillOamMepPtrTransactionId
                    }
    ::= { trillOamPtrTable 1 }

TrillOamPtrEntry ::= SEQUENCE {
        trillOamMepPtrTransactionId           Unsigned32,
        trillOamMepPtrHC                      Unsigned32,
        trillOamMepPtrFlag                    Unsigned32,
        trillOamMepPtrErrorCode               Unsigned32,
        trillOamMepPtrTerminalMep             TruthValue,
        trillOamMepPtrLastEgressId            Unsigned32,
        trillOamMepPtrIngress       Dot1agCfmIngressActionFieldValue,
        trillOamMepPtrIngressMac              MacAddress,
        trillOamMepPtrIngressPortIdSubtype    LldpPortIdSubtype,
        trillOamMepPtrIngressPortId           LldpPortId,
        trillOamMepPtrEgress        Dot1agCfmEgressActionFieldValue,
        trillOamMepPtrEgressMac               MacAddress,
        trillOamMepPtrEgressPortIdSubtype     LldpPortIdSubtype,
        trillOamMepPtrEgressPortId            LldpPortId,
        trillOamMepPtrChassisIdSubtype        LldpChassisIdSubtype,
        trillOamMepPtrChassisId               LldpChassisId,
        trillOamMepPtrOrganizationSpecificTlv OCTET STRING,
        trillOamMepPtrNextHopNicknames        OCTET STRING
}

trillOamMepPtrTransactionId OBJECT‑TYPE
    SYNTAX          Unsigned32 (0..4294967295)
    MAX‑ACCESS      not‑accessible
    STATUS          current
    DESCRIPTION
        "Sequence Number / Transaction Identifier returned by a
         previous transmit path trace message command,
         indicating which PTM's response is going to be returned."
    REFERENCE       "RFC 7455, Section 10"
    ::= { trillOamPtrEntry 1 }

trillOamMepPtrHC  OBJECT‑TYPE
    SYNTAX          Unsigned32 (1..63)
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Hop Count field value for a returned PTR."
    REFERENCE       "RFC 7455"
    ::= { trillOamPtrEntry 2 }

trillOamMepPtrFlag OBJECT‑TYPE
    SYNTAX          Unsigned32 (0..15)
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "FCOI (TRILL OAM Message TLV) field value for a
         returned PTR."
    REFERENCE       "RFC 7455, Section 8.4.3"
    ::= { trillOamPtrEntry 3 }

trillOamMepPtrErrorCode OBJECT‑TYPE
    SYNTAX          Unsigned32 (0..65535)
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Return Code and Return Sub‑code value for a returned PTR."
    REFERENCE       "RFC 7455, Section 8.4.3"
    ::= { trillOamPtrEntry 4 }

trillOamMepPtrTerminalMep OBJECT‑TYPE
    SYNTAX          TruthValue
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "A boolean value stating whether the forwarded PTM reached a
        MEP enclosing its MA, as returned in the Terminal MEP flag of
        the Flags field."
    REFERENCE       "RFC 7455"
    ::= { trillOamPtrEntry 5 }

trillOamMepPtrLastEgressId OBJECT‑TYPE
    SYNTAX          Unsigned32 (0..65535)
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "An Integer field holding the Last Egress Identifier returned
        in the PTR Upstream RBridge Nickname TLV of the PTR.
        The Last Egress Identifier identifies the Upstream Nickname."
    REFERENCE       "RFC 7455, Section 8.4.1"



       ::= { trillOamPtrEntry 6 }



trillOamMepPtrIngress OBJECT‑TYPE
    SYNTAX          Dot1agCfmIngressActionFieldValue
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "The value returned in the Ingress Action field of the PTR.
        The value ingNoTlv(0) indicates that no Reply Ingress TLV was
        returned in the PTM."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamPtrEntry 7 }

trillOamMepPtrIngressMac OBJECT‑TYPE
    SYNTAX          MacAddress
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "MAC address returned in the ingress MAC address field."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamPtrEntry 8 }

trillOamMepPtrIngressPortIdSubtype OBJECT‑TYPE
    SYNTAX          LldpPortIdSubtype
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Ingress Port ID.  The format of this object is determined by
        the value of the trillOamMepPtrIngressPortIdSubtype object."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamPtrEntry 9 }

trillOamMepPtrIngressPortId OBJECT‑TYPE
    SYNTAX          LldpPortId
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Ingress Port ID.  The format of this object is determined by
        the value of the trillOamMepPtrIngressPortId object."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamPtrEntry 10 }

trillOamMepPtrEgress OBJECT‑TYPE
    SYNTAX          Dot1agCfmEgressActionFieldValue
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "The value returned in the Egress Action field of the PTR.

        The value ingNoTlv(0) indicates that no Reply Egress TLV was
        returned in the PTM."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamPtrEntry 11 }

trillOamMepPtrEgressMac OBJECT‑TYPE
    SYNTAX          MacAddress
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "MAC address returned in the egress MAC address field."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamPtrEntry 12 }

trillOamMepPtrEgressPortIdSubtype OBJECT‑TYPE
    SYNTAX          LldpPortIdSubtype
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Egress Port ID.  The format of this object is determined by
        the value of the trillOamMepPtrEgressPortIdSubtype object."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamPtrEntry 13 }

trillOamMepPtrEgressPortId OBJECT‑TYPE
    SYNTAX          LldpPortId
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Egress Port ID.  The format of this object is determined by
        the value of the trillOamMepPtrEgressPortId object."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamPtrEntry 14 }

trillOamMepPtrChassisIdSubtype OBJECT‑TYPE
    SYNTAX          LldpChassisIdSubtype
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "This object specifies the format of the Chassis ID returned
        in the Sender ID TLV of the PTR, if any.  This value is
        meaningless if the trillOamMepPtrChassisId
        has a length of 0."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamPtrEntry 15 }

trillOamMepPtrChassisId OBJECT‑TYPE
    SYNTAX          LldpChassisId
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "The Chassis ID returned in the Sender ID TLV of the PTR, if
        any.  The format of this object is determined by the
        value of the trillOamMepPtrChassisIdSubtype object."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamPtrEntry 16 }

trillOamMepPtrOrganizationSpecificTlv OBJECT‑TYPE
    SYNTAX          OCTET STRING (SIZE  (0 | 4..1500))
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "All organization‑specific TLVs returned in the PTR, if
        any.  Includes all octets including and following the TLV
        Length field of each TLV, concatenated together."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamPtrEntry 17 }

trillOamMepPtrNextHopNicknames OBJECT‑TYPE
    SYNTAX          OCTET STRING (SIZE  (0 | 4..1500))
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Next hop RBridge List TLV returned in the PTR, if
        any.  Includes all octets including and following the TLV
        Length field of each TLV, concatenated together."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamPtrEntry 18 }

‑‑ ******************************************************************
‑‑ TRILL OAM Multi‑destination Reply Table
‑‑ ******************************************************************

trillOamMtvrTable OBJECT‑TYPE
    SYNTAX          SEQUENCE OF TrillOamMtvrEntry
    MAX‑ACCESS      not‑accessible
    STATUS          current
    DESCRIPTION
        "This table includes Multi‑destination Reply objects and
         operations for the TRILL OAM facilities described in
         RFC 7455.



           Each row in the table represents a Multi-destination Reply
           Entry for the defined MEP and Transaction.  This table uses
           five indices.  The first three indices are the indices of the
           Maintenance Domain, MANET, and MEP tables.  The fourth index
           is the specific Transaction Identifier on the selected MEP.
           The fifth index is the receive order of Multi-destination
           replies.



        Some writable objects in this table are only applicable in
        certain cases (as described under each object), and attempts
        to write values for them in other cases will be ignored."
    REFERENCE       "RFC 7455"
    ::= { trillOamMep 4 }

trillOamMtvrEntry OBJECT‑TYPE
    SYNTAX          TrillOamMtvrEntry
    MAX‑ACCESS      not‑accessible
    STATUS          current
    DESCRIPTION
        "The conceptual row of trillOamMtvrTable."
    INDEX           {
                        dot1agCfmMdIndex,
                        dot1agCfmMaIndex,
                        dot1agCfmMepIdentifier,
                        trillOamMepPtrTransactionId,
                        trillOamMepMtvrReceiveOrder
                    }
    ::= { trillOamMtvrTable 1 }

TrillOamMtvrEntry ::= SEQUENCE {
        trillOamMepMtvrTransactionId           Unsigned32,
        trillOamMepMtvrReceiveOrder            Unsigned32,
        trillOamMepMtvrFlag                    Unsigned32,
        trillOamMepMtvrErrorCode               Unsigned32,
        trillOamMepMtvrLastEgressId            Unsigned32,
        trillOamMepMtvrIngress    Dot1agCfmIngressActionFieldValue,
        trillOamMepMtvrIngressMac              MacAddress,
        trillOamMepMtvrIngressPortIdSubtype    LldpPortIdSubtype,
        trillOamMepMtvrIngressPortId           LldpPortId,
        trillOamMepMtvrEgress     Dot1agCfmEgressActionFieldValue,
        trillOamMepMtvrEgressMac               MacAddress,
        trillOamMepMtvrEgressPortIdSubtype     LldpPortIdSubtype,
        trillOamMepMtvrEgressPortId            LldpPortId,
        trillOamMepMtvrChassisIdSubtype        LldpChassisIdSubtype,
        trillOamMepMtvrChassisId               LldpChassisId,
        trillOamMepMtvrOrganizationSpecificTlv OCTET STRING,
        trillOamMepMtvrNextHopNicknames        OCTET STRING,
        trillOamMepMtvrReceiverAvailability    TruthValue,
        trillOamMepMtvrReceiverCount           TruthValue
}

trillOamMepMtvrTransactionId OBJECT‑TYPE
    SYNTAX          Unsigned32 (0..4294967295)
    MAX‑ACCESS      not‑accessible
    STATUS          current
    DESCRIPTION
        "Sequence Number / Transaction Identifier returned by a
        previously transmitted Multi‑destination message command
        indicating which MTVM's response is going to be returned."
    REFERENCE       "RFC 7455, Section 11"
    ::= { trillOamMtvrEntry 1 }

trillOamMepMtvrReceiveOrder OBJECT‑TYPE
    SYNTAX          Unsigned32 (1..4294967295)
    MAX‑ACCESS      not‑accessible
    STATUS          current
    DESCRIPTION
        "An index to distinguish among multiple MTVRs with same MTVR
         Transaction Identifier field value.
         trillOamMepMtvrReceiveOrder is assigned sequentially from 1,
         in the order that the Multi‑destination Tree Initiator
         received the MTVRs."
    REFERENCE   "RFC 7455, Section 11"
    ::= { trillOamMtvrEntry 2 }

trillOamMepMtvrFlag OBJECT‑TYPE
    SYNTAX          Unsigned32 (0..15)
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "FCOI (TRILL OAM Message TLV) field value for a
         returned MTVR."
    REFERENCE       "RFC 7455, Section 8.4.2"
    ::= { trillOamMtvrEntry 3 }

trillOamMepMtvrErrorCode OBJECT‑TYPE
    SYNTAX          Unsigned32 (0..65535)
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Return Code and Return Sub‑code value for a returned MTVR."
    REFERENCE       "RFC 7455, Section 8.4.2"
    ::= { trillOamMtvrEntry 4 }

trillOamMepMtvrLastEgressId OBJECT‑TYPE
    SYNTAX          Unsigned32 (0..65535)
    MAX‑ACCESS      read‑only
    STATUS          current

    DESCRIPTION
        "An Integer field holding the Last Egress Identifier returned
        in the MTVR Upstream RBridge Nickname TLV of the MTVR.  The
        Last Egress Identifier identifies the Upstream Nickname."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamMtvrEntry 5 }

trillOamMepMtvrIngress OBJECT‑TYPE
    SYNTAX          Dot1agCfmIngressActionFieldValue
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "The value returned in the Ingress Action field of
        the MTVR.  The value ingNoTlv(0) indicates that no
        Reply Ingress TLV was returned in the MTVM."
    REFERENCE       "RFC 7455, Section 11.2.3"
    ::= { trillOamMtvrEntry 6 }

trillOamMepMtvrIngressMac OBJECT‑TYPE
    SYNTAX          MacAddress
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "MAC address returned in the ingress MAC address field."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamMtvrEntry 7 }

trillOamMepMtvrIngressPortIdSubtype OBJECT‑TYPE
    SYNTAX          LldpPortIdSubtype
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Ingress Port ID.  The format of this object is
        determined by the value of the
        trillOamMepMtvrIngressPortIdSubtype object."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamMtvrEntry 8 }

trillOamMepMtvrIngressPortId OBJECT‑TYPE
    SYNTAX          LldpPortId
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Ingress Port ID.  The format of this object is determined by
        the value of the trillOamMepMtvrIngressPortId object."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamMtvrEntry 9 }

trillOamMepMtvrEgress OBJECT‑TYPE
    SYNTAX          Dot1agCfmEgressActionFieldValue
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "The value returned in the Egress Action field of the MTVR.
        The value ingNoTlv(0) indicates that no Reply Egress TLV was
        returned in the MTVR."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamMtvrEntry 10 }

trillOamMepMtvrEgressMac OBJECT‑TYPE
    SYNTAX          MacAddress
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "MAC address returned in the egress MAC address field."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamMtvrEntry 11 }

trillOamMepMtvrEgressPortIdSubtype OBJECT‑TYPE
    SYNTAX          LldpPortIdSubtype
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Egress Port ID.  The format of this object is determined by
        the value of the trillOamMepMtvrEgressPortIdSubtype object."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamMtvrEntry 12 }

trillOamMepMtvrEgressPortId OBJECT‑TYPE
    SYNTAX          LldpPortId
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Egress Port ID.  The format of this object is determined by
        the value of the trillOamMepMtvrEgressPortId object."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamMtvrEntry 13 }

trillOamMepMtvrChassisIdSubtype OBJECT‑TYPE
    SYNTAX          LldpChassisIdSubtype
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "This object specifies the format of the Chassis ID returned
        in the Sender ID TLV of the MTVR, if any.  This value is
        meaningless if the trillOamMepMtvrChassisId has a

        length of 0."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamMtvrEntry 14 }

trillOamMepMtvrChassisId OBJECT‑TYPE
    SYNTAX          LldpChassisId
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "The Chassis ID returned in the Sender ID TLV of the MTVR, if
        any.  The format of this object is determined by the
        value of the trillOamMepMtvrChassisIdSubtype object."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamMtvrEntry 15 }

trillOamMepMtvrOrganizationSpecificTlv OBJECT‑TYPE
    SYNTAX          OCTET STRING (SIZE  (0 | 4..1500))
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "All organization‑specific TLVs returned in the MTVR, if
        any.  Includes all octets including and following the TLV
        Length field of each TLV, concatenated together."
    REFERENCE       "RFC 7455, Section 8.4.1"
    ::= { trillOamMtvrEntry 16 }

trillOamMepMtvrNextHopNicknames OBJECT‑TYPE
    SYNTAX          OCTET STRING (SIZE  (0 | 4..1500))
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Next hop RBridge List TLV returned in the PTR, if
        any.  Includes all octets including and following the TLV
        Length field of each TLV, concatenated together."
    REFERENCE       "RFC 7455, Section 8.4.3"
    ::= { trillOamMtvrEntry 17 }

trillOamMepMtvrReceiverAvailability OBJECT‑TYPE
    SYNTAX          TruthValue
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "A value of true indicates that the MTVR response contained
        Multicast receiver availability TLV."
    REFERENCE       "RFC 7455, Section 8.4.10"
    ::= { trillOamMtvrEntry 18 }

trillOamMepMtvrReceiverCount OBJECT‑TYPE
    SYNTAX          TruthValue
    MAX‑ACCESS      read‑only
    STATUS          current
    DESCRIPTION
        "Indicates the number of multicast receivers available on
        the responding RBridge on the VLAN specified by the
        diagnostic VLAN."
    REFERENCE       "RFC 7455, Section 8.4.10"
    ::= { trillOamMtvrEntry 19 }

‑‑ *****************************************************************
‑‑ TRILL OAM MEP Database Table
‑‑ *****************************************************************

trillOamMepDbTable OBJECT‑TYPE
    SYNTAX      SEQUENCE OF TrillOamMepDbEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
       "This table is an extension of the dot1agCfmMepDbTable
        and rows are automatically added to or deleted from
        this table based upon row creation and destruction of the
        dot1agCfmMepDbTable."
    REFERENCE
       "RFC 7455"
    ::= { trillOamMep 5 }

trillOamMepDbEntry OBJECT‑TYPE
    SYNTAX      TrillOamMepDbEntry
    MAX‑ACCESS  not‑accessible
    STATUS      current
    DESCRIPTION
       "The conceptual row of trillOamMepDbTable."
    AUGMENTS {
             dot1agCfmMepDbEntry
             }
    ::= { trillOamMepDbTable 1 }

TrillOamMepDbEntry ::= SEQUENCE {
      trillOamMepDbFlowIndex         Unsigned32,
      trillOamMepDbFlowEntropy       OCTET STRING,
      trillOamMepDbFlowState         Dot1agCfmRemoteMepState,
      trillOamMepDbFlowFailedOkTime  TimeStamp,
      trillOamMepDbRBridgeName       Unsigned32,
      trillOamMepDbLastGoodSeqNum    Counter32
    }

trillOamMepDbFlowIndex OBJECT‑TYPE
    SYNTAX        Unsigned32 (1..65535)
    MAX‑ACCESS    read‑only
    STATUS        current
    DESCRIPTION
      "This object identifies the flow.  If the Flow Identifier TLV
       is received, then the index received can also be used."
    REFERENCE "RFC 7455"
    ::= {trillOamMepDbEntry 1 }

trillOamMepDbFlowEntropy OBJECT‑TYPE
    SYNTAX        OCTET STRING (SIZE  (96))
    MAX‑ACCESS    read‑only
    STATUS        current
    DESCRIPTION
      "96 byte Flow Entropy."
    REFERENCE "RFC 7455, Section 3"
    ::= {trillOamMepDbEntry 2 }

trillOamMepDbFlowState OBJECT‑TYPE
    SYNTAX       Dot1agCfmRemoteMepState
    MAX‑ACCESS    read‑only
    STATUS        current
    DESCRIPTION
        "The operational state of the remote MEP (flow‑based)
         IFF State machines.  State Machine is running now per
         flow."
    REFERENCE "RFC 7455"
    ::= {trillOamMepDbEntry 3 }

 trillOamMepDbFlowFailedOkTime OBJECT‑TYPE
    SYNTAX        TimeStamp
    MAX‑ACCESS    read‑only
    STATUS        current
    DESCRIPTION
        "The Time (sysUpTime) at which the Remote MEP flow state
         machine last entered either the RMEP_FAILED or RMEP_OK
         state."
    REFERENCE "RFC 7455"
    ::= {trillOamMepDbEntry 4 }

trillOamMepDbRBridgeName OBJECT‑TYPE
    SYNTAX        Unsigned32(0..65471)
    MAX‑ACCESS    read‑only
    STATUS        current
    DESCRIPTION
         "Remote MEP RBridge Nickname."
    REFERENCE "RFC 7455 and RFC 6325, Section 3"



       ::= {trillOamMepDbEntry 5 }



trillOamMepDbLastGoodSeqNum OBJECT‑TYPE
    SYNTAX        Counter32
    MAX‑ACCESS    read‑only
    STATUS        current
    DESCRIPTION
         "Last Sequence Number received."
    REFERENCE "RFC 7455, Section 13.1"
    ::= {trillOamMepDbEntry 6}

‑‑ ******************************************************************
‑‑ TRILL OAM MIB NOTIFICATIONS (TRAPS)
‑‑ This notification is sent to management entity whenever a
‑‑ MEP loses/restores
‑‑ contact with its peer flow MEPs
‑‑ ******************************************************************
trillOamFaultAlarm NOTIFICATION‑TYPE
    OBJECTS         { trillOamMepDbFlowState }
    STATUS          current
    DESCRIPTION
        "A MEP flow has a persistent defect condition.
         A notification (fault alarm) is sent to the management
         entity with the OID of the flow that has detected the fault.



           The management entity receiving the notification can identify
           the system from the network source address of the
           notification and can identify the flow reporting the defect
           by the indices in the OID of the trillOamMepFlowIndex and
           trillOamFlowDefect variable in the notification:



           dot1agCfmMdIndex ‑ Also the index of the MEP's
                              Maintenance Domain table entry
                              (dot1agCfmMdTable).
           dot1agCfmMaIndex ‑ Also an index (with the MD table index)
                              of the MEP's Maintenance Association
                              network table entry
                              (dot1agCfmMaNetTable) and (with the MD
                              table index and component ID) of the
                              MEP's MA component table entry
                              (dot1agCfmMaCompTable).
           dot1agCfmMepIdentifier ‑ MEP Identifier and final index
                              into the MEP table (dot1agCfmMepTable).
           trillOamMepFlowCfgIndex ‑ Index identifies
                              indicates the specific flow for
                              the MEP"
    REFERENCE       "RFC 7455"
   ::= { trillOamNotifications 1 }

‑‑ ******************************************************************
‑‑ TRILL OAM MIB Module ‑ Conformance Information
‑‑ ******************************************************************

trillOamMibCompliances  OBJECT IDENTIFIER
    ::= { trillOamMibConformance 1 }

trillOamMibGroups  OBJECT IDENTIFIER
    ::= { trillOamMibConformance 2 }

‑‑ ******************************************************************
‑‑ TRILL OAM MIB Units of Conformance
‑‑ ******************************************************************

trillOamMepMandatoryGroup OBJECT‑GROUP
    OBJECTS         {
                        trillOamMepRName,
                        trillOamMepNextPtmTId,
                        trillOamMepNextMtvmTId,
                        trillOamMepPtrIn,
                        trillOamMepPtrInOutofOrder,
                        trillOamMepPtrOut,
                        trillOamMepMtvrIn,
                        trillOamMepMtvrInOutofOrder,
                        trillOamMepMtvrOut,
                        trillOamMepTxLbmDestRName,
                        trillOamMepTxLbmHC,
                        trillOamMepTxLbmReplyModeOob,
                        trillOamMepTransmitLbmReplyIp,
                        trillOamMepTxLbmFlowEntropy,
                        trillOamMepTxPtmDestRName,
                        trillOamMepTxPtmHC,
                        trillOamMepTxPtmReplyModeOob,
                        trillOamMepTransmitPtmReplyIp,
                        trillOamMepTxPtmFlowEntropy,
                        trillOamMepTxPtmStatus,
                        trillOamMepTxPtmResultOK,
                        trillOamMepTxPtmMessages,
                        trillOamMepTxPtmSeqNumber,
                        trillOamMepTxMtvmTree,
                        trillOamMepTxMtvmHC,
                        trillOamMepTxMtvmReplyModeOob,
                        trillOamMepTransmitMtvmReplyIp,
                        trillOamMepTxMtvmFlowEntropy,
                        trillOamMepTxMtvmStatus,
                        trillOamMepTxMtvmResultOK,
                        trillOamMepTxMtvmMessages,
                        trillOamMepTxMtvmSeqNumber,

                        trillOamMepTxMtvmScopeList,
                        trillOamMepDiscontinuityTime
                    }
    STATUS          current
    DESCRIPTION
        "Mandatory objects for the TRILL OAM MEP group."
    ::= { trillOamMibGroups 1 }

trillOamMepFlowCfgTableGroup OBJECT‑GROUP
    OBJECTS         {
                        trillOamMepFlowCfgFlowEntropy,
                        trillOamMepFlowCfgDestRName,
                        trillOamMepFlowCfgFlowHC,
                        trillOamMepFlowCfgRowStatus
                    }
    STATUS          current
    DESCRIPTION
        "TRILL OAM MEP Flow Configuration objects group."
    ::= { trillOamMibGroups 2 }

trillOamPtrTableGroup OBJECT‑GROUP
    OBJECTS         {
                        trillOamMepPtrHC,
                        trillOamMepPtrFlag,
                        trillOamMepPtrErrorCode,
                        trillOamMepPtrTerminalMep,
                        trillOamMepPtrLastEgressId,
                        trillOamMepPtrIngress,
                        trillOamMepPtrIngressMac,
                        trillOamMepPtrIngressPortIdSubtype,
                        trillOamMepPtrIngressPortId,
                        trillOamMepPtrEgress,
                        trillOamMepPtrEgressMac,
                        trillOamMepPtrEgressPortIdSubtype,
                        trillOamMepPtrEgressPortId,
                        trillOamMepPtrChassisIdSubtype,
                        trillOamMepPtrChassisId,
                        trillOamMepPtrOrganizationSpecificTlv,
                        trillOamMepPtrNextHopNicknames
                    }
    STATUS          current
    DESCRIPTION
        "TRILL OAM MEP PTR objects group."
    ::= { trillOamMibGroups 3 }

trillOamMtvrTableGroup OBJECT‑GROUP
    OBJECTS         {
                        trillOamMepMtvrFlag,
                        trillOamMepMtvrErrorCode,
                        trillOamMepMtvrLastEgressId,
                        trillOamMepMtvrIngress,
                        trillOamMepMtvrIngressMac,
                        trillOamMepMtvrIngressPortIdSubtype,
                        trillOamMepMtvrIngressPortId,
                        trillOamMepMtvrEgress,
                        trillOamMepMtvrEgressMac,
                        trillOamMepMtvrEgressPortIdSubtype,
                        trillOamMepMtvrEgressPortId,
                        trillOamMepMtvrChassisIdSubtype,
                        trillOamMepMtvrChassisId,
                        trillOamMepMtvrOrganizationSpecificTlv,
                        trillOamMepMtvrNextHopNicknames,
                        trillOamMepMtvrReceiverAvailability,
                        trillOamMepMtvrReceiverCount
                    }
    STATUS          current
    DESCRIPTION
        "TRILL OAM MEP MTVR objects group."
    ::= { trillOamMibGroups 4 }

trillOamMepDbGroup  OBJECT‑GROUP
    OBJECTS   {
      trillOamMepDbFlowIndex,
      trillOamMepDbFlowEntropy,
      trillOamMepDbFlowState,
      trillOamMepDbFlowFailedOkTime,
      trillOamMepDbRBridgeName,
      trillOamMepDbLastGoodSeqNum
    }

    STATUS      current
    DESCRIPTION
       "TRILL OAM MEP DB objects group."
    ::= { trillOamMibGroups 5 }

trillOamNotificationGroup NOTIFICATION‑GROUP
    NOTIFICATIONS  { trillOamFaultAlarm }
    STATUS current
    DESCRIPTION
        "A collection of objects describing notifications(traps)."
    ::= { trillOamMibGroups 6 }

‑‑ ******************************************************************
‑‑ TRILL OAM MIB Module Compliance Statements
‑‑ ******************************************************************

trillOamMibCompliance MODULE‑COMPLIANCE
    STATUS          current
    DESCRIPTION
        "The compliance statement for the TRILL OAM MIB."
    MODULE          ‑‑ this module
    MANDATORY‑GROUPS {
                        trillOamMepMandatoryGroup,
                        trillOamMepFlowCfgTableGroup,
                        trillOamPtrTableGroup,
                        trillOamMtvrTableGroup,
                        trillOamMepDbGroup,
                        trillOamNotificationGroup
                    }
    ::= { trillOamMibCompliances 1 }



   -- Compliance requirement for read-only implementation.



trillOamMibReadOnlyCompliance MODULE‑COMPLIANCE
    STATUS current
    DESCRIPTION
        "Compliance requirement for implementations that only
         provide read‑only support for TRILL‑OAM‑MIB.
         Such devices can be monitored but cannot be configured
         using this MIB module."
    MODULE ‑‑ this module
    MANDATORY‑GROUPS {
                        trillOamMepMandatoryGroup,
                        trillOamMepFlowCfgTableGroup,
                        trillOamPtrTableGroup,
                        trillOamMtvrTableGroup,
                        trillOamMepDbGroup,
                        trillOamNotificationGroup
                      }
    ‑‑ trillOamMepTable

    OBJECT trillOamMepTxLbmDestRName
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTxLbmHC
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTxLbmReplyModeOob
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTransmitLbmReplyIp
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTxLbmFlowEntropy
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTxPtmDestRName
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTxPtmHC
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTxPtmReplyModeOob
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTransmitPtmReplyIp
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTxPtmFlowEntropy
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTxPtmStatus
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTxPtmResultOK
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTxPtmMessages
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTxPtmSeqNumber
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTxMtvmTree
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTxMtvmHC
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTxMtvmReplyModeOob
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTransmitMtvmReplyIp
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTxMtvmFlowEntropy
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTxMtvmStatus
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTxMtvmResultOK
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTxMtvmMessages
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTxMtvmSeqNumber
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."

    OBJECT trillOamMepTxMtvmScopeList
    MIN‑ACCESS  read‑only
         DESCRIPTION
             "Write access is not required."



   -- trillOamMepFlowCfgTable



OBJECT trillOamMepFlowCfgFlowEntropy
MIN‑ACCESS  read‑only
     DESCRIPTION
         "Write access is not required."

OBJECT trillOamMepFlowCfgDestRName
MIN‑ACCESS  read‑only
     DESCRIPTION
         "Write access is not required."

OBJECT trillOamMepFlowCfgFlowHC
MIN‑ACCESS  read‑only
     DESCRIPTION
         "Write access is not required."

OBJECT trillOamMepFlowCfgRowStatus
MIN‑ACCESS  read‑only
     DESCRIPTION
         "Write access is not required."



       ::= { trillOamMibCompliances 2 }



   END




8. Security Considerations

   This MIB relates to a system that will provide network connectivity
   and packet-forwarding services.  As such, improper manipulation of
   the objects represented by this MIB may result in denial of service
   to a large number of end users.



   There are a number of management objects defined in this MIB module
   with a MAX-ACCESS clause of read-create.  Such objects may be
   considered sensitive or vulnerable in some network environments.  The
   support for SET operations in a non-secure environment without proper
   protection opens devices to attack.  There are the tables and objects
   and their sensitivity/vulnerability:



   The following table and objects in the TRILL OAM MIB can be
   manipulated to interfere with the operation of RBridges by causing
   CPU use spikes:



   o  trillOamMepTransmitLbmReplyIp allows the reply from a Loopback
      message to be transmitted to an IP address in the TLV, thus
      allowing replies to be sent to any system to cause denial of
      service.



   o  trillOamMepTransmitPtmReplyIp allows the reply from a Path Trace
      message to be transmitted to an IP address in the TLV, thus
      allowing replies to be sent to any system to cause denial of
      service.



   o  trillOamMepTxPtmMessages allows the generation of PTMs and can be
      used to generate lots of CPU-driven traffic.



   o  trillOamMepTransmitMtvmReplyIp allows a from reply from an MTVM to
      be transmitted to an IP address in the TLV, thus allowing replies
      to be sent to any system to cause denial of service.



   o  trillOamMepTxMtvmMessages allows the generation of MTVMs and can
      be used to generate lots of CPU-driven traffic.



   The following objects in the TRILL OAM MIB are read-create and can be
   manipulated to interfere with the OAM operations of RBridges.  If the
   number of OAM frames generated in the network is high, this can cause
   a CPU spike on destination RBridges if control-plane policing is not
   properly implemented or configured on destination RBridges.



   o  trillOamMepTxLbmHC is used to set the Maximum Hop Count for the
      LBM.  As OAM frames don't leak out of the TRILL network, it has no
      side effects.



   o  trillOamMepTxLbmReplyModeOob is used to indicate whether the reply
      is in or out of band.  This object's vulnerability is covered as
      part of trillOamMepTransmitLbmReplyIp.



   o  trillOamMepTxLbmFlowEntropy is used to indicate the customer flow
      and find the exact path in the network.  The creation of valid
      flows is its intended purpose.  If invalid flows are created on
      vulnerable system, they will be dropped in forwarding.



   o  trillOamMepTxLbmDestRName is read-create, but it's not vulnerable
      as invalid-name routes won't be present and will be rejected by
      the OAM application as part of normal processing.



   o  trillOamMepTxPtmHC is used to set the Maximum Hop Count for the
      PTM.  As OAM frames don't leak out of the TRILL network, it has no
      side effect.



   o  trillOamMepTxPtmReplyModeOob is used to indicate whether the reply
      is in or out of band.  This object's vulnerability is covered as
      part of trillOamMepTransmitPtmReplyIp.



   o  trillOamMepTxPtmFlowEntropy is used to indicate the customer flow
      and find the exact path in the network.  Creation of valid flows
      is its intended purpose.  If invalid flows are created on
      vulnerable systems, they will be dropped in forwarding.



   o  trillOamMepTxPtmDestRName is read-create, but it's not vulnerable
      as invalid-name routes won't be present and will be rejected by
      the OAM application as part of normal processing.



   o  trillOamMepTxPtmStatus is required for normal PTM operation.



   o  trillOamMepTxPtmResultOK is required for normal PTM operation.



   o  trillOamMepTxPtmSeqNumber is required for normal PTM operation.



   o  trillOamMepTxPtmMessages is required for normal PTM operation.



   o  trillOamMepTxMtvmTree is required for normal MTVM operation.



   o  trillOamMepTxMtvmHC is used to set the Maximum Hop Count for the
      MTVM.  As OAM frames don't leak out of the TRILL network, it has
      no side effect



   o  trillOamMepTxMtvmReplyModeOob is used to indicate whether the
      reply is in or out of band.  This object's vulnerability is
      covered as part of trillOamMepTransmitMtmReplyIp



   o  trillOamMepTxMtvmFlowEntropy is used to indicate the customer flow
      and find the exact path in the network.  Creation of valid flows
      is its intended purpose.  If invalid flows are created on
      vulnerable systems, they will be dropped in forwarding.



   o  trillOamMepTxMtvmStatus is required for normal MTVM operation.



   o  trillOamMepTxMtvmResultOK, trillOamMepTxMtvmMessages,
      trillOamMepTxMtvmSeqNumber, and trillOamMepTxMtvmScopeList are
      required for normal MTVM operation.



   trillOamMepTransmitLbmReplyIp, trillOamMepTransmitPtmReplyIp, and
   trillOamMepTransmitMtvmReplyIp allow setting of the IP address to
   which reports are sent; thus, it can be used for denial of service
   for that IP.



   Some of the readable objects in this MIB module (i.e., objects with a
   MAX-ACCESS other than not-accessible) may be considered sensitive or
   vulnerable in some network environments.  It is thus important to
   control even GET and/or NOTIFY access to these objects and possibly
   to even encrypt the values of these objects when sending them over
   the network via SNMP.  For example, Path Trace messages expose the
   unicast topology of the network and Multi-destination Tree
   Verification Messages expose the multicast tree topology of the
   network.  This information should not be available to all users of
   the network.



   SNMP versions prior to SNMPv3 did not include adequate security.
   Even if the network itself is secure (for example by using IPsec),
   there is no control as to who on the secure network is allowed to
   access and GET/SET (read/change/create/delete) the objects in this
   MIB module.



   Implementation should provide the security features described by the
   SNMPv3 framework (see [RFC3410]), and implementations claiming
   compliance to the SNMPv3 standard MUST include full support for
   authentication and privacy via the User-based Security Model (USM)
   [RFC3414] with the AES cipher algorithm [RFC3826].  Implementations
   MAY also provide support for the Transport Security Model (TSM)
   [RFC5591] in combination with a secure transport such as SSH
   [RFC5592] or TLS/DTLS [RFC6353].



   Further, deployment of SNMP versions prior to SNMPv3 is NOT
   RECOMMENDED.  Instead, it is RECOMMENDED to deploy SNMPv3 and to
   enable cryptographic security.  It is then a customer/operator
   responsibility to ensure that the SNMP entity giving access to an
   instance of this MIB module is properly configured to give only those
   principals (users) that have legitimate rights to indeed GET or SET
   (change/create/delete) them.




9. IANA Considerations

   The MIB module in this document uses the following IANA-assigned
   OBJECT IDENTIFIER value recorded in the SMI Numbers registry:



Descriptor   OBJECT   IDENTIFIER  value
‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
trillOamMIB  { mib‑2 238 }
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Transparent Interconnection of Lots of Links (TRILL) Distributed Layer 3 Gateway 


Abstract

   The base TRILL (Transparent Interconnection of Lots of Links)
   protocol provides optimal pair-wise data frame forwarding for Layer 2
   intra-subnet traffic but not for Layer 3 inter-subnet traffic.  A
   centralized gateway solution is typically used for Layer 3 inter-
   subnet traffic forwarding but has the following issues:



   1. Sub-optimum forwarding paths for inter-subnet traffic.



   2. A centralized gateway that may need to support a very large number
      of gateway interfaces in a Data Center, one per tenant per Data
      Label used by that tenant, to provide interconnect functionality
      for all the Layer 2 Virtual Networks in a TRILL campus.



   3. A traffic bottleneck at the gateway.



   This document specifies an optional TRILL distributed gateway
   solution that resolves these centralized gateway issues.
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   This is an Internet Standards Track document.



   This document is a product of the Internet Engineering Task Force
   (IETF).  It represents the consensus of the IETF community.  It has
   received public review and has been approved for publication by the
   Internet Engineering Steering Group (IESG).  Further information on
   Internet Standards is available in Section 2 of RFC 7841.



   Information about the current status of this document, any errata,
   and how to provide feedback on it may be obtained at
   http://www.rfc-editor.org/info/rfc7956.
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1. Introduction

   The TRILL (Transparent Interconnection of Lots of Links) protocol
   [RFC6325] [RFC7780] provides a solution for least-cost transparent
   routing in multi-hop networks with arbitrary topologies and link
   technologies, using IS-IS [IS-IS] [RFC7176] link-state routing and a
   hop count.  TRILL switches are sometimes called RBridges (Routing
   Bridges).



   The base TRILL protocol provides optimal unicast forwarding for
   Layer 2 intra-subnet traffic but not for Layer 3 inter-subnet
   traffic, where "subnet" means a different IP address prefix and,
   typically, a different Data Label (VLAN or FGL (Fine-Grained Label)).
   This document specifies a TRILL-based distributed Layer 3 gateway
   solution that provides optimal unicast forwarding for Layer 3
   inter-subnet traffic.  With distributed gateway support, an edge
   RBridge provides routing based on the Layer 2 identity (address and
   Virtual Network (VN, i.e., Data Label)) among End Stations (ESs) that
   belong to the same subnet and also provides routing based on the
   Layer 3 identity among ESs that belong to different subnets of the
   same routing domain.  An edge RBridge supporting this feature needs
   to provide routing instances and Layer 3 gateway interfaces for
   locally connected ESs.  Such routing instances provide IP address
   isolation between tenants.  In the TRILL distributed Layer 3 gateway
   solution, inter-subnet traffic can be fully spread over edge
   RBridges, so there is no single bottleneck.




1.1. Document Organization

   This document is organized as follows: Section 3 gives a simplified
   example and also a more detailed problem statement.  Section 4 gives
   the Layer 3 traffic forwarding model.  Section 5 provides a
   distributed gateway solution overview.  Section 6 gives a detailed
   distributed gateway solution example.  Section 7 describes the TRILL
   protocol extensions needed to support this distributed gateway
   solution.




2. Conventions Used in This Document

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].



   The terms and acronyms in [RFC6325] are used, with the following
   additions:



   AGG: Aggregation switch.



   ARP: Address Resolution Protocol [RFC826].



   Campus: The name for a network using the TRILL protocol in the same

      sense that a "bridged LAN" is the name for a network using
      bridging.  In TRILL, the word "campus" has no academic
      implication.



   COR: Core switch.



   Data Label: VLAN or FGL [RFC7172].



   DC: Data Center.



   Edge RBridge: An RBridge that connects to one or more ESs without any

      intervening RBridges.



   ES: End Station.  A Virtual Machine or physical server, whose address

      is either the destination or source of a data frame.



   FGL: Fine-Grained Label [RFC7172].



   Gateway interface: A Layer 3 virtual interface that terminates

      Layer 2 forwarding and forwards IP traffic to the destination
      using IP forwarding rules.  Incoming traffic from a physical port
      on a gateway will be distributed to its virtual gateway interface
      based on the Data Label (VLAN or FGL).



   Inner.MacDA: The inner MAC destination address in a TRILL Data packet

      [RFC6325].



   Inner.MacSA: The inner MAC source address in a TRILL Data packet

      [RFC6325].



   Inner.VLAN: The inner VLAN tag in a TRILL Data packet payload

      [RFC6325].



   L2: Layer 2.



   L3: IP Layer 3.



   LSP: Link State PDU



   ND: IPv6's Neighbor Discovery [RFC4861].



   ToR: Top of Rack.



   VN: Virtual Network.  In a TRILL campus, a unique 12-bit VLAN ID or a

      24-bit FGL [RFC7172] identifies each VN.



   VRF: Virtual Routing and Forwarding.  In IP-based computer networks,

      VRF technology supports multiple instances of routing tables
      existing within the same router at the same time.




3. Simplified Example and Problem Statement

   There is normally a Data Label (VLAN or FGL) associated with each IP
   subnet.  For traffic within a subnet -- that is, IP traffic to
   another ES in the same Data Label attached to the TRILL campus -- the
   ES just ARPs for the MAC address of the destination ES's IP.  It then
   uses this MAC address for traffic to that destination.  TRILL routes
   the ingressed TRILL Data packets to the destination's edge RBridge
   based on the egress nickname for that destination MAC address and
   Data Label.  This is the regular TRILL base protocol [RFC6325]
   process.



   If two ESs of the same tenant are on different subnets and need to
   communicate with each other, their packets are typically forwarded to
   an IP L3 gateway that performs L3 routing and, if necessary, changes
   the Data Label.  Either a centralized L3 gateway solution or the
   distributed L3 gateway solution specified in this document can be
   used for inter-subnet traffic forwarding.



   Section 3.1 gives a simplified example in a TRILL campus with and
   without a distributed L3 gateway using VLAN Data Labels.  Section 3.2
   gives a detailed description of the issues related to using a
   centralized gateway (i.e., without a distributed L3 gateway).  The
   remainder of this document, particularly Section 5, describes the
   distributed gateway solution in detail.




3.1. Simplified Example

   Figure 1 depicts a TRILL DC network, where ToR switches are edge
   RBridges and the AGGs and CORs are non-edge RBridges.



               ‑‑‑‑‑‑‑                ‑‑‑‑‑‑‑‑
               | COR1|                | COR2 |
               ‑‑‑‑‑‑‑                ‑‑‑‑‑‑‑‑
                  |                      |
               ‑‑‑‑‑‑‑                ‑‑‑‑‑‑‑
               |AGG1 |                |AGG2 |
               ‑‑‑‑‑‑‑                ‑‑‑‑‑‑‑
                  |                      |
    ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
    |  ‑‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
    |  |            |  |               |  |          |  |
  ‑‑‑‑‑‑‑          ‑‑‑‑‑‑‑           ‑‑‑‑‑‑‑        ‑‑‑‑‑‑‑
  | RB1 |          | RB2 |           | RB3 |        | RB4 |
  |ToR1 |          |ToR2 |           |ToR3 |        |ToR4 |
  ‑‑‑‑‑‑‑          ‑‑‑‑‑‑‑           ‑‑‑‑‑‑‑        ‑‑‑‑‑‑‑
   |    |           |    |            |    |         |    |
‑‑‑‑‑  ‑‑‑‑‑     ‑‑‑‑‑  ‑‑‑‑‑      ‑‑‑‑‑  ‑‑‑‑‑   ‑‑‑‑‑  ‑‑‑‑‑
|ES1|  |ES2|     |ES3|  |ES4|      |ES5|  |ES6|   |ES7|  |ES8|
‑‑‑‑‑  ‑‑‑‑‑     ‑‑‑‑‑  ‑‑‑‑‑      ‑‑‑‑‑  ‑‑‑‑‑   ‑‑‑‑‑  ‑‑‑‑‑



                   Figure 1: A Typical TRILL DC Network



   ES1 through ES8 belong to one tenant network, and the tenant has
   four subnets with each subnet corresponding to one VLAN (which
   indicates one individual L2 VN).  Each ES's IP address, VLAN, and
   subnet are listed below:



+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
| ES |   IP Address   |    Subnet       |  VLAN    |
+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
| ES1| 192.0.2.2      | 192.0.2.0/24    |   10     |
+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
| ES2| 198.51.100.2   | 198.51.100.0/24 |   11     |
+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
| ES3| 192.0.2.3      | 192.0.2.0/24    |   10     |
+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
| ES4| 198.51.100.3   | 198.51.100.0/24 |   11     |
+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
| ES5| 203.0.113.2    | 203.0.113.0/25  |   12     |
+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
| ES6| 203.0.113.130  | 203.0.113.128/25|   13     |
+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
| ES7| 203.0.113.3    | 203.0.113.0/25  |   12     |
+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
| ES8| 203.0.113.131  | 203.0.113.128/25|   13     |
+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+



   Assume that a centralized gateway solution is used with both COR1 and
   COR2 acting as centralized gateways for redundancy in Figure 1.  COR1
   and COR2 each have four gateway interfaces for the four subnets in
   the tenant.  In the centralized L3 gateway solution, all traffic
   within the tenant between different VLANs must go through the
   centralized L3 gateway device of COR1 or COR2, even if the traffic is
   between two ESs connected to the same edge RBridge, because only the
   L3 gateway can change the VLAN labeling of the traffic.



   This is generally sub-optimal because the two ESs may be connected to
   the same ToR where L3 switching could have been performed locally.
   For example, in Figure 1 above, the unicast IP traffic between ES1
   and ES2 has to go through a centralized gateway of COR1 or COR2.  It
   can't be locally routed between them on ToR1.  However, if an edge
   RBridge has the distributed gateway capabilities specified in this
   document, then it can still perform optimum L2 forwarding for
   intra-subnet traffic and, in addition, optimum L3 forwarding for
   inter-subnet traffic, thus delivering optimum forwarding for unicast
   packets in all important cases.



   With a distributed L3 gateway, each edge RBridge acts as a default L3
   gateway for local connecting ESs and has IP router capabilities to
   direct IP communications to other edge RBridges.  Each edge RBridge
   only needs gateway interfaces for local connecting ESs, i.e., RB1 and
   RB2 need gateway interfaces only for VLAN 10 and VLAN 11 while RB3
   and RB4 need gateway interfaces only for VLAN 12 and VLAN 13.  No
   device needs to maintain gateway interfaces for all VLANs in the
   entire network.  This will enhance scalability in terms of the number
   of tenants and subnets per tenant.



   When each ES ARPs for its L3 gateway, that is, its IP router, the
   edge RBridge to which it is connected will respond with that
   RBridge's "gateway MAC".  When the ES later sends IP traffic to the
   L3 gateway, which it does if the destination IP is outside of its
   subnet, the edge RBridge intercepts the IP packet because the
   destination MAC is its gateway MAC.  That RBridge routes the IP
   packet using the routing instance associated with that tenant,
   handling it in one of three ways:



   (1) ES1 communicates with ES2.  The destination IP is connected to

       the same edge RBridge; the RBridge of ToR1 can simply transmit
       the IP packet out the right edge port in the destination VLAN.



   (2) If the destination IP is located in an outside network, the edge

       RBridge encapsulates it as a TRILL Data packet and sends it to
       the actual TRILL campus edge RBridge connecting to an external IP
       router.



   (3) ES1 communicates with ES4.  The destination ES is connected to a

       different edge RBridge; the ingress RBridge ToR1 uses TRILL
       encapsulation to route the IP packet to the correct egress
       RBridge ToR2, using the egress RBridge's gateway MAC and an
       Inner.VLAN identifying the tenant.  Finally, the egress RBridge
       terminates the TRILL encapsulation and routes the IP packet to
       the destination ES based on the routing instance for that tenant.




3.2. Problem Statement Summary

   With FGL [RFC7172], in theory, up to 16 million L2 VNs can be
   supported in a TRILL campus.  To support inter-subnet traffic, a very
   large number of L3 gateway interfaces could be needed on a
   centralized gateway, if each VN corresponds to a subnet and there are
   many tenants with many subnets per tenant.  It is a big burden for
   the centralized gateway to support so many interfaces.  In addition,
   all inter-subnet traffic will go through a centralized gateway that
   may become a traffic bottleneck.



   The centralized gateway has the following issues:



   1. Sub-optimum forwarding paths for inter-subnet traffic can occur
      due to the requirements to perform IP routing and possibly change
      Data Labels at a centralized gateway.



   2. The centralized gateway may need to support a very large number of
      gateway interfaces -- in a DC, one per tenant per Data Label used
      by that tenant -- to provide interconnect functionality for all
      the L2 VNs in the TRILL campus.



   3. There may be a traffic bottleneck at the centralized gateway.



   A distributed gateway on edge RBridges addresses these issues.
   Through the distributed L3 gateway solution, the inter-subnet traffic
   is fully dispersed and is transmitted along optimal pair-wise
   forwarding paths, improving network efficiency.




4. Layer 3 Traffic Forwarding Model

   In a DC network, each tenant has one or more L2 VNs, and, in normal
   cases, each tenant corresponds to one routing domain.  Normally, each
   L2 VN uses a different Data Label and corresponds to one or more IP
   subnets.



   Each L2 VN in a TRILL campus is identified by a unique 12-bit VLAN ID
   or 24-bit FGL [RFC7172].  Different routing domains may have
   overlapping address space but need distinct and separate routes.  The
   ESs that belong to the same subnet communicate through L2 forwarding;
   ESs of the same tenant that belong to different subnets communicate
   through L3 routing.



Figure 2 depicts the model where there are n VRFs corresponding to
n tenants, with each tenant having up to m segments/subnets (VNs).

           +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
           |                                             |
           |      +‑‑‑‑‑‑‑‑‑‑‑+         +‑‑‑‑‑‑‑‑‑‑‑+    |
           |      | Tenant n  |‑‑‑‑‑‑‑‑‑|  VRF n    |    |
           |   +‑‑‑‑‑‑‑‑‑‑‑‑+ |     +‑‑‑‑‑‑‑‑‑‑‑‑+  |    |
           |   |  +‑‑‑‑‑+   | |     |            |  |    |
           |   |  | VN1 |   | |     |            |  |    |
           |   |  +‑‑‑‑‑+   | |     |    VRF 1   |  |    |
           |   |     ..     +‑‑‑‑‑‑‑+            |  |    |
           |   |  +‑‑‑‑‑+   | |     |            |  |    |
           |   |  | VNm |   | |     |            |  |    |
           |   |  +‑‑‑‑‑+   | |     |            |  |    |
           |   |  Tenant1   |‑+     |            |  |    |
           |   +‑‑‑‑‑‑‑‑‑‑‑‑+       |            |  |    |
           |   +‑‑‑‑‑‑‑‑‑‑‑‑+       +‑‑‑‑‑‑‑‑‑‑‑‑+       |
           |                                             |
           |               Edge RBridge                  |
           +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



            Figure 2: Edge RBridge Model as Distributed Gateway




5. Distributed Gateway Solution Details

   With the TRILL distributed gateway solution, an edge RBridge
   continues to perform routing based on the L2 MAC address for the ESs
   that are on the same subnet but performs IP routing for the ESs that
   are on the different subnets of the same tenant.



   As the IP address space in different routing domains can overlap, VRF
   instances need to be created on each edge RBridge to isolate the IP
   forwarding process for different routing domains present on the edge
   RBridge.  A Tenant ID unique across the TRILL campus identifies each
   routing domain.  The network operator MUST configure the Tenant IDs
   on each edge RBridge for each routing domain consistently so that the
   same ID always refers to the same tenant.  Otherwise, data might be
   delivered to the wrong tenant.  If a routing domain spreads over
   multiple edge RBridges, routing information for the routing domain is
   synchronized among these edge RBridges through the link-state
   database to ensure reachability to all ESs in that routing domain.
   The routing information is, in effect, labeled with the Tenant ID to
   differentiate the routing domains.



   From the data-plane perspective, all edge RBridges are connected to
   each other via one or more TRILL hops; however, they are always just
   a single IP hop away.  When an ingress RBridge receives inter-subnet
   IP traffic from a local ES whose destination MAC is the edge
   RBridge's gateway MAC, that RBridge will perform Ethernet header
   termination.  The tenant involved is determined by the VLAN of the
   traffic and the port on which it arrives.  The edge RBridge looks up
   in its IP routing table for that tenant how to route the traffic to
   the IP next hop.  If the destination ES is connected to a remote edge
   RBridge, the remote RBridge will be the IP next hop for traffic
   forwarding.  For such inter-subnet traffic, the ingress RBridge will
   rewrite the original Ethernet header with the ingress RBridge's
   gateway MAC address as the Inner.MacSA and the egress RBridge's
   gateway MAC address as the Inner.MacDA and then perform TRILL
   encapsulation to the remote RBridge's nickname, setting the inner
   Data Label to indicate the tenant involved.  TRILL then routes it to
   the remote edge RBridge through the TRILL campus.



   When that remote edge RBridge receives the traffic, it will
   decapsulate the TRILL Data packet and see that the inner destination
   MAC is its gateway MAC.  It then terminates the inner Ethernet
   encapsulation and looks up the destination IP in the RBridge's IP
   forwarding table for the tenant indicated by the inner Data Label, to
   route it to the destination ES.



   Through this method, TRILL with distributed gateways provides optimum
   pair-wise data routing for inter-subnet traffic.




5.1. Local Routing Information

   An ES can be locally connected to an edge RBridge through an L2
   network (such as a point-to-point Ethernet link or a bridged LAN) or
   externally connected through an L3 IP network.



   If the ES is connected to an edge RBridge through an L2 network, then
   the edge RBridge acts as an L3 gateway for the ES.  A gateway
   interface is established on the edge RBridge for the connecting ES.
   Because the ESs in a subnet may be spread over multiple edge
   RBridges, each such edge RBridge that establishes its gateway
   interface for the subnet SHOULD share the same gateway MAC and
   gateway IP address configuration.  Sharing the configuration and
   insuring configuration consistency can be done by local configuration
   and Network Configuration Protocol (NETCONF) / YANG models.



   With a distributed gateway, the edge RBridge to which an ES is
   connected appears to be the local IP router on its link.  As in any
   IP network, before the ES starts to send inter-subnet traffic, it
   acquires its gateway's MAC through the ARP/ND process.  Local
   connecting edge RBridges that support this distributed gateway
   feature always respond with the gateway MAC address when receiving
   ARP/ND requests for the gateway IP.  Through the ARP/ND process, the
   edge RBridge can learn the IP and MAC correspondence of a local ES
   connected to the edge RBridge by L2 and then generate local IP
   routing entries for that ES in the corresponding routing domain.



   To TRILL, an IP router connected to an edge RBridge looks like an ES.
   If a router/ES is located in an external IP network, it normally
   provides access to one or more IP prefixes.  The router/ES SHOULD run
   an IP routing protocol with the connecting TRILL edge RBridge.  The
   edge RBridge will learn the IP prefixes behind the router/ES through
   that IP routing protocol, and the RBridge will then generate local IP
   routing entries in the corresponding routing domain.  If such a
   routing protocol is not run with the edge RBridge, then only the IP
   prefixes behind the router/ES that are explicitly configured on the
   edge RBridge will be accessible.




5.2. Local Routing Information Synchronization

   When a routing instance is created on an edge RBridge, the Tenant ID,
   tenant Data Label (VLAN or FGL), and tenant gateway MAC that
   correspond to that instance are configured and MUST be globally
   advertised (see Section 7.1).  The Tenant ID uniquely identifies that
   tenant throughout the campus.  The tenant Data Label identifies that
   tenant at the edge RBridge.  The tenant gateway MAC MAY identify that
   tenant, all tenants, or some subset of tenants at the edge RBridge.



   When an ingress RBridge performs inter-subnet traffic TRILL
   encapsulation, the ingress RBridge uses the Data Label advertised by
   the egress RBridge as the inner VLAN or FGL and uses the tenant
   gateway MAC advertised by the egress RBridge as the Inner.MacDA.  The
   egress RBridge relies on this tenant Data Label to find the local VRF
   instance for the IP forwarding process when receiving inter-subnet
   traffic from the TRILL campus.  (The role of the tenant Data Label is
   akin to an MPLS VPN Label in an MPLS IP / MPLS VPN network.)  Tenant
   Data Labels are independently allocated on each edge RBridge for each
   routing domain.  An edge RBridge can use an access Data Label from a
   routing domain to act as the inter-subnet Data Label, or the edge
   RBridge can use a Data Label different from any access Data Labels to
   be a tenant Data Label.  It is implementation dependent, and there is
   no restriction on this assignment of Data Labels.



   The tenant gateway MAC differentiates inter-subnet L3 traffic from
   intra-subnet L2 traffic on the egress RBridge.  Each tenant on an
   RBridge can use a different gateway MAC or the same tenant gateway
   MAC for inter-subnet traffic purposes.  This is also implementation
   dependent, and there is no restriction on it.



   When a local IP prefix is learned in a routing instance on an edge
   RBridge, the edge RBridge should advertise the IP prefix information
   for the routing instance so that other edge RBridges will generate IP
   routing entries.  If the ESs in a VN are spread over multiple
   RBridges, these RBridges MUST advertise each local connecting ES's IP
   address in the VN to other RBridges.  If the ESs in a VN are only
   connected to one edge RBridge, that RBridge only needs to advertise
   the subnet corresponding to the VN to other RBridges using host
   routes.  A Tenant ID unique across the TRILL campus is also carried
   in the advertisement to differentiate IP prefixes between different
   tenants, because the IP address space of different tenants can
   overlap (see Sections 7.3 and 7.4).



   If a tenant is deleted on an edge RBridge RB1, RB1 updates the local
   tenant Data Label, tenant gateway MAC, and related IP prefix
   information it is advertising to include only the rest of the
   tenants.  It may take some time for these updates to reach all other
   RBridges, so during this period of time there may be transient route
   inconsistency among the edge RBridges.  If there is traffic in flight
   during this time, it will be dropped at the egress RBridge due to
   local tenant deletion.  When a stable state is reached, the traffic
   to the deleted tenant will be dropped by the ingress RBridge.
   Therefore, the transient route inconsistency won't cause issues other
   than wasting some network bandwidth.



If a new tenant is created and a previously used tenant Data Label is
assigned to the new tenant immediately, this may cause a security
policy violation for the traffic in flight, because when the egress
RBridge receives traffic from the old tenant, it will forward it in
the new tenant's routing instance and deliver it to the wrong
destination.  So, a tenant Data Label MUST NOT be reallocated until a
reasonable amount of time ‑‑ for example, twice the IS‑IS
Holding Time generally in use in the TRILL campus ‑‑ has passed to
allow any traffic in flight to be discarded.



   When the ARP entry in an edge RBridge for an ES times out, it will
   trigger an edge RBridge LSP advertisement to other edge RBridges with
   the corresponding IP routing entry deleted.  If the ES is an IP
   router, the edge RBridge also notifies other edge RBridges that they
   must delete the routing entries corresponding to the IP prefixes
   accessible through that IP router.  During the IP prefix deleting
   process, if there is traffic in flight, the traffic will be discarded
   at the egress RBridge because there is no local IP routing entry to
   the destination.



   If an edge RBridge changes its tenant gateway MAC, it will trigger an
   edge RBridge LSP advertisement to other edge RBridges, giving the new
   gateway MAC to be used as the Inner.MacDA for future traffic destined
   to the edge RBridge.  During the gateway MAC changing process, if
   there is traffic in flight using the old gateway MAC as the
   Inner.MacDA, the traffic will be discarded or will be forwarded as L2
   intra-subnet traffic on the edge RBridge.  If the inter-subnet tenant
   Data Label is a unique Data Label that is different from any access
   Data Labels, when the edge RBridge receives the traffic whose
   Inner.MacDA is different from the local tenant gateway MAC, the
   traffic will be discarded.  If the edge RBridge uses one of the
   access Data Labels as an inter-subnet tenant Data Label, the traffic
   will be forwarded as L2 intra-subnet traffic unless a special
   traffic-filtering policy is enforced on the edge RBridge.



If there are multiple nicknames owned by an edge RBridge, the edge
RBridge can also specify one nickname as the egress nickname for
inter‑subnet traffic forwarding.  A NickFlags APPsub‑TLV with the
SE flag set can be used for this purpose.  If the edge RBridge
doesn't specify a nickname for this purpose, the ingress RBridge can
use any one of the nicknames owned by the egress as the egress
nickname for inter‑subnet traffic forwarding.



   TRILL Extended Level 1 Flooding Scope (E-L1FS) FS-LSP [RFC7780]
   APPsub-TLVs are used for IP routing information synchronization in
   each routing domain among edge RBridges.  Based on the synchronized
   information from other edge RBridges, each edge RBridge generates
   routing entries in each routing domain for remote IP addresses and
   subnets.



   Through this solution, the intra-subnet forwarding and inter-subnet
   IP routing functions are integrated, and network management and
   deployment are simplified.




5.3. Active-Active Access

   TRILL active-active service provides ESs with flow-level load balance
   and resilience against link failures at the edge of TRILL campuses,
   as described in [RFC7379].



   If an ES is connected to two TRILL RBridges, say RB1 and RB2, in
   active-active mode, RB1 and RB2 MUST both be configured to act as a
   distributed L3 gateway for the ES in order to use a distributed
   gateway.  RB1 and RB2 each learn the ES's IP address through the
   ARP/ND process, and then they announce the IP address to the TRILL
   campus independently.  The remote ingress RBridge will generate an IP
   routing entry corresponding to the IP address with two IP next hops
   of RB1 and RB2.  When the ingress RBridge receives inter-subnet
   traffic from a local access network, the ingress RBridge selects RB1
   or RB2 as the IP next hop based on least cost or, if costs are equal,
   the local load-balancing algorithm.  The traffic will then be
   transmitted to the selected next-hop destination RB1 or RB2 through
   the TRILL campus.




5.4. Data Traffic Forwarding Process

   After ES1, connected by L2 in VLAN-x, acquires its gateway's MAC, it
   can start inter-subnet data traffic transmission to ES2 in VLAN-y.



   When the edge RBridge attached to ES1 receives inter-subnet traffic
   from ES1, that RBridge performs L2 header termination; then, using
   the local VRF corresponding to VLAN-x, it performs the IP routing
   process in that VRF.



   If destination ES2 is attached to the same edge RBridge, the traffic
   will be locally forwarded to ES2 by that RBridge.  Compared to the
   centralized gateway solution, the forwarding path is optimal, and a
   traffic detour through the centralized gateway is avoided.



   If ES2 is attached to a remote edge RBridge, the remote edge RBridge
   is the IP next hop, and the inter-subnet traffic is forwarded to the
   IP next hop through TRILL encapsulation.  If there are multiple
   equal-cost shortest paths between the ingress RBridge and the egress
   RBridge, all these paths can be used for inter-subnet traffic
   forwarding, so load-spreading can be achieved for inter-subnet
   traffic.



   When the remote RBridge receives the inter-subnet TRILL-encapsulated
   traffic, the RBridge decapsulates these TRILL packets and checks the
   Inner.MacDA.  If that MAC address is the local gateway MAC
   corresponding to the inner label (VLAN or FGL), the inner label will
   be used to find the corresponding local VRF; the IP routing process
   in that VRF will then be performed, and the traffic will be locally
   forwarded to destination ES2.



   In summary, this solution avoids traffic detours through a central
   gateway.  Both inter-subnet and intra-subnet traffic can be forwarded
   along pair-wise shortest paths, and network bandwidth is conserved.




6. Distributed Layer 3 Gateway Process Example

   This section gives a detailed description of a distributed L3 gateway
   solution example for IPv4 and IPv6.



   In Figure 3, RB1 and RB2 support the distribution gateway function,
   ES1 connects to RB1, and ES2 connects to RB2.  ES1 and ES2 belong to
   Tenant1 but are in different subnets.



‑‑‑‑‑‑‑‑‑             ‑‑‑‑‑‑‑‑‑
|  RB3  |             |  RB4  |
‑‑‑‑‑‑‑‑‑             ‑‑‑‑‑‑‑‑‑
#   *                     #  *
#   **************************
###########################  *
#                            *
#                            *
#                            *
‑‑‑‑‑‑‑‑‑              ‑‑‑‑‑‑‑‑‑
|  RB1  |              |  RB2  |
‑‑‑‑‑‑‑‑‑              ‑‑‑‑‑‑‑‑‑
   |                       |
 ‑‑‑‑‑                   ‑‑‑‑‑
 |ES1|                   |ES2|
 ‑‑‑‑‑                   ‑‑‑‑‑



                  Figure 3: Distributed Gateway Scenario



   For IPv4, the IP address, VLAN, and subnet information of ES1 and ES2
   are as follows:



+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
| ES | Tenant   |   IP Address     |  Subnet          |  VLAN    |
+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
| ES1| Tenant1  |   192.0.2.2      |  192.0.2.0/24    |   10     |
+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
| ES2| Tenant1  |   198.51.100.2   |  198.51.100.0/24 |   20     |
+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+



                       Figure 4: IPv4 ES Information



   For IPv6, the IP address, VLAN, and subnet information of ES1 and ES2
   are as follows:



+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
| ES | Tenant   | IP Address       | Subnet           |  VLAN    |
+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
| ES1| Tenant1  | 2001:db8:0:1::2  |2001:db8:0:1::0/64|   10     |
+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
| ES2| Tenant1  | 2001:db8:0:2::2  |2001:db8:0:2::0/64|   20     |
+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+



                       Figure 5: IPv6 ES Information



   The nickname, VRF, tenant Label, and tenant gateway MAC for Tenant1
   on RB1 and RB2 are as follows:



+‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| RB | Nickname|  Tenant   | VRF   | Tenant Label |  Gateway MAC |
+‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| RB1|  nick1  |  Tenant1  | VRF1  |    100       |    MAC1      |
+‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| RB2|  nick2  |  Tenant1  | VRF2  |    100       |    MAC2      |
+‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                       Figure 6: RBridge Information




6.1. Control-Plane Process

   RB1 advertises the following local routing information to the TRILL
   campus:



                  Tenant ID: 1



                  Tenant gateway MAC: MAC1



                  Tenant Label for Tenant1: VLAN 100



                  IPv4 prefix for Tenant1: 192.0.2.0/24



                  IPv6 prefix for Tenant1: 2001:db8:0:1::0/64



   RB2 announces the following local routing information to the TRILL
   campus:



                  Tenant ID: 1



                  Tenant gateway MAC: MAC2



                  Tenant Label for Tenant1: VLAN 100



                  IPv4 prefix for Tenant1: 198.51.100.0/24



                  IPv6 prefix for Tenant1: 2001:db8:0:2::0/64



   Relying on the routing information from RB2, remote routing entries
   on RB1 are generated as follows:



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Prefix/Mask     | Inner.MacDA | Inner VLAN   | Egress Nickname|
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|198.51.100.0/24   |    MAC2     |    100       |     nick2      |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|2001:db8:0:2::0/64|    MAC2     |    100       |     nick2      |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



               Figure 7: Tenant1 Remote Routing Table on RB1



   Similarly, relying on the routing information from RB1, remote
   routing entries on RB2 are generated as follows:



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|   Prefix/Mask    | Inner.MacDA | Inner VLAN   | Egress Nickname|
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  192.0.2.0/24    |     MAC1    |    100       |     nick1      |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|2001:db8:0:1::0/64|     MAC1    |    100       |     nick1      |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



               Figure 8: Tenant1 Remote Routing Table on RB2




6.2. Data-Plane Process

   Assuming that ES1 sends unicast inter-subnet traffic to ES2, the
   traffic forwarding process is as follows:



   1. ES1 sends unicast inter-subnet traffic to RB1 with RB1's gateway's
      MAC as the destination MAC and the VLAN as VLAN 10.



   2. Ingress RBridge (RB1) forwarding process:



      RB1 checks the destination MAC.  If the destination MAC equals the
      local gateway MAC, the gateway function will terminate the L2
      header and perform L3 routing.



      RB1 looks up IP routing table information by destination IP and
      Tenant ID to get IP next-hop information, which includes the
      egress RBridge's gateway MAC (MAC2), tenant Label (VLAN 100), and
      egress nickname (nick2).  Using this information, RB1 will perform
      inner Ethernet header encapsulation and TRILL encapsulation.  RB1
      will use MAC2 as the Inner.MacDA, MAC1 (RB1's own gateway MAC) as
      the Inner.MacSA, VLAN 100 as the Inner.VLAN, nick2 as the egress
      nickname, and nick1 as the ingress nickname.



      RB1 looks up TRILL forwarding information by egress nickname and
      sends the traffic to the TRILL next hop as per [RFC6325].  The
      traffic will be sent to RB3 or RB4 as a result of load-balancing.



   Assuming that the traffic is forwarded to RB3, the following occurs:



   3. Transit RBridge (RB3) forwarding process:



      RB3 looks up TRILL forwarding information by egress nickname and
      forwards the traffic to RB2 as per [RFC6325].



   4. Egress RBridge forwarding process:



      As the egress nickname is RB2's own nickname, RB2 performs TRILL
      decapsulation.  It then checks the Inner.MacDA and, because that
      MAC is equal to the local gateway MAC, performs inner Ethernet
      header termination.  Using the inner VLAN, RB2 finds the local
      corresponding VRF and looks up the packet's destination IP address
      in the VRF's IP routing table.  The traffic is then locally
      forwarded to ES2 with VLAN 20.




7. TRILL Protocol Extensions

If an edge RBridge RB1 participates in the distributed gateway
function, it announces its tenant gateway MAC and tenant Data Label
to the TRILL campus through the tenant Label and gateway MAC
APPsub‑TLV.  It should announce its local IPv4 and IPv6 prefixes
through the IPv4 Prefix APPsub‑TLV and the IPv6 Prefix APPsub‑TLV,
respectively.  If RB1 has multiple nicknames, it can announce
one nickname for use by the distributed gateway, by using the
NickFlags APPsub‑TLV with the SE flag set to 1.



   The remote ingress RBridges belonging to the same routing domain use
   this information to generate IP routing entries in that routing
   domain.  These RBridges use the nickname, tenant gateway MAC, and
   tenant Label of RB1 to perform inter-subnet TRILL encapsulation when
   they receive inter-subnet traffic from a local ES.  The nickname is
   used as the egress nickname, the tenant gateway MAC is used as the
   Inner.MacDA, and the tenant Data Label is used as the Inner.Label.
   The following APPsub-TLVs MUST be included in a TRILL GENINFO TLV in
   E-L1FS FS-LSPs [RFC7780].




7.1. The Tenant Label and Gateway MAC APPsub-TLV

+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Type                        | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Length                      | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                     Tenant ID   (4 bytes)                     |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Resv1 |     Label1            | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Resv2 |     Label2            | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+....‑+‑+‑+‑+‑+‑+‑+‑+‑+
|            Tenant Gateway MAC   (6 bytes)                     |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+....‑+‑+‑+‑+‑+‑+‑+‑+‑+



     o  Type: Set to the TENANT-GWMAC-LABEL sub-TLV type (7).  2 bytes,
        because this APPsub-TLV appears in an extended TLV [RFC7356].



o  Length: If the Label1 field is used to represent a VLAN, the
   value of the Length field is 12.  If the Label1 and Label2
   fields are used to represent an FGL, the value of the
   Length field is 14.



     o  Tenant ID: This identifies a Tenant ID unique across the TRILL
        campus.



     o  Resv1: 4 bits that MUST be sent as zero and ignored on receipt.



     o  Label1: If the value of the Length field is 12, it identifies a
        tenant Label corresponding to a VLAN ID.  If the value of the
        Length field is 14, it identifies the higher 12 bits of a tenant
        Label corresponding to an FGL.



     o  Resv2: 4 bits that MUST be sent as zero and ignored on receipt.
        Only present if the Length field is 14.



o  Label2: This field has the lower 12 bits of the tenant Label
   corresponding to an FGL.  Only present if the Length field
   is 14.



     o  Tenant Gateway MAC: This identifies the local gateway MAC
        corresponding to the Tenant ID.  The remote ingress RBridges use
        the gateway MAC as the Inner.MacDA.  The advertising TRILL
        RBridge uses the gateway MAC to differentiate L2 intra-subnet
        traffic and L3 inter-subnet traffic in the egress direction.




7.2. The SE Flag in the NickFlags APPsub-TLV

   The NickFlags APPsub-TLV is specified in [RFC7780], where the IN flag
   is described.  The SE Flag is assigned as follows:



+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|   Nickname                                    |
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|IN|SE|         RESV                            |
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
                 NICKFLAG RECORD



   o  SE: If the SE flag is set to 1, it indicates that the advertising
      RBridge suggests that the Nickname SHOULD be used as the
      Inter-Subnet Egress nickname for inter-subnet traffic forwarding.
      If the SE flag is set to 0, that Nickname SHOULD NOT be used for
      that purpose.  The SE flag is ignored if the NickFlags APPsub-TLV
      is advertised by an RBridge that does not own the Nickname.




7.3. The IPv4 Prefix APPsub-TLV

+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Type                        |                    (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Total Length                |                    (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...‑+‑+‑+‑+‑+‑+‑+‑+
|                     Tenant ID                    | (4 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...‑+‑+‑+‑+‑+‑+‑+‑+
|PrefixLength(1)|                                    (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...‑+‑+‑+‑+‑+‑+‑+‑+
|                     Prefix (1)                   | (variable)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...‑+‑+‑+‑+‑+‑+‑+‑+
|     .....     |                                    (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...‑+‑+‑+‑+‑+‑+‑+‑+
|                    .....                         | (variable)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...‑+‑+‑+‑+‑+‑+‑+‑+
|PrefixLength(N)|                                    (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...‑+‑+‑+‑+‑+‑+‑+‑+
|                     Prefix (N)                   | (variable)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...‑+‑+‑+‑+‑+‑+‑+‑+



     o  Type: Set to the IPV4-PREFIX sub-TLV type (8).  2 bytes, because
        this APPsub-TLV appears in an extended TLV [RFC7356].



o  Total Length: This 2‑byte unsigned integer indicates the total
   length of the Tenant ID, Prefix Length, and Prefix fields,
   in octets.  A value of 0 indicates that no IPv4 prefix is being
   advertised.



     o  Tenant ID: This identifies a Tenant ID unique across the TRILL
        campus.



o  Prefix Length: The Prefix Length field indicates the length,
   in bits, of the IPv4 address prefix.  A length of 0 (i.e., the
   prefix itself is 0 octets) indicates a prefix that matches all
   IPv4 addresses.



     o  Prefix: The Prefix field contains an IPv4 address prefix,
        followed by enough trailing bits to make the end of the field
        fall on an octet boundary.  Note that the value of the trailing
        bits is irrelevant.  For example, if the Prefix Length is 12,
        indicating 12 bits, then the Prefix is 2 octets and the
        low-order 4 bits of the Prefix are irrelevant.




7.4. The IPv6 Prefix APPsub-TLV

+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Type                        |                    (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Total Length                |                    (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...‑+‑+‑+‑+‑+‑+‑+‑+
|                     Tenant ID                    | (4 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...‑+‑+‑+‑+‑+‑+‑+‑+
|PrefixLength(1)|                                    (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...‑+‑+‑+‑+‑+‑+‑+‑+
|                     Prefix (1)                   | (variable)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...‑+‑+‑+‑+‑+‑+‑+‑+
|     .....       |                                  (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...‑+‑+‑+‑+‑+‑+‑+‑+
|                    .....                         | (variable)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...‑+‑+‑+‑+‑+‑+‑+‑+
|PrefixLength(N)|                                    (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...‑+‑+‑+‑+‑+‑+‑+‑+
|                     Prefix (N)                   | (variable)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...‑+‑+‑+‑+‑+‑+‑+‑+



     o  Type: Set to the IPV6-PREFIX sub-TLV type (9).  2 bytes, because
        this APPsub-TLV appears in an extended TLV [RFC7356].



o  Total Length: This 2‑byte unsigned integer indicates the total
   length of the Tenant ID, Prefix Length, and Prefix fields,
   in octets.  A value of 0 indicates that no IPv6 prefix is being
   advertised.



     o  Tenant ID: This identifies a Tenant ID unique across the TRILL
        campus.



o  Prefix Length: The Prefix Length field indicates the length,
   in bits, of the IPv6 address prefix.  A length of 0 (i.e., the
   prefix itself is 0 octets) indicates a prefix that matches all
   IPv6 addresses.



     o  Prefix: The Prefix field contains an IPv6 address prefix,
        followed by enough trailing bits to make the end of the field
        fall on an octet boundary.  Note that the value of the trailing
        bits is irrelevant.  For example, if the Prefix Length is 100,
        indicating 100 bits, then the Prefix is 13 octets and the
        low-order 4 bits of the Prefix are irrelevant.




8. Security Considerations

   Correct configuration of the participating edge RBridges is important
   to assure that data is not delivered to the wrong tenant, as such
   incorrect delivery would violate security constraints.  IS-IS
   security [RFC5310] can be used to secure the information advertised
   by the edge RBridges in LSPs and FS-LSPs.



   To avoid the mishandling of data in flight, see Section 5.2 for
   constraints on the reuse of a tenant Label and on tenant gateway MAC
   changes.  Selecting tenant Labels and IDs in a pseudorandom fashion
   [RFC4086] can make it more difficult for an adversary to guess a
   tenant Label or ID that is in use.



Particularly sensitive data should be encrypted end‑to‑end ‑‑
that is, from the source ES to the destination ES.  Since the TRILL
campus is, for the most part, transparent to ES traffic, such ESs are
free to use whatever end‑to‑end security protocol they would like.



   For general TRILL security considerations, see [RFC6325].




9. Management Considerations

The configuration at each RBridge to support the distributed L3
gateway feature is visible, via the link‑state database, to all other
RBridges in the campus.  Operations, Administration, and Maintenance
(OAM) facilities for TRILL are primarily specified in [RFC7455]
and [RFC7456].




10. IANA Considerations

   IANA has assigned three APPsub-TLV type numbers that are lower than
   255 in the "TRILL APPsub-TLV Types under IS-IS TLV 251 Application
   Identifier 1" registry.  The registry has been updated as follows:



Type         Name            Reference
‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑
 7     TENANT‑GWMAC‑LABEL   this document

 8     IPV4‑PREFIX          this document

 9     IPV6‑PREFIX          this document



   IANA has assigned a flag bit in the NickFlags APPsub-TLV as described
   in Section 7.2 and updated the "NickFlags Bits" registry, created by
   [RFC7780], as follows:



 Bit   Mnemonic      Description        Reference
‑‑‑‑‑  ‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑
  1       SE     Inter‑Subnet Egress   this document
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1. Introduction

   This document specifies a TRILL (Transparent Interconnection of Lots
   of Links) [RFC6325] IS-IS application sub-TLV (APPsub-TLV) [RFC6823]
   that enables the convenient representation of sets of addresses where
   all of the addresses in each set designate the same interface (port).
   For example, a 48-bit MAC (Media Access Control) [RFC7042] address,
   IPv4 address, and IPv6 address can be reported as all three
   designating the same interface.  In addition, a Data Label (VLAN or
   Fine-Grained Label (FGL) [RFC7172]) is specified for the interface,
   along with the TRILL switch and, optionally, the TRILL switch port
   from which the interface is reachable.  Such information could be
   used in some cases to synthesize responses to, or bypass the need
   for, the Address Resolution Protocol (ARP) [RFC826], the IPv6
   Neighbor Discovery (ND) [RFC4861] protocol, the Reverse Address
   Resolution Protocol (RARP) [RFC903], or the flooding of unknown
   destination MAC addresses [ARPND].  If the information reported is
   complete, it can also be used to detect and discard packets with
   forged source addresses.



This APPsub‑TLV appears inside the TRILL GENINFO TLV specified in the
End Station Address Distribution Information (ESADI) RFC [RFC7357]
but may also occur in other application contexts.  The
"directory assistance" TRILL Edge services [DirectoryScheme] are
expected to make use of this APPsub‑TLV.



   Although in some IETF protocols address field types are represented
   by an Ethertype [RFC7042] or a hardware address type [RFC5494], only
   the Address Family Number (AFN) is used in this APPsub-TLV to
   represent the address field type.




1.1. Conventions Used in This Document

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].
   Capitalized IANA-related terms such as "Expert Review" are to be
   interpreted as described in [RFC5226].



   The terminology and acronyms of [RFC6325] are used herein, along with
   the following additional acronyms and terms:



   AFN: Address Family Number

      (http://www.iana.org/assignments/address-family-numbers/)



   APPsub-TLV: Application sub-TLV [RFC6823]



   Data Label: VLAN or FGL



   FGL: Fine-Grained Label [RFC7172]



   IA: Interface Address(es)



   MAC: Media Access Control



   Nickname: A 16-bit TRILL switch identifier, as specified in

      Section 3.7 of [RFC6325] and as updated by Section 4 of [RFC7780]



   RBridge: An alternative name for a TRILL switch



   TRILL switch: A device that implements the TRILL protocol




2. Format of the Interface Addresses APPsub-TLV

   The Interface Addresses (IA) APPsub-TLV is used to advertise a set of
   addresses indicating the same interface (port) within a Data Label
   (VLAN or FGL).  It also associates that interface with the TRILL
   switch and, optionally, the TRILL switch port by which the interface
   is reachable.  These addresses can be in different address families.
   For example, the IA APPsub-TLV can be used to declare that a
   particular interface with specified IPv4, IPv6, and 48-bit MAC
   addresses in some particular Data Label is reachable from a
   particular TRILL switch.  While those three types of addresses are
   likely to be the only types of interest, any address type for which
   an AFN has been assigned by IANA can be represented.



   The Template field in a particular IA APPsub-TLV indicates the format
   of each Address Set it carries.  Certain well-known sets of addresses
   are represented by special values.  Other sets of addresses are
   specified by a list of AFNs.  The Template format that uses a list of
   AFNs provides an explicit pattern for the type and order of addresses
   in each Address Set in the IA APPsub-TLV that includes that Template.



   A device or application making use of IA APPsub-TLV data is not
   required to make use of all IA data.  For example, a device or
   application that was only interested in MAC and IPv6 addresses could
   ignore any IPv4 or other types of address information that was
   present.



   Figure 1 shows an IA APPsub-TLV as it would appear inside an IS-IS
   Flooding Scope Link State PDU (FS-LSP) using an extended flooding
   scope [RFC7356] TLV -- for example, in ESADI [RFC7357].  Within an
   IS-IS FS-LSP using traditional [ISO-10589] TLVs, the Type and Length
   would be 1-byte unsigned integers equal to or less than 255, but with
   an extended TLV, the Type and Length are 2-byte unsigned integers.



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type = (10)                   |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Length                        |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Addr Sets End                 |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Nickname                      |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Flags         |                  (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+
| Confidence    |                  (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑
| Template ...                     (variable)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...‑+
| Address Set 1    (size determined by Template)    |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...‑+
| Address Set 2    (size determined by Template)    |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...‑+
|   ...
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...‑+
| Address Set N    (size determined by Template)    |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...‑+
| optional sub‑sub‑TLVs ...
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...



                 Figure 1: Interface Addresses APPsub-TLV



   o  Type: Interface Addresses TRILL APPsub-TLV type; set to 10
      (IA-SUBTLV).



   o  Length: Variable; minimum 7.  If Length is 6 or less or if the
      APPsub-TLV extends beyond the size of an encompassing TRILL
      GENINFO TLV or other context, the APPsub-TLV MUST be ignored.  For
      manageability, a counter reflecting the receipt of such malformed
      IA APPsub-TLVs should be maintained.



   o  Addr Sets End: The unsigned integer byte number, within the IA
      APPsub-TLV value part, of the last byte of the last Address Set,
      where the first byte is numbered 1.  This will be the number of
      the byte just before the first sub-sub-TLV if any sub-sub-TLVs are
      present (see Section 3).  The processing is as follows:



      -  If this field is greater than Length or points to before the
         end of the Template, the IA APPsub-TLV is corrupt and MUST be
         discarded.



      -  If this field is equal to Length, there are no sub-sub-TLVs.



      -  If this field is less than Length, sub-sub-TLVs are parsed as
         specified in Section 3.



      Note: This field is always 2 bytes in size.



   o  Nickname: The nickname (see Section 1.1) of the TRILL switch by
      which the Address Sets are reachable.  If 0, the Address Sets are
      reachable from the TRILL switch originating the message containing
      the APPsub-TLV (for example, an ESADI [RFC7357] message).



   o  Flags: A byte of flags, as follows:



 0 1 2 3 4 5 6 7
+‑+‑+‑+‑+‑+‑+‑+‑+
|D|L|   RESV    |
+‑+‑+‑+‑+‑+‑+‑+‑+



         D: Directory flag: If D is 1, the APPsub-TLV contains directory

            information [RFC7067].



         L: Local flag: If L is 1, the APPsub-TLV contains information

            learned locally by observing ingressed frames [RFC6325].
            (Both D and L can be set to 1 in the same IA APPsub-TLV if a
            TRILL switch had learned an address locally and also
            advertised it as a directory.)



         RESV: Additional reserved flag bits that MUST be sent as zero

            and ignored on receipt.



   o  Confidence: This 8-bit unsigned quantity in the range 0 to 254
      indicates the confidence level in the addresses being transported
      (see Section 4.8.2 of [RFC6325]).  A value of 255 is treated as if
      it was 254.



   o  Template: The initial byte of this field is the unsigned integer
      K.  If K has a value from 1 to 31, it indicates that this initial
      byte is followed by a list of K AFNs that specify the exact
      structure and order of each Address Set occurring later in the
      APPsub-TLV.  K can be 1, which is the minimum valid value.  If K
      is 0, the IA APPsub-TLV is ignored.  If K is 32 to 254, the length
      of the Template field is 1 byte, and its value is intended to
      correspond to a particular ordered set of AFNs, some of which are
      specified below.  The value of 255 for K is reserved for future
      definition and causes the IA APPsub-TLV to be ignored.



      If the Template uses explicit AFNs, it looks like the following,
      with the number of AFNs, up to 31, equal to K.



+‑+‑+‑+‑+‑+‑+‑+‑+
|  K            |                  (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  AFN 1                        |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  AFN 2                        |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   ...
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  AFN K                        |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



      For K in the range 32 to 39, values indicate a specific sequence,
      as specified below.  The values of K from 40 to 254 are reserved
      for future specification.  If the value of K is not understood by
      a receiver of the IA-APPsub-TLV, any Address Sets present are
      ignored.



 K   Addresses in order of occurrence
‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
 32  48‑bit MAC
 33  48‑bit MAC, IPv4
 34  48‑bit MAC, IPv6
 35  48‑bit MAC, IPv4, IPv6
 36  48‑bit MAC, RBridge port
 37  48‑bit MAC, IPv4, RBridge port
 38  48‑bit MAC, IPv6, RBridge port
 39  48‑bit MAC, IPv4, IPv6, RBridge port



      For ease of decoding, note that for values of K between 32 and 39
      inclusive, the 0x01 bit indicates that an IPv4 address is present,
      the 0x02 bit indicates that an IPv6 address is present, and the
      0x04 bit indicates that an RBridge Port ID is present.



   o  AFN: A 2-byte Address Family Number.  The number of AFNs present
      is given by K, except that there are no AFNs if K is greater than
      31.  The AFN sequence specifies the structure of the Address Sets
      occurring later in the TLV.  For example, if the Template size is
      2 and the two AFNs present are the AFNs for a 48-bit MAC and an
      IPv4 address, in that order, then each Address Set present will
      consist of a 6-byte MAC address followed by a 4-byte IPv4 address.
      If any AFNs are present that are unknown to the receiving IS and
      the length of the corresponding address is not provided by a
      sub-sub-TLV as specified below, the receiving IS will be unable to
      parse the Address Sets and MUST ignore the IA APPsub-TLV.



   o  Address Set: Each Address Set in the APPsub-TLV consists of
      exactly the same sequence of addresses and types as specified by
      the Template earlier in the APPsub-TLV.  No alignment, other than
      to a byte boundary, is provided.  The addresses in each Address
      Set are contiguous with no unused bytes between them, and the
      Address Sets are contiguous with no unused bytes between
      successive Address Sets.  The Address Sets must fit within the
      TLV.  See Section 7 on interpreting certain Address Sets.



   o  sub-sub-TLVs: If the Address Sets indicated by Addr Sets End do
      not completely fill the length of the APPsub-TLV (as indicated by
      the Length field), then per Section 4 of [RFC5305] the remaining
      bytes are parsed as sub-sub-TLVs.  Any such sub-sub-TLVs that are
      not known to the receiving TRILL switch are ignored.  Should this
      parsing not be possible -- for example, there is only one
      remaining byte or an apparent sub-sub-TLV extends beyond the end
      of the TLV -- the containing IA APPsub-TLV is considered corrupt
      and is ignored.  (Several sub-sub-TLV types are specified in
      Section 3.)



   Different IA APPsub-TLVs within the same or different LSPs or other
   data structures may have different Templates.  The same AFN may occur
   more than once in a Template, and the same address may occur in
   different Address Sets.  For example, a 48-bit MAC address interface
   might have three different IPv6 addresses.  This could be represented
   by an IA APPsub-TLV whose Template specifically provided for one
   EUI-48 address and three IPv6 addresses; this might be an efficient
   format if there were multiple interfaces with that pattern.
   Alternatively, a Template with one 48-bit MAC and one IPv6 address
   could be used in an IA APPsub-TLV with three Address Sets each having
   the same MAC address but different IPv6 addresses; this might be the
   most efficient format if only one interface had multiple IPv6
   addresses and other interfaces had only one IPv6 address.



   In order to be able to parse the Address Sets, a receiving TRILL
   switch must know at least the size of the address for each AFN or
   address type the Template specifies; however, the presence of the
   Addr Sets End field means that the sub-sub-TLVs, if any, can always
   be located by a receiver.  A TRILL switch can be assumed to know the
   size of the AFNs mentioned in Section 5.  Should a TRILL switch wish
   to include an AFN that some receiving TRILL switch in the campus may
   not know, it SHOULD include an AFN Size sub-sub-TLV as described in
   Section 3.1.  If an IA APPsub-TLV is received with one or more AFNs
   in its Template for which the receiving TRILL switch does not know
   the length and for which an AFN Size sub-sub-TLV is not present, that
   IA APPsub-TLV MUST be ignored.



   For manageability, a counter of ill-formed IA APPsub-TLVs received
   and ignored due to unknown K, unknown AFN, and the like (as described
   above) should be maintained.




3. IA APPsub-TLV Sub-sub-TLVs

   IA APPsub-TLVs can have sub-sub-TLVs (sub-TLVs of sub-TLVs [RFC5305])
   at the end, as specified below.  These sub-sub-TLVs occur after the
   Address Sets.  The amount of space available for sub-sub-TLVs is
   determined from the overall IA APPsub-TLV length and the value of the
   Addr Sets End byte.



   There is no ordering restriction on sub-sub-TLVs.  Unless otherwise
   specified, each sub-sub-TLV type can occur zero, one, or many times
   in an IA APPsub-TLV.  Any sub-sub-TLVs for which the Type is unknown
   are ignored.  For manageability, a counter of sub-sub-TLVs received
   and ignored due to an unknown Type or other reasons, as described
   below, should be maintained.



   The data structures of the sub-sub-TLVs shown below, with 2-byte
   Types and Lengths, assume that the enclosing IA APPsub-TLV is in an
   extended LSP TLV [RFC7356] or some non-LSP context.  If they were
   used in an IA APPsub-TLV in a non-extended LSP [ISO-10589], then only
   1-byte Types and Lengths could be used.  As a result, any sub-sub-TLV
   types greater than 255 could not be used, and Length would be limited
   to 255.




3.1. AFN Size Sub-sub-TLV

   Using this sub-sub-TLV, the originating TRILL switch can specify the
   size of an address type.  This is useful under the following two
   circumstances:



   1. One or more AFNs that are unknown to the receiving TRILL switch
      appear in the Template.  If an AFN Size sub-sub-TLV is present for
      each such AFN, then at least the IA APPsub-TLV can be parsed, and
      possibly other addresses in each Address Set can still be used.



   2. If an AFN occurs in the Template that represents a variable-length
      address, this sub-sub-TLV gives its size for all occurrences in
      that IA APPsub-TLV.



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type = AFNsz                  |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Length                        |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| AFN Size Record 1                             |  (3 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| AFN Size Record 2                             |  (3 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| ...
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| AFN Size Record N                             |  (3 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                      Figure 2: AFN Size Sub-sub-TLV



   Where each AFN Size Record is structured as follows:



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  AFN                          |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  AdrSize      |                  (1 byte)
+‑+‑+‑+‑+‑+‑+‑+‑+



   o  Type: AFN Size sub-sub-TLV type; set to 1 (AFNsz).



   o  Length: 3*N, where N is the number of AFN Size Records present.
      If Length is not a multiple of 3, the sub-sub-TLV MUST be ignored.



   o  AFN Size Record(s): Zero or more 3-byte records, each giving the
      size of an address type identified by an AFN.



   o  AFN: The AFN whose length is being specified by the AFN Size
      Record.



   o  AdrSize: The length, in bytes, of addresses specified by the AFN
      field as an unsigned integer.



   An AFN Size sub-sub-TLV for any AFN known to the receiving TRILL
   switch is compared with the size known to the TRILL switch.  If they
   differ, the IA APPsub-TLV is assumed to be corrupt and MUST be
   ignored.




3.2. Fixed Address Sub-sub-TLV

   There may be cases where, in a particular IA APPsub-TLV, the same
   address would appear in every Address Set across the IA APPsub-TLV.
   To avoid wasted space, this sub-sub-TLV can be used to indicate such
   a fixed address.  The address or addresses incorporated into the sets
   by this sub-sub-TLV are NOT mentioned in the IA APPsub-TLV Template.



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type = FIXEDADR               | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Length                        | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| AFN                           | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Fixed Address                   (variable)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...



                    Figure 3: Fixed Address Sub-sub-TLV



   o  Type: Data Label sub-sub-TLV type; set to 2 (FIXEDADR).



   o  Length: Variable; minimum 2.  If Length is 0 or 1, the sub-sub-TLV
      MUST be ignored.



   o  AFN: Address Family Number of the Fixed Address.



   o  Fixed Address: The address of the Type indicated by the preceding
      AFN field that is considered to be part of every Address Set in
      the IA APPsub-TLV.



   The Length field implies a size for the Fixed Address.  If that size
   differs from the size of the address type for the given AFN as known
   by the receiving TRILL switch, the Fixed Address sub-sub-TLV is
   considered corrupt and MUST be ignored.




3.3. Data Label Sub-sub-TLV

   This sub-sub-TLV indicates the Data Label within which the interfaces
   listed in the IA APPsub-TLV are reachable.  It is useful if the IA
   APPsub-TLV occurs outside of the context of a message specifying the
   Data Label or if it is desired and permitted to override that
   specification.  Multiple occurrences of this sub-sub-TLV indicate
   that the interfaces are reachable in all of the Data Labels given.



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|Type = DATALEN                 | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Length                        | (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Data Label                      (variable)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...



                     Figure 4: Data Label Sub-sub-TLV



   o  Type: Data Label sub-TLV type; set to 3 (DATALEN).



   o  Length: 2 or 3.  If Length is some other value, the sub-sub-TLV
      MUST be ignored.



   o  Data Label: If Length is 2, the bottom 12 bits of the Data Label
      are a VLAN ID and the top 4 bits are reserved (MUST be sent as
      zero and ignored on receipt).  If Length is 3, the three Data
      Label bytes contain an FGL [RFC7172].




3.4. Topology Sub-sub-TLV

   The presence of this sub-sub-TLV indicates that the interfaces given
   in the IA APPsub-TLV are reachable in the topology given.  It is
   useful if the IA APPsub-TLV occurs outside of the context of a
   message indicating the topology or if it is desired and permitted to
   override that specification.  If it occurs multiple times, then the
   Address Sets are in all of the topologies given.



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|Type = TOPOLOGY                |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Length                        |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| RESV  |        Topology       |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                      Figure 5: Topology Sub-sub-TLV



   o  Type: Topology sub-TLV type; set to 4 (TOPOLOGY).



   o  Length: 2.  If Length is some other value, the sub-sub-TLV MUST be
      ignored.



   o  RESV: 4 reserved bits.  MUST be sent as zero and ignored on
      receipt.



   o  Topology: The 12-bit topology number [RFC5120].




4. Security Considerations

   The integrity of address mapping and reachability information as well
   as the correctness of Data Labels (VLANs or FGLs [RFC7172]) are very
   important.  Forged, altered, or incorrect address mapping or data
   labeling can lead to delivery of packets to the incorrect party,
   violating security policy.  However, this document merely describes a
   data format and does not provide any explicit mechanisms for securing
   that information, other than a few simple consistency checks that
   might detect some corrupted data.  Security on the wire, or in
   storage, for this data is to be provided by the transport or storage
   used.  For example, when transported with ESADI [RFC7357] or RBridge
   Channel [RFC7178], ESADI security or Channel Tunnel [ChannelTunnel]
   security mechanisms can be used, respectively.



   The address mapping and reachability information, if known to be
   complete and correct, can be used to detect some cases of forged
   packet source addresses [RFC7067].  In particular, if native traffic
   from an end station is received by a TRILL switch that would
   otherwise accept it but authoritative data indicates that the source
   address should not be reachable from the receiving TRILL switch, that
   traffic should be discarded.  The data format specified in this
   document may optionally include a TRILL switch Port ID number so that
   this forged address filtering can be optionally applied with port
   granularity.  For manageability, a counter of frames so discarded
   should be maintained.



   See [RFC6325] for general TRILL security considerations.




5. IANA Considerations

   The following subsections specify IANA allocations.




5.1. Allocation of AFN Values

   IANA has allocated values in the "Address Family Numbers" registry
   that may be useful for IA APPsub-TLVs.  The values are as follows:



 Hex    Decimal   Description      References
‑‑‑‑‑   ‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑      ‑‑‑‑‑‑‑‑‑‑
 0001        1    IPv4
 0002        2    IPv6
 4005    16389    48‑bit MAC       Section 2.1 of [RFC7042]
 4006    16390    64‑bit MAC       Section 2.2 of [RFC7042]
 4007    16391    OUI              Section 6 of RFC 7961
 4008    16392    MAC/24           Section 6 of RFC 7961
 4009    16393    MAC/40           Section 6 of RFC 7961
 400A    16394    IPv6/64          Section 6 of RFC 7961
 400B    16395    RBridge Port ID  Section 6 of RFC 7961



   Other AFNs can be found at <http://www.iana.org/assignments/
   address-family-numbers>.



   See Section 7 on interpreting Address Sets.




5.2. IA APPsub-TLV Sub-sub-TLVs Sub-registry

   IANA has established a new sub-registry of the "Transparent
   Interconnection of Lots of Links (TRILL) Parameters" registry for
   sub-sub-TLVs of the Interface Addresses APPsub-TLV, with the
   following initial contents:



   Name:  Interface Addresses APPsub‑TLV Sub‑sub‑TLVs

   Procedure:  Expert Review

   Note:  Types greater than 255 are not usable in some contexts.

   Reference:  RFC 7961

       Type      Description       Reference
      ‑‑‑‑‑‑     ‑‑‑‑‑‑‑‑‑‑‑       ‑‑‑‑‑‑‑‑‑
          0      Reserved          RFC 7961
          1      AFN Size          RFC 7961
          2      Fixed Address     RFC 7961
          3      Data Label        RFC 7961
          4      Topology          RFC 7961
      5‑254      Unassigned
        255      Reserved          RFC 7961
  256‑65534      Unassigned
      65535      Reserved          RFC 7961

Expert Guidance: A designated expert for this registry should decide
   whether to permit the assignment of a type based on clear
   documentation of the proposed type as provided by the requester,
   such as a complete Internet‑Draft.  New types should not duplicate
   existing types.  Requests should indicate whether a type less than
   255 is desired; such types can be used in contexts where only
   1 byte of a type (and usually only 1 byte of the length) is
   permitted.  Types greater than 255 can only be used where 2‑byte
   types are allowed, such as in Extended Level 1 Flooding Scope
   (E‑L1FS) or Extended Level 1 Circuit Scope (E‑L1CS) extended
   FS‑LSPs [RFC7356]; in those contexts, lengths up to 65535 bytes
   can also be expressed, although they may not be usable if the
   resulting TLV would not fit into a larger context restricted by an
   MTU setting or the like.  Values within the region below 255 and
   the region above 255 should be allocated sequentially, unless
   there is an extraordinary reason for a special value.




5.3. IA APPsub-TLV Number

   IANA has allocated type 10 as the IA APPsub-TLV in the "TRILL
   APPsub-TLV Types under IS-IS TLV 251 Application Identifier 1"
   registry from the range under 256.  In the registry, the name is "IA"
   and the reference is this document.




6. Additional AFN Information

   This section provides additional information concerning AFNs that
   were allocated in connection with this document.  These AFNs are not
   restricted to use in the IA APPsub-TLV and may be used in other
   protocols where they would be appropriate.



   OUI: A 3-byte (24-bit) Organizationally Unique Identifier used as the

      initial 3 bytes of a MAC address.  See Sections 2.1 and 2.2 of
      [RFC7042], and Section 7 below.



   MAC/24: A 3-byte (24-bit) quantity used as the final 3 bytes of a

      48-bit MAC address.  See Section 2.1 of [RFC7042] and Section 7
      below.



   MAC/40: A 5-byte (40-bit) quantity used as the final 5 bytes of a

      64-bit MAC address.  See Section 2.2 of [RFC7042] and Section 7
      below.



   IPv6/64: An 8-byte (64-bit) quantity used as the initial 8 bytes of

      an IPv6 address.  See Section 7 below.



   RBridge Port ID: A 16-bit quantity that uniquely identifies a port on

      a TRILL switch (RBridge).  See Section 4.4.2 of [RFC6325].




7. Processing Address Sets

   The following processes should be followed in interpreting sets of
   AFN values in an IA APPsub-TLV to synthesize addresses.  These apply
   whether the AFN values came from sub-sub-TLVs, appeared within an
   Address Set, or came from both sources.  In general, the processing
   is applied separately to each Address Set as supplemented by any
   Fixed Address sub-sub-TLVs that are present.



   The OUI AFN value is provided so that MAC addresses can be
   abbreviated if they have the same upper 24 bits.  A MAC/24 is a
   24-bit suffix intended to be prefixed by an OUI to create a 48-bit
   MAC address [RFC7042]; in the absence of an OUI, a MAC/24 entry
   cannot be used.  A MAC/40 is a 40-bit suffix intended to be prefixed
   by an OUI to create a 64-bit MAC address [RFC7042]; in the absence of
   an OUI, a MAC/40 entry cannot be used.



   Typically, an OUI would be provided as a Fixed Address sub-sub-TLV
   (see Section 3.2) using the OUI AFN, but there is no prohibition
   against one or more OUIs appearing in an Address Set.



   Each Address Set, after being supplemented by any Fixed Address
   sub-sub-TLVs, is processed by combining each OUI in the Address Set
   with each MAC/24 and each MAC/40 address in the Address Set.
   Depending on how many of each of these address types are present,
   zero or more 48-bit and/or 64-bit MAC addresses may be synthesized
   that are subsequently processed as if they had been part of the
   Address Set.  If there are no MAC/24 or MAC/40 addresses present, any
   OUIs are ignored.  If there are no OUIs, any MAC/24s and/or MAC/40s
   are ignored.  If there are K1 OUIs, K2 MAC/24s, and K3 MAC/40s, K1*K2
   48-bit MACs are synthesized and K1*K3 64-bit MACs are synthesized.



   IPv6/64 is an 8-byte quantity that is the first 64 bits of an IPv6
   address.  IPv6/64s are ignored unless, after the processing described
   above in this subsection, there are one or more 48-bit and/or 64-bit
   MAC addresses in the Address Set to provide the lower 64 bits of the
   IPv6 address.  For this purpose, a 48-bit MAC address is expanded to
   64 bits as described in Section 2.2.1 of [RFC7042].  If there are K4
   IPv6/64s present and K5 48-bit and 64-bit MAC addresses present,
   K4*K5 128-bit IPv6 addresses are synthesized.



   Synthesized addresses are treated as if they had been members of the
   Address Set.
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Appendix A. Examples

   Below are example IA APPsub-TLVs.  "0x" indicates that the quantity
   is in hexadecimal.  "0b" indicates that the quantity is in binary.
   Leading zeros are retained.




A.1. Simple Example

Below is an annotated IA APPsub‑TLV carrying two simple pairs of
EUI‑48 MAC addresses and IPv4 addresses from a Push Directory
(a directory conforming to the Push Model [RFC7067]).  No
sub‑sub‑TLVs are included.

      0x0002(10)   Type: Interface Addresses
      0x001B        Length: 27 (= 0x1B)
      0x001B        Address Sets End: 27 (= 0x1B)
      0x1234        RBridge Nickname from which reachable
      0b10000000    Flags: Push Directory data
      0xE3          Confidence = 227
      33            Template: 33 (0x21) = 32 + 1(IPv4)

            Address Set One
      0x00005E0053A9   48‑bit MAC address
      198.51.100.23    IPv4 address

            Address Set Two
      0x00005E00536B   48‑bit MAC address
      203.0.113.201    IPv4 address



   The size includes 7 for the fixed fields through and including the
   1-byte Template, plus 2 times the Address Set size.  Each Address Set
   is 10 bytes: 6 for the 48-bit MAC address plus 4 for the IPv4
   address.  Therefore, the total size is 7 + 2*10 = 27.



   See Section 2 for more information on the Template.




A.2. Complex Example

Below is an annotated IA APPsub‑TLV carrying three sets of addresses,
each consisting of an EUI‑48 MAC address, an IPv4 address, an IPv6
address, and an RBridge Port ID, all from a Push Directory
(a directory conforming to the Push Model [RFC7067]).  The IPv6
address for each Address Set is synthesized from the MAC address
given in that set and the IPv6/64 64‑bit prefix provided through a
Fixed Address sub‑sub‑TLV.  In addition, a sub‑sub‑TLV is included
that provides an FGL that overrides whatever Data Label may be
provided by the envelope (for example, an ESADI‑LSP [RFC7357]) within
which this IA APPsub‑TLV occurs.

    0x0002(10)    Type: Interface Addresses
    0x0036        Length: 64 (= 0x40)
    0x0021        Address Sets End: 43 (= 0x2B)
    0x4321        RBridge Nickname from which reachable
    0b10000000    Flags: Push Directory data
    0xD3          Confidence = 211
    37            Template: 37(0x25) = 32 + 1(IPv4) + 4(Port)

          Address Set One
    0x00005E0053DE   48‑bit MAC address
    198.51.100.105   IPv4 address
    0x1DE3           RBridge Port ID

          Address Set Two
    0x00005E0053E3   48‑bit MAC address
    203.0.113.89     IPv4 address
    0x1DEE           RBridge Port ID

          Address Set Three
    0x00005E0053D3   48‑bit MAC address
    192.0.2.139      IPv4 address
    0x01DE           RBridge Port ID

          sub‑sub‑TLV One
    0x0003           Type: Data Label
    0x0003           Length: Implies FGL
    0xD3E3E3         Fine‑Grained Label

          sub‑sub‑TLV Two
    0x0002           Type: Fixed Address
    0x000A           Size: 0x0A = 10
    0x400A           AFN: IPv6/64
    0x20010db800000000   IPv6 Prefix: 2001:db8::



   See Section 2 for more information on the Template.



The Fixed Address sub‑sub‑TLV causes the IPv6/64 value given to be
treated as if it occurred as a fourth entry inside each of the three
Address Sets.  When there is an IPv6/64 entry and a 48‑bit MAC entry,
the MAC value is expanded by inserting 0xfffe immediately after the
OUI, and the local/global bit is inverted.  The resulting
Modified EUI‑64‑bit value is used as the lower 64 bits of the
resulting IPv6 address (Section 2.2.1 of [RFC7042]).  As a result, a
receiving TRILL switch would treat the three Address Sets shown as if
they had an IPv6 address in them, as follows:

            Address Set One
      0x20010db80000000002005efffe0053de  IPv6 Address

            Address Set Two
      0x20010db80000000002005efffe0053e3  IPv6 Address

            Address Set Three
      0x20010db80000000002005efffe0053d3  IPv6 Address



   As an alternative to the compact "well-known value" Template encoding
   used in the example above, the less compact explicit AFN encoding
   could have been used.  In that case, the IA APPsub-TLV would have
   started as follows:



      0x0002(10)    Type: Interface Addresses
      0x003C        Length: 60 (= 0x3C)
      0x0027        Address Sets End: 39 (= 0x27)
      0x4321        RBridge Nickname from which reachable
      0b10000000    Flags: Push Directory data
      0xD3          Confidence = 211
      0x3           Template: 3 AFNs
      0x4005        AFN: 48‑bit MAC
      0x0001        AFN: IPv4
      0x400B        AFN: RBridge Port ID

As a final point, since the 48‑bit MAC addresses in these three
Address Sets all have the same OUI (the IANA OUI [RFC7042]), it would
have been possible to just have a MAC/24 value giving the lower
24 bits of the MAC in each Address Set.  The OUI would then be
supplied by a second Fixed Address sub‑sub‑TLV providing the OUI.
With N Address Sets, this would have saved 3*N or 9 bytes, at a cost
of 9 bytes (2 each for the Type and Length of the sub‑sub‑TLV, 2 for
the OUI AFN, and 3 for the OUI).  So, with just three Address Sets,
there would be no net savings; however, with a larger number of
Address Sets, there would be a net savings.
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Abstract

   TRILL (Transparent Interconnection of Lots of Links) uses
   distribution trees to deliver multi-destination frames.  Multiple
   trees can be used by an ingress Routing Bridge (RBridge) for flows,
   regardless of the VLAN, Fine-Grained Label (FGL), and/or multicast
   group of the flow.  Different ingress RBridges may choose different
   distribution trees for TRILL Data packets in the same VLAN, FGL,
   and/or multicast group.  To avoid unnecessary link utilization,
   distribution trees should be pruned based on one or more of the
   following: VLAN, FGL, or multicast destination address.  If any VLAN,
   FGL, or multicast group can be sent on any tree, for typical fast-
   path hardware, the amount of pruning information is multiplied by the
   number of trees, but there is limited hardware capacity for such
   pruning information.



   This document specifies an optional facility to restrict the TRILL
   Data packets sent on particular distribution trees by VLAN, FGL,
   and/or multicast groups, thus reducing the total amount of pruning
   information so that it can more easily be accommodated by fast-path
   hardware.
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1. Introduction


1.1. Background Description

   One or more distribution trees, identified by their root nicknames,
   are used to distribute multi-destination data in a (Transparent
   Interconnection of Lots of Links) (TRILL) campus [RFC6325].  The
   Routing Bridge (RBridge) having the highest tree root priority
   announces the total number of trees that should be computed for the
   campus.  It may also specify the list of trees that RBridges need to
   compute using the Tree Identifiers (TREE-RT-IDs) sub-TLV [RFC7176].
   Every RBridge can specify the trees it will use for multi-destination
   TRILL Data packets it originates in the Trees Used Identifiers
   (TREE-USE-IDs) sub-TLV [RFC7176], and the VLANs or Fine-Grained
   Labels (FGLs) [RFC7172] it is interested in are specified in
   Interested VLANs and/or Interested Labels sub-TLVs [RFC7176].  It is
   suggested that by default the ingress RBridge uses the distribution
   tree whose root is the closest [RFC6325].  The TREE-USE-IDs sub-TLV
   is used to build the RPF (Reverse Path Forwarding) check table that
   is used for RPF checking.  Interested VLANs and Interested Labels
   sub-TLVs are used for distribution tree pruning, and the
   multi-destination forwarding table with pruning information is built
   based on that RPF check table.  To reduce unnecessary link loads,
   each distribution tree should be pruned per VLAN/FGL, eliminating
   branches that have no potential receivers downstream as specified in
   [RFC6325].  Further pruning based on Layer 2 or Layer 3 multicast
   addresses is also possible.



   Defaults are provided, but how many trees are calculated, where the
   tree roots are located, and which tree or trees are to be used by an
   ingress RBridge are implementation dependent.  With the increasing
   demand to use TRILL in data center networks, there are some features
   we can explore for multi-destination frames in the data center use
   case.  In order to achieve non-blocking data forwarding, a fat tree
   structure is often used.  Figure 1 shows a typical data center
   network based on the fat tree structure.  RB1 and RB2 are aggregation
   switches, and RB11 through RB14 are access switches.  It is a common
   practice to configure the tree roots to be at the aggregation
   switches for efficient traffic transportation.  All the ingress
   RBridges that are access switches will then be equally distant from
   all the tree roots.



          +‑‑‑‑‑+    +‑‑‑‑‑+
          | RB1 |    | RB2 |
          +‑‑‑‑‑+    +‑‑‑‑‑+
           / | \\     / /|\
          /  |  \ \  / / | \
         /   |   \  \ /  |  \‑‑‑‑‑+
        /    |    \/  \  |        |
       /     |    /\/   \|        |
      /  /‑‑‑+‑‑‑/ /\    |\       |
     /  /    |    /  \   |  \     |
    /  /     |   /    \  |    \   |
   /  /      |  /      \ |      \ |
+‑‑‑‑‑+   +‑‑‑‑‑+   +‑‑‑‑‑+   +‑‑‑‑‑+
| RB11|   | RB12|   | RB13|   | RB14|
+‑‑‑‑‑+   +‑‑‑‑‑+   +‑‑‑‑‑+   +‑‑‑‑‑+



            Figure 1: TRILL Network Based on Fat Tree Structure




1.2. Terminology Used in This Document

   This document uses the terminology from [RFC6325] and [RFC7172], some
   of which is repeated below for convenience, along with some
   additional terms listed below:



   Campus: The name for a network using the TRILL protocol in the same

      sense that a "bridged LAN" is the name for a network using
      bridging.  In TRILL, the word "campus" has no academic
      implication.



   Data Label: VLAN or FGL.



   ECMP: Equal-Cost Multipath [RFC6325].



   FGL: Fine-Grained Label [RFC7172].



   Interested Labels sub-TLV: Short for "Interested Labels and Spanning

      Tree Roots sub-TLV" [RFC7176].



   Interested VLANs sub-TLV: Short for "Interested VLANs and Spanning

      Tree Roots sub-TLV" [RFC7176].



   IPTV: "Television" (video) over IP.



   RBridge: An alternative name for a TRILL switch.



   RPF: Reverse Path Forwarding.



   TRILL: Transparent Interconnection of Lots of Links (or Tunneled

      Routing in the Link Layer).



   TRILL switch: A device implementing the TRILL protocol.  Sometimes

      called an RBridge.



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].




2. Motivations

   In the structure of Figure 1, if we choose to put the tree roots at
   RB1 and RB2, the ingress RBridge (e.g., RB11) would find more than
   one equal-cost closest tree root (i.e., RB1 and RB2).  An ingress
   RBridge has two options to select the tree root for multi-destination
   frames: choose one and only one as the distribution tree root, or use
   an ECMP-like algorithm to balance the traffic among the multiple
   trees whose roots are at the same distance from the RBridge.



   -  For the former (one distribution tree root), a single tree used by
      each ingress RBridge can have the problem of uneven or inefficient
      link usage.  For example, if RB11 chooses the tree that is rooted
      at RB1 as the distribution tree, the link between RB11 and RB2
      will not be used for multi-destination frames ingressed by RB11.



   -  For the latter (an ECMP-like algorithm), ECMP-based tree selection
      results in a linear increase in multicast forwarding table size
      with the number of trees, as explained in the next paragraph.



   A multicast forwarding table at an RBridge is normally used to map
   the key of (distribution tree nickname + VLAN) to an index to a list
   of ports for multicast packet replication.  The key used for mapping
   is simply the tree nickname when the RBridge does not prune the tree.
   The key could be the distribution tree nickname augmented by the FGL
   and/or Layer 2 or 3 multicast address when the RBridge supports FGL
   and/or Layer 2 or 3 pruning information.



   For any RBridge RBn, for each VLAN x, if RBn is in a distribution
   tree t used by traffic in VLAN x, there will be an entry of (t, x,
   port list) in the multicast forwarding table on RBn.  Typically, each
   entry contains a distinct combination of (tree nickname, VLAN) as the
   lookup key.  If there are n such trees and m such VLANs, the
   multicast forwarding table size on RBn is n*m entries.  If an FGL is
   used [RFC7172] and/or finer pruning is used (for example, VLAN +
   multicast group address is used for pruning), the value of m
   increases.  In the larger-scale data center, more trees would be
   necessary for purposes of better load-balancing; this results in an
   increased value for n.  In either case, the number of table entries
   (i.e., n*m) will increase dramatically.



   The left-hand table in Figure 2 shows an example of the multicast
   forwarding table on RB11 in the Figure 1 topology, with two
   distribution trees in a campus using typical fast-path hardware.



        Before VLAN‑Based                 After VLAN‑Based
         Tree Selection                    Tree Selection
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|tree nickname |VLAN |port list|  |tree nickname |VLAN |port list|
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   tree 1     |  1  |         |  |   tree 1     |  1  |         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   tree 1     |  2  |         |  |   tree 1     |  2  |         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   tree 1     | ... |         |  |   tree 1     | ... |         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   tree 1     | ... |         |  |   tree 1     | 1999|         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   tree 1     | ... |         |  |   tree 1     | 2000|         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   tree 1     | 4093|         |  |   tree 2     | 2001|         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   tree 1     | 4094|         |  |   tree 2     | 2002|         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   tree 2     |  1  |         |  |   tree 2     | ... |         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   tree 2     |  2  |         |  |   tree 2     | 4093|         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   tree 2     | ... |         |  |   tree 2     | 4094|         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   tree 2     | ... |         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   tree 2     | ... |         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   tree 2     | ... |         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   tree 2     | 4093|         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   tree 2     | 4094|         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+

              Figure 2: Multicast Forwarding Table
        before and after Using VLAN‑Based Tree Selection



   The number of entries is approximately 2*4K in this case.  If four
   distribution trees are used in a TRILL campus and RBn has 4K VLANs
   with downstream receivers, it consumes 16K table entries.  The size
   of fast-path TRILL multicast forwarding tables is typically limited
   by hardware; therefore, the table entries are a precious resource.
   In some implementations, the table is shared with Layer 3 IP
   multicast for a total of 16K or 8K table entries.  Therefore, we want
   to reduce the table size consumed for TRILL distribution trees as
   much as possible and at the same time maintain load-balancing among
   the trees.



   In cases where blocks of consecutive VLANs or FGLs can be assigned to
   a tree, the multicast forwarding table could be greatly compressed if
   entries could have a Data Label value and mask, with the fast-path
   hardware doing the longest prefix matching.  But few, if any,
   fast-path implementations provide such logic.



   A straightforward way to alleviate the problem of limited table
   entries is not to prune the distribution tree.  However, this can
   only be used in restricted scenarios, for the following reasons:



   -  Not pruning wastes bandwidth for multi-destination packets.  There
      is normally broadcast traffic, like ARP and unknown unicast, that
      can be pruned on a VLAN (or FGL) so that it is not sent down
      branches of a distribution tree where it is not needed.  In
      addition, if there is a lot of Layer 3 multicast traffic, no
      pruning may result in a worst-case scenario where that user data
      is unnecessarily flooded all over the campus.  The volume of
      flooded data could be very large if certain applications such as
      IPTV are supported.  More precise pruning, such as pruning based
      on multicast groups, may be desirable in this case.



   -  Not pruning is only useful at pure transit nodes.  Edge nodes
      always need to maintain the multicast forwarding table with the
      key of (tree nickname + VLAN (or FGL)), since the edge node needs
      to decide whether and how to replicate the frame to local access
      ports.  It is likely that edge nodes are relatively low-end
      switches with a smaller shared table size, say 4K, available.



   -  Due to security concerns, VLAN-based (or FGL-based) traffic
      isolation is a basic requirement in some scenarios.  No pruning
      may increase the risk of leakage of the traffic.  Misbehaving
      RBridges may take advantage of this leakage of traffic.



   In addition to the concern regarding multicast table size, some
   silicon does not currently support hashing-based tree nickname
   selection at the ingress RBridge but commonly uses VLAN-based tree
   selection.  If the control plane of the ingress RBridge maps the
   incoming VLAN x to a tree nickname t, the data plane will always use
   tree t for VLAN x multi-destination frames.  Such an ingress RBridge
   may choose multiple trees to be used for load-sharing; it can use one
   and only one tree for each VLAN.  If we make sure that all ingress
   RBridges campus-wide send VLAN x multi-destination packets only use
   tree t, then there would be no need to store the multicast table
   entry with the key of (tree-other-than-t, x) on any RBridge.



   This document describes the TRILL control-plane support for
   distribution tree selection based on a VLAN, FGL, and/or multicast
   address to reduce the multicast forwarding table size.  It is
   compatible with the silicon implementations mentioned in the previous
   paragraph.




3. Tree Selection Based on Data Labels

   Data Label (VLAN-based or FGL-based) tree selection can be used as a
   distribution tree selection mechanism, especially when the multicast
   forwarding table size is a concern.  This section specifies that
   mechanism and how to extend it so that tree selection can be based on
   multicast groups.




3.1. Overview of the Mechanism

   The RBridge that has the highest priority to be a tree root announces
   the tree nicknames and the Data Labels allowed on each tree.  Such
   announcements of correspondence of tree to Data Label can be based on
   static configuration or some predefined algorithm beyond the scope of
   this document.  An ingress RBridge selects the tree-VLAN
   correspondence that it wishes to use from the list announced by the
   highest-priority tree root.  It SHOULD NOT transmit VLAN x frames on
   tree y if the highest-priority tree root does not say that VLAN x is
   allowed on tree y.



   If we make sure that a particular VLAN is allowed on one and only one
   tree, we can keep the number of multicast forwarding table entries on
   any RBridge fixed at 4K maximum (or up to 16M in the case of an FGL).
   Take Figure 1 as an example, where two trees are rooted at RB1 and
   RB2, respectively.  The highest-priority tree root appoints tree 1 to
   carry VLAN 1-2000 and tree 2 to carry VLAN 2001-4094.  With such an
   announcement by the highest-priority tree root, every RBridge that
   understands the announcement will not send VLAN 2001-4094 traffic on
   tree 1 and will not send VLAN 1-2000 traffic on tree 2.  That way, no
   RBridge would need to store the entries for tree 1 / VLAN 2001-4094
   or tree 2 / VLAN 1-2000.  Figure 2 shows the multicast forwarding
   table on an RBridge before and after we use VLAN-based tree
   selection.  The number of entries is reduced by a factor f, where f
   is the number of trees used in the campus.  In this example, it is
   reduced from 2*4094 to 4094.  This affects both transit nodes and
   edge nodes.  The data-plane encoding does not change.




3.2. APPsub-TLVs Supporting Tree Selection

   Six new APPsub-TLVs that can be carried in the TRILL GENINFO TLV
   [RFC7357] in Extended Level 1 Flooding Scope (E-L1FS) FS-Link State
   Protocol Data Units (FS-LSPs) [RFC7780] are defined below.  The first
   four can be considered analogous to finer-granularity versions of the
   TREE-RT-IDs sub-TLV and the TREE-USE-IDs sub-TLV [RFC7176].  Two
   APPsub-TLVs supporting VLAN-based tree selection are specified in
   Sections 3.2.1 and 3.2.2.  They are used by the highest-priority tree
   root to announce the allowed VLANs on each tree in the campus and by
   an ingress RBridge to announce the tree-VLAN correspondence that it
   selects from the list announced by the highest-priority tree root.
   Two APPsub-TLVs supporting FGL-based tree selection are specified in
   Sections 3.2.3 and 3.2.4 for the same purpose.  Sections 3.2.5 and
   3.2.6 define two APPsub-TLVs to support finer granularity in
   selecting trees based on multicast groups rather than Data Labels.



New APPsub‑TLVs              Description
=======================      =============
Tree and VLANs               announcement by the highest‑priority
                             tree root of the VLANs allowed per tree

Tree and VLANs Used          tree‑VLAN correspondence that an
                             ingress RBridge selects

Tree and FGLs                announcement by the highest‑priority
                             tree root of the FGLs allowed per tree

Tree and FGLs Used           tree‑FGL correspondence that an
                             ingress RBridge selects

Tree and Groups              announcement by the highest‑priority
                             tree root of the multicast groups
                             allowed on each tree

Tree and Groups Used         tree and multicast group correspondence
                             that an ingress RBridge selects




3.2.1. The Tree and VLANs APPsub-TLV

   The RBridge that is the highest-priority tree root announces the
   VLANs allowed on each tree with the Tree and VLANs (TREE-VLANs)
   APPsub-TLV.  Multiple instances of this APPsub-TLV may be carried.
   The same tree nicknames may occur in multiple Tree-VLAN RECORDs
   within the same APPsub-TLV or across multiple APPsub-TLVs.  The
   APPsub-TLV format is as follows:



                     1 1 1 1 1 1
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Type = 11                   |         (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Length                      |         (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...‑+‑+
|   Tree‑VLAN RECORD (1)                    |  (6 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...‑+‑+
|   .................                       |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...‑+‑+
|   Tree‑VLAN RECORD (N)                    |  (6 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...‑+‑+



   where each Tree-VLAN RECORD is of the form:



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|            Nickname                   |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| RESV  |        Start.VLAN             |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| RESV  |        End.VLAN               |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   o  Type: TRILL GENINFO APPsub-TLV type; set to 11 (TREE-VLANs).



   o  Length: 6*n bytes, where there are n Tree-VLAN RECORDs.  Thus, the
      value of Length can be used to determine n.  If Length is not a
      multiple of 6, the APPsub-TLV is corrupt and MUST be ignored.



   o  Nickname: The nickname identifying the distribution tree by its
      root.



   o  RESV: 4 bits that MUST be sent as zero and ignored on receipt.



   o  Start.VLAN, End.VLAN: These fields are the VLAN IDs of the allowed
      VLAN range on the tree, inclusive.  To specify a single VLAN, the
      VLAN's ID appears as both the start and end VLAN.  If End.VLAN is
      less than Start.VLAN, the Tree-VLAN RECORD MUST be ignored.




3.2.2. The Tree and VLANs Used APPsub-TLV

   This APPsub-TLV has the same structure as the TREE-VLANs APPsub-TLV
   specified in Section 3.2.1.  The differences are that its APPsub-TLV
   type is set to 12 (TREE-VLAN-USE) and the tree-VLAN correspondences
   in the Tree-VLAN RECORDs listed are those correspondences that the
   originating RBridge wants to use for multi-destination packets.  This
   APPsub-TLV is used by an ingress RBridge to distribute the tree-VLAN
   correspondence that it selects from the list announced by the
   highest-priority tree root.




3.2.3. The Tree and FGLs APPsub-TLV

   The RBridge that is the highest-priority tree root can use the Tree
   and FGLs (TREE-FGLs) APPsub-TLV to announce the FGLs allowed on each
   tree.  Multiple instances of this APPsub-TLV may be carried.  The
   same tree nicknames may occur in the multiple Tree-FGL RECORDs within
   the same APPsub-TLV or across multiple APPsub-TLVs.  Its format is as
   follows:



                     1 1 1 1 1 1
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Type = 13                   |         (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Length                      |         (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...‑+‑+
|   Tree‑FGL RECORD (1)                     |  (8 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...‑+‑+
|   .................                       |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...‑+‑+
|   Tree‑FGL RECORD (N)                     |  (8 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...‑+‑+



   where each Tree-FGL RECORD is of the form:



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|            Nickname                   |         (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...‑+
|            Start.FGL                          | (3 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...‑+
|            End.FGL                            | (3 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...‑+



   o  Type: TRILL GENINFO APPsub-TLV type; set to 13 (TREE-FGLs).



   o  Length: 8*n bytes, where there are n Tree-FGL RECORDs.  Thus, the
      value of Length can be used to determine n.  If Length is not a
      multiple of 8, the APPsub-TLV is corrupt and MUST be ignored.



o  Nickname: The nickname identifying the distribution tree by
   its root.



   o  RESV: 4 bits that MUST be sent as zero and ignored on receipt.



   o  Start.FGL, End.FGL: These fields are the FGL IDs of the allowed
      FGL range on the tree, inclusive.  To specify a single FGL, the
      FGL's ID appears as both the start and end FGL.  If End.FGL is
      less than Start.FGL, the Tree-FGL RECORD MUST be ignored.




3.2.4. The Tree and FGLs Used APPsub-TLV

   This APPsub-TLV has the same structure as the TREE-FGLs APPsub-TLV
   specified in Section 3.2.3.  The differences are that its APPsub-TLV
   type is set to 14 (TREE-FGL-USE) and the Tree-FGL correspondences in
   the Tree-FGL RECORDs listed are those that the originating RBridge
   wants to use for multi-destination packets.  This APPsub-TLV is used
   by an ingress RBridge to distribute the tree-FGL correspondence that
   it selects from the list announced by the highest-priority tree root.




3.2.5. The Tree and Groups APPsub-TLV

Tree selection based on Data Labels is easily extended to tree
selection based on Data Label + Layer 2 or 3 multicast groups.  We
can appoint multicast group 1 in VLAN 10 to tree 1 and appoint
group 2 in VLAN 10 to tree 2 for better load‑sharing.



   The RBridge that is the highest-priority tree root can announce the
   multicast groups allowed on each tree for each Data Label with the
   Tree and Groups (TREE-GROUPs) APPsub-TLV.  Multiple instances of this
   APPsub-TLV may be carried.  The APPsub-TLV format is as follows:



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Type = 15                   |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Length                      |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Tree Nickname               |  (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Group Sub‑Sub‑TLVs             (variable)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+....



   o  Type: TRILL GENINFO APPsub-TLV type; set to 15 (TREE-GROUPs).



   o  Length: 2 + the length of the Group Sub-Sub TLVs that are
      included.



   o  Nickname: The nickname identifying the distribution tree by its
      root.



   o  Group Sub-Sub-TLVs: Zero or more of the TLV structures that are
      allowed as sub-TLVs of the Group Address (GADDR) TLV [RFC7176].
      Each such TLV structure specifies a multicast group and either a
      VLAN or FGL.  Although these TLV structures are considered
      sub-TLVs when they appear inside a GADDR TLV, they are technically
      sub-sub-TLVs when they appear inside a TREE-GROUPs APPsub-TLV that
      is in turn inside a TRILL GENINFO TLV [RFC7357].




3.2.6. The Tree and Groups Used APPsub-TLV

   The Tree and Groups Used (TREE-GROUPs-USE) APPsub-TLV has the same
   structure as the TREE-GROUPs APPsub-TLV specified in Section 3.2.5.
   The differences are that its APPsub-TLV type is set to 16
   (TREE-GROUPs-USE) and the Tree Nickname and Group sub-sub-TLVs listed
   in this APPsub-TLV are those that the originating RBridge wants to
   use for multi-destination packets.  This APPsub-TLV is used by an
   ingress RBridge to distribute the tree-group correspondence that it
   selects from the list announced by the highest-priority tree root.




3.3. Detailed Processing

   The highest-priority tree root RBridge MUST include all the necessary
   tree-related sub-TLVs defined in [RFC7176] as usual in its E-L1FS
   FS-LSP and MAY include the TREE-VLANs APPsub-TLV and/or the TREE-FGLs
   APPsub-TLV in its E-L1FS FS-LSP [RFC7780].  In this way, it MAY
   indicate that each VLAN and/or FGL is only allowed on one or some
   other number of trees less than the number of trees being calculated
   in the campus in order to save table space in the fast-path
   forwarding hardware.



An ingress RBridge that understands the TREE‑VLANs APPsub‑TLV SHOULD
select the tree‑VLAN correspondences that it wishes to use and put
them in TREE‑VLAN‑USE APPsub‑TLVs.  If there are multiple tree
nicknames announced in a TREE‑VLANs APPsub‑TLV for VLAN x, the
ingress RBridge chooses one of them if it supports this feature.  For
example, the ingress RBridge may choose the closest (minimum‑cost)
root among them.  How to make such a choice is out of scope for this
document.  It may be desirable to have some fixed algorithm to
make sure that all ingress RBridges choose the same tree for VLAN x
in this case.  Any single Data Label that the ingress RBridge is



   interested in should be related to only one tree ID in a
   TREE-VLAN-USE APPsub-TLV to minimize the multicast forwarding table
   size on other RBridges, but as long as the Data Label is related to
   less than all the trees being calculated, it will reduce the burden
   on the forwarding table size.



When an ingress RBridge encapsulates a multi‑destination frame for
Data Label x, it SHOULD use a tree nickname that it selected
previously in a TREE‑VLAN‑USE or TREE‑FGL‑USE APPsub‑TLV for
Data Label x.  However, that may not be possible because either
(1) the RBridge may not have advertised such TREE‑VLAN‑USE or
TREE‑FGL‑USE APPsub‑TLVs, in which case it can use any tree that has
been advertised as permitted for the Data Label by the
highest‑priority tree root RBridge, or (2) the tree or trees it
advertised might be unavailable due to failures.



   If RBridge RBn does not perform pruning, it builds the multicast
   forwarding table as specified in [RFC6325].



   If RBn prunes the distribution tree based on VLANs, RBn uses the
   information received in TREE-VLAN-USE APPsub-TLVs to mark the set of
   VLANs reachable downstream for each adjacency and for each related
   tree.  If RBn prunes the distribution tree based on FGLs, RBn uses
   the information received in TRILL-FGL-USE APPsub-TLVs to mark the
   set of FGLs reachable downstream for each adjacency and for each
   related tree.



   Logically, an ingress RBridge that does not support VLAN-based or
   FGL-based tree selection is equivalent to the one that supports it
   but uses it in such a way as to gain no advantage; for example, it
   announces the use of all trees for all VLANs and FGLs.




3.4. Failure Handling

   This section discusses failure scenarios for a distribution tree root
   for the case where that tree root is not the highest-priority root
   and the case where it is the highest-priority root.  This section
   also discusses some other transient error conditions.



   Failure of a tree root that is not the highest-priority tree root:

      It is the responsibility of the highest-priority tree root to
      inform other RBridges of any change in the allowed tree-VLAN
      correspondence.  When the highest-priority tree root learns that
      the root of tree t has failed, it should reassign the VLANs
      allowed on tree t to other trees or to a tree replacing the
      failed one.



   Failure of the highest-priority tree root: It is suggested that the

      tree root of second-highest priority be pre-configured with the
      proper knowledge of the tree-VLAN correspondence allowed when the
      highest-priority tree root fails.  The information announced by
      the RBridge that has the second-highest priority to be a tree root
      would be in the link state of all RBridges but would not take
      effect unless the RBridge noticed the failure of the
      highest-priority tree root.  When the highest-priority tree root
      fails, the tree root that formerly had second-highest priority
      will become the highest-priority tree root of the campus.  When an
      RBridge notices the failure of the original highest-priority tree
      root, it can immediately use the stored information announced by
      the tree root that originally had second-highest priority.  It is
      suggested that the tree-VLAN correspondence information be
      pre-configured on the tree root of second-highest priority to be
      the same as that on the highest-priority tree root for the trees
      other than the highest-priority tree itself.  This can minimize
      the change to multicast forwarding tables in the case of
      highest-priority tree root failure.  For a large campus, it may
      make sense to pre-configure this information in a similar way on
      the third-priority, fourth-priority, or even lower-priority tree
      root RBridges.



   In some transient conditions, or in the case of a misbehaving
   highest-priority tree root, an ingress RBridge may encounter the
   following scenarios:



   -  No tree has been announced for which VLAN x frames are allowed.



‑  An ingress RBridge is supposed to transmit VLAN x frames on
   tree t, but the root of tree t is no longer reachable.



   For the second case, an ingress RBridge may choose another reachable
   tree root that allows VLAN x frames according to the highest-priority
   tree root announcement.  If there is no such tree available, then it
   is the same as the first case above.  The ingress RBridge should then
   be "downgraded" to a conventional RBridge with behavior as specified
   in [RFC6325].  A timer should be set to allow the temporary transient
   stage to complete before the change of the responsive tree or the
   downgrade takes effect.  The value of the timer should be set to at
   least the LSP flooding time of the campus.




4. Backward Compatibility

   RBridges MUST include the TREE-USE-IDs and INT-VLAN sub-TLVs in their
   LSPs when required by [RFC6325] whether or not they support the new
   TREE-VLAN-USE or TREE-FGL-USE APPsub-TLVs specified by this document.



   RBridges that understand the new TREE-VLAN-USE APPsub-TLV sent from
   another RBridge RBn should use it to build the multicast forwarding
   table and ignore the TREE-USE-IDs and INT-VLAN sub-TLVs sent from the
   same RBridge.  TREE-USE-IDs and INT-VLAN sub-TLVs are still useful
   for some purposes other than building the multicast forwarding table
   (e.g., building an RPF table, spanning tree root notification).  If
   the RBridge does not receive TREE-VLAN-USE APPsub-TLVs from RBn, it
   uses the conventional way described in [RFC6325] to build the
   multicast forwarding table.



For example, there are two distribution trees, tree 1 and tree 2, in
the campus.  RB1 and RB2 are RBridges that use the new APPsub‑TLVs
described in this document.  RB3 is an old RBridge that is compatible
with [RFC6325].  Assume that RB2 is interested in VLANs 10 and 11 and
RB3 is interested in VLANs 100 and 101.  Hence, RB1 receives
((tree 1, VLAN 10), (tree 2, VLAN 11)) as a TREE‑VLAN‑USE APPsub‑TLV
and (tree 1, tree 2) as a TREE‑USE‑IDs sub‑TLV from RB2 on port x.
Also, RB1 receives (tree 1) as a TREE‑USE‑IDs sub‑TLV and no
TREE‑VLAN‑USE APPsub‑TLV from RB3 on port y.  RB2 and RB3 announce
their interested VLANs in an INT‑VLAN sub‑TLV as usual.  RB1 will
then build the entry of (tree 1, VLAN 10, port x) and
(tree 2, VLAN 11, port x) based on RB2's LSP and the mechanism
specified in this document.  RB1 also builds entries of
(tree 1, VLAN 100, port y), (tree 1, VLAN 101, port y),
(tree 2, VLAN 100, port y), and (tree 2, VLAN 101, port y) based on
RB3's LSP in the conventional way.



   The multicast forwarding table on RB1 with a merged entry would be
   like the following:



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|tree nickname |VLAN |port list|
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   tree 1     |  10 |    x    |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   tree 1     | 100 |    y    |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   tree 1     | 101 |    y    |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   tree 2     |  11 |    x    |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   tree 2     | 100 |    y    |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   tree 2     | 101 |    y    |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+



   As expected, that table is not as small as the one where every
   RBridge supports the new TREE-VLAN-USE APPsub-TLVs.  In a hybrid
   campus, the worst case would be where the number of entries is equal
   to the number of entries required by the current practice that does
   not support VLAN-based tree selection.  Such an extreme case happens
   when the set of interested VLANs from the new RBridges is a subset of
   the set of interested VLANs from the old RBridges.



   Tree selection based on the Data Label and multicast group is
   compatible with the current practice.  Its effectiveness increases
   with more RBridges supporting this feature in the TRILL campus.




5. Security Considerations

   This document does not change the general RBridge security
   considerations of the TRILL base protocol.  The APPsub-TLVs specified
   can be secured using the IS-IS authentication feature [RFC5310].  See
   Section 6 of [RFC6325] for general TRILL security considerations.




6. IANA Considerations

IANA has assigned six new TRILL APPsub‑TLV types from the range less
than 255, as specified in Section 3, and updated the "TRILL
APPsub‑TLV Types under IS‑IS TLV 251 Application Identifier 1"
registry on
<http://www.iana.org/assignments/trill‑parameters/>, as shown below.

  Type   Name of APPsub‑TLV         Reference
  ‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑    ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
   11    Tree and VLANs             Section 3.2.1 of RFC 7968
   12    Tree and VLANs Used        Section 3.2.2 of RFC 7968
   13    Tree and FGLs              Section 3.2.3 of RFC 7968
   14    Tree and FGLs Used         Section 3.2.4 of RFC 7968
   15    Tree and Groups            Section 3.2.5 of RFC 7968
   16    Tree and Groups Used       Section 3.2.6 of RFC 7968
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Abstract

   The IETF TRILL (Transparent Interconnection of Lots of Links)
   protocol includes an optional mechanism (specified in RFC 7178)
   called RBridge Channel for the transmission of typed messages between
   TRILL switches in the same campus and the transmission of such
   messages between TRILL switches and end stations on the same link.
   This document specifies extensions to the RBridge Channel protocol
   header to support two features as follows: (1) a standard method to
   tunnel payloads whose type can be indicated by Ethertype through
   encapsulation in RBridge Channel messages; and (2) a method to
   support security facilities for RBridge Channel messages.  This
   document updates RFC 7178.
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1. Introduction

   The IETF TRILL base protocol [RFC6325] [RFC7780] has been extended
   with the RBridge Channel [RFC7178] facility to support transmission
   of typed messages (for example, Bidirectional Forwarding Detection
   (BFD) [RFC7175]) between two TRILL switches (RBridges) in the same
   campus and the transmission of such messages between RBridges and end
   stations on the same link.  When sent between RBridges in the same
   campus, a TRILL Data packet with a TRILL Header is used, and the
   destination RBridge is indicated by nickname.  When sent between a
   RBridge and an end station on the same link in either direction, a
   native RBridge Channel message [RFC7178] is used with no TRILL
   Header, and the destination port or ports are indicated by a Media
   Access Control (MAC) address.  (There is no mechanism to stop end
   stations on the same link from sending native RBridge Channel
   messages to each other; however, such use is outside the scope of
   this document.)



   This document updates [RFC7178] and specifies extensions to the
   RBridge Channel header that provide two additional facilities as
   follows:



      (1) A standard method to tunnel payloads, whose type may be

          indicated by Ethertype, through encapsulation in RBridge
          Channel messages.



      (2) A method to provide security facilities for RBridge Channel

          messages.  Example uses requiring such facilities are the
          security of Pull Directory messages [RFC7067], address flush
          messages [AddrFlush], and port shutdown messages [TRILL-AF].



   Use of each of these facilities is optional, except that, as
   specified below, if this header extension is implemented, there are
   two payload types that MUST be implemented.  Both of the above
   facilities can be used in the same packet.  In case of conflict
   between this document and [RFC7178], this document takes precedence.




1.1. Terminology and Acronyms

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in
   [RFC2119].



   This document uses terminology and abbreviations defined in [RFC6325]
   and [RFC7178].  Some of these are listed below for convenience along
   with new terms and abbreviations.



      application_data - A DTLS [RFC6347] message type.



      Data Label - VLAN or FGL.



      DTLS - Datagram Transport Layer Security [RFC6347].



      FCS - Frame Check Sequence.



      FGL - Fine-Grained Label [RFC7172].



      HKDF - HMAC-based Key Derivation Function [RFC5869].



      IS-IS - Intermediate System to Intermediate System [IS-IS].



      PDU - Protocol Data Unit.



      MTU - Maximum Transmission Unit.



      RBridge - An alternative term for a TRILL switch.



      SHA - Secure Hash Algorithm [RFC6234].



      Sz - Campus-wide minimum link MTU [RFC6325] [RFC7780].



      TRILL - Transparent Interconnection of Lots of Links or Tunneled

         Routing in the Link Layer.



      TRILL switch - A device that implements the TRILL protocol

         [RFC6325] [RFC7780], sometimes referred to as an RBridge.




2. RBridge Channel Header Extension Format

   The general structure of an RBridge Channel message between two TRILL
   switches (RBridges) in the same campus is shown in Figure 1 below.
   The structure of a native RBridge Channel message sent between an
   RBridge and an end station on the same link, in either direction, is
   shown in Figure 2 and, compared with the first case, omits the TRILL
   Header, inner Ethernet addresses, and Data Label.  A Protocol field
   in the RBridge Channel Header gives the type of RBridge Channel
   message and indicates how to interpret the Channel-Protocol-Specific
   Payload [RFC7178].



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|           Link Header             |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|           TRILL Header            |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|      Inner Ethernet Addresses     |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|      Data Label (VLAN or FGL)     |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|      RBridge Channel Header       |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Channel‑Protocol‑Specific Payload |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|   Link Trailer (FCS if Ethernet)  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                   Figure 1: RBridge Channel Packet Structure



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|       Ethernet Link Header        |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|      RBridge Channel Header       |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Channel‑Protocol‑Specific Payload |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|                FCS                |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                     Figure 2: Native RBridge Channel Frame



   The RBridge Channel Header looks like this:



                     1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|         0x8946                | CHV=0 |   Channel Protocol    |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|         Flags         |  ERR  |                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+                               /
/                             Channel‑Protocol‑Specific Data    /
/‑+‑+‑+‑+‑+‑                                                    /



                     Figure 3: RBridge Channel Header



   where 0x8946 is the RBridge-Channel Ethertype and CHV is the Channel
   Header Version.  This document is based on RBridge Channel version
   zero.



   The header extensions specified herein are in the form of an RBridge
   Channel protocol, the Extended RBridge Channel Protocol.  Figure 4
   below expands the RBridge Channel Header and Protocol-Specific
   Payload above for the case where the header extension is present.



                       1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3
   0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
RBridge Channel Header:
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
  |         0x8946                | CHV=0 | Channel Protocol=0x004|
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
  |         Flags         |  ERR  |
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
Header Extension Specific:        | SubERR| RESV4 | SType | PType |
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
  | Security Information, variable length (0 length if SType = 0) /
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...
  |      Tunneled Data, variable length
  |  ...



           Figure 4: RBridge Channel Header Extension Structure



   The RBridge Channel Header Protocol field is used to indicate that
   the header extension is present.  Its contents MUST be the value
   allocated for this purpose (see Section 6).  The use of an RBridge
   Channel protocol to indicate extensions makes it easy to determine if
   a remote RBridge in the campus supports extensions since RBridges
   advertise in their LSP which such protocols they support.



   The Extended RBridge Channel-Protocol-Specific Data fields are as
   follows:



      SubERR: This field provides further details when an error is

         indicated in the RBridge Channel ERR field.  If ERR is zero,
         then SubERR MUST be sent as zero and ignored on receipt.  See
         Section 5.



      RESV4: This field MUST be sent as zero.  If non-zero when

         received, this is an error condition.  See Section 5.



      SType: This field describes the type of security information and

         features, including keying material, being used or provided by
         the extended RBridge Channel message.  See Section 4.



      PType: Payload Type.  This describes the tunneled data.  See

         Section 3.



      Security Information: Variable-length information.  Length is zero

         if SType is zero.  See Section 4.



   The RBridge Channel Header Extension is integrated with the RBridge
   Channel facility.  Extension errors are reported as if they were
   RBridge Channel errors, using newly allocated code points in the ERR
   field of the RBridge Channel Header supplemented by the SubERR field.




3. Extended RBridge Channel Payload Types

   The Extended RBridge Channel Protocol can carry a variety of payloads
   as indicated by the PType (Payload Type) field.  Values are shown in
   the table below with further explanation below the table (see also
   Section 6.2.2).



PType  Description         Reference
‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑         ‑‑‑‑‑‑‑‑‑
   0   Reserved
   1   Null                Section 3.1 of RFC 7978
   2   Ethertyped Payload  Section 3.2 of RFC 7978
   3   Ethernet Frame      Section 3.3 of RFC 7978
4‑14   Unassigned
  15   Reserved



                       Table 1: Payload Type Values



   While implementation of the RBridge Channel Header Extension is
   optional, if it is implemented, PType 1 (Null) MUST be implemented
   and PType 2 (Ethertyped Payload) with the RBridge-Channel Ethertype
   MUST be implemented.  PType 2 for any Ethertypes other than the
   RBridge-Channel Ethertype MAY be implemented.  PType 3 MAY be
   implemented.



   The processing of any particular extended header RBridge Channel
   message and its payload depends on meeting local security and other
   policy at the destination TRILL switch or end station.




3.1. Null Payload

   The Null payload type (PType = 1) is intended to be used for testing
   or for messages such as key negotiation or the like where only
   security information is present.  It indicates that there is no user
   data payload.  Any tunneled user data after the Security Information
   field is ignored.  If the RBridge Channel Header Extension is
   implemented, the Null Payload MUST be supported in the sense that an
   "Unsupported PType" error is not returned (see Section 5).  Any
   particular use of the Null Payload should specify what VLAN or FGL
   and what priority should be used in the inner Data Label of the
   RBridge Channel message (or in an outer VLAN tag for the native
   RBridge Channel message case) when those values are relevant.




3.2. Ethertyped Payload

   A PType of 2 indicates that the payload (tunneled data) of the
   extended RBridge Channel message begins with an Ethertype.  A TRILL
   switch supporting the RBridge Channel Header Extension MUST support a
   PType of 2 with a payload beginning with the RBridge-Channel
   Ethertype as described in Section 3.2.1.  Other Ethertypes, including
   the TRILL and L2-IS-IS Ethertypes as described in Sections 3.2.2 and
   3.2.3, MAY be supported.




3.2.1. RBridge Channel Message as the Payload

   A PType of 2 whose payload has an initial RBridge-Channel Ethertype
   indicates an encapsulated RBridge Channel message.  A typical reason
   for sending an RBridge Channel message inside an extended RBridge
   Channel message is to provide security services, such as
   authentication or encryption, for the encapsulated message.



   This RBridge Channel message type looks like the following:



                     1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    RBridge‑Channel (0x8946)   | CHV=0 | Channel Protocol=0x004|
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|          Flags        |  ERR  | SubERR| RESV4 | SType |  0x2  |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
/ Security Information, variable length (0 length if SType = 0) /
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    RBridge‑Channel (0x8946)   | CHV=0 |Nested Channel Protocol|
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|          Flags        |  ERR  |                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+                               |
|         Nested Channel‑Protocol‑Specific Data ...             /
/                                                               /



         Figure 5: Message Structure with RBridge Channel Payload




3.2.2. TRILL Data Packet as the Payload

   A PType of 2 whose payload has an initial TRILL Ethertype indicates
   an encapsulated TRILL Data packet as shown in Figure 6.  If this
   Ethertype is supported for PType = 2 and the message meets local
   policy for acceptance, the TRILL Data packet is handled as if it had
   been received by the destination TRILL switch on the port where the
   Extended RBridge Channel message was received.



                     1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    RBridge‑Channel (0x8946)   | CHV=0 | Channel Protocol=0x004|
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|          Flags        |  ERR  | SubERR| RESV4 | SType |  0x2  |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
/ Security Information, variable length (0 length if SType = 0) /
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|        TRILL (0x22F3)         | V |A|C|M| RESV  |F| Hop Count |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|       Egress Nickname         |      Ingress Nickname         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
/                       Optional Flags Word                     /
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                          Inner.MacDA                          |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    Inner.MacDA continued      |          Inner.MacSA          |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                       Inner.MacSA (cont.)                     |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                 Inner Data Label (2 or 4 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...
|  TRILL Data Packet payload
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...



        Figure 6: Message Structure with TRILL Data Packet Payload



   The optional flags word is only present if the F bit in the TRILL
   Header is one [RFC7780].




3.2.3. TRILL IS-IS Packet as the Payload

   A PType of 2 and an initial L2-IS-IS Ethertype indicate that the
   payload of the Extended RBridge Channel protocol message is an
   encapsulated TRILL IS-IS PDU as shown in Figure 7.  If this Ethertype
   is supported for PType = 2, the tunneled TRILL IS-IS packet is
   processed by the destination RBridge if it meets local policy.  One
   possible use is to expedite the receipt of a link state PDU (LSP) by
   some TRILL switch or switches with an immediate requirement for the
   link state information.  A link local IS-IS PDU would not normally be
   sent via this Extended RBridge Channel method except possibly to
   encrypt the PDU since such PDUs can just be transmitted on the link
   and do not normally need RBridge Channel handling.  (Link local IS-IS
   PDUs are (1) Hello, CSNP, PSNP [IS-IS]; (2) MTU-probe, MTU-ack
   [RFC7176]; and (3) circuit scoped FS-LSP, FS-CSNP, and FS-PSNP
   [RFC7356].)



                     1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    RBridge‑Channel (0x8946)   | CHV=0 | Channel Protocol=0x004|
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|          Flags        |  ERR  | SubERR| RESV4 | SType |  0x2  |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
/ Security Information, variable length (0 length if SType = 0) /
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...
|  L2‑IS‑IS (0x22F4)            |     0x83      |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                         rest of IS‑IS PDU
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...



        Figure 7: Message Structure with TRILL IS-IS Packet Payload




3.3. Ethernet Frame

If PType is 3, the extended RBridge Channel payload is an Ethernet
frame as might be received from or sent to an end station except that
the encapsulated Ethernet frame's FCS is omitted, as shown in
Figure 8.  (There is still an overall final FCS if the RBridge
Channel message is being sent on an Ethernet link.) If this PType is
implemented and the message meets local policy, the encapsulated
frame is handled as if it had been received on the port on which the
Extended RBridge Channel message was received.



   The priority of the RBridge Channel message can be copied from the
   Ethernet frame VLAN tag, if one is present, except that priority 7
   SHOULD only be used for messages critical to establishing or
   maintaining adjacency and priority 6 SHOULD only be used for other
   important control messages.



                     1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    RBridge‑Channel (0x8946)   |  0x0  | Channel Protocol=0x004|
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|          Flags        |  ERR  | SubERR| RESV4 | SType |  0x3  |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
/ Security Information, variable length (0 length if SType = 0) /
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                             MacDA                             |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|         MacDA (cont.)         |             MacSA             |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                          MacSA (cont.)                        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  Any Ethernet frame tagging...
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...
|  Ethernet frame payload...
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...



          Figure 8: Message Structure with Ethernet Frame Payload



   In the case of a non-Ethernet link, such as a PPP (Point-to-Point
   Protocol) link [RFC6361], the ports on the link are considered to
   have link-local synthetic 48-bit MAC addresses constructed as
   described below.  Such a constructed address MAY be used as a MacSA.
   If the RBridge Channel message is individually addressed to a link-
   local port, the source TRILL switch will have the information to
   construct such a MAC address for the destination TRILL switch port,
   and that MAC address MAY be used as the MacDA.  By the use of such a
   MacSA and either such a unicast MacDA or a group-addressed MacDA, an
   Ethernet frame can be sent between two TRILL switch ports connected
   by a non-Ethernet link.



These synthetic TRILL switch port MAC addresses for non‑Ethernet
ports are constructed as follows (and as shown in Figure  9): 0xFEFF,
the nickname of the TRILL switch used in TRILL Hellos sent on that
port, and the Port ID that the TRILL switch has assigned to that
port.  (Both the Port ID of the port on which a TRILL Hello is sent
and the nickname of the sending TRILL switch appear in the Special
VLANs and Flags sub‑TLV [RFC7176] in TRILL IS‑IS Hellos.)  The
resulting MAC address has the Local bit on and the Group bit off
[RFC7042].  However, since there will be no Ethernet end stations on
a non‑Ethernet link in a TRILL campus, such synthetic MAC addresses
cannot conflict on the link with a real Ethernet port address
regardless of their values.

                     1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|            0xFEFF             |            Nickname           |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|            Port ID            |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                      Figure 9: Synthetic MAC Address




4. Extended RBridge Channel Security

   Table 2 below gives the assigned values of the SType (Security Type)
   field and their meaning.  Use of DTLS Pairwise Security (SType = 2)
   or Composite Security (SType = 3) is RECOMMENDED.



   While IS-IS CRYPTO_AUTH-based authentication is also specified and
   can be used for both pairwise and multi-destination traffic, it
   provides only authentication and is not considered to meet current
   security standards.  For example, it does not provide for key
   negotiation; thus, its use is NOT RECOMMENDED.



   The Extended RBridge Channel DTLS-based security specified in
   Section 4.4 and the Composite Security specified in Section 4.5 are
   intended for pairwise (known unicast) use.  That is, the case where
   the M bit in the TRILL Header is zero and any Outer.MacDA is
   individually addressed.



   Multi-destination Extended RBridge Channel packets would be those
   with the M bit in the TRILL Header set to one or, in the native
   RBridge Channel case, the Outer.MacDA would be group addressed.  The
   DTLS Pairwise Security and Composite Security STypes can also be used
   in the multi-destination case by serially unicasting the messages to
   all data-accessible RBridges (or stations in the native RBridge
   Channel case) in the recipient group.  For TRILL Data packets, that
   group is specified by the Data Label; for native frames, the group is
   specified by the groupcast destination MAC address.  It is intended
   to specify a true group keyed SType to secure multi-destination
   packets in a separate document [GroupKey].



SType  Description                     Reference
‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑                     ‑‑‑‑‑‑‑‑‑
    0  None                            Section 4.2 of RFC 7978
    1  IS‑IS CRYPTO_AUTH‑Based         Section 4.3 of RFC 7978
         Authentication
    2  DTLS Pairwise Security          Section 4.4 of RFC 7978
    3  Composite Security              Section 4.5 of RFC 7978
 4‑14  Unassigned
   15  Reserved



                           Table 2: SType Values




4.1. Derived Keying Material

   In some cases, it is possible to use material derived from IS-IS
   CRYPTO_AUTH keying material [RFC5310] as an element of Extended
   RBridge Channel security.  It is assumed that the IS-IS keying
   material is of high quality.  The material actually used is derived
   from the IS-IS keying material as follows:



      Derived Material =

         HKDF-Expand-SHA256 ( IS-IS-key, "Extended Channel" | 0x0S, L )



   where "|" indicates concatenation, HKDF is as in [RFC5869], SHA256 is
   as in [RFC6234], IS-IS-key is the input IS-IS keying material,
   "Extended Channel" is the 16-character ASCII [RFC20] string indicated
   without any leading length byte or trailing zero byte, 0x0S is a
   single byte where S is the SType for which this key derivation is
   being used and the upper nibble is zero, and L is the length of the
   output-derived material needed.



   Whenever IS-IS keying material is being used as above, the underlying
   IS-IS CRYPTO_AUTH keying material [RFC5310] might expire or be
   invalidated.  At the time of or before such expiration or
   invalidation, the use of the Derived Material from the IS-IS keying
   material MUST cease.  Continued security MAY use new derived material
   from currently valid IS-IS CRYPTO_AUTH keying material.




4.2. SType None

   No security services are being invoked.  The length of the Security
   Information field (see Figure 4) is zero.




4.3. IS-IS CRYPTO_AUTH-Based Authentication

   This SType provides security for Extended RBridge Channel messages
   similar to that provided for [IS-IS] PDUs by the [IS-IS]
   Authentication TLV.  The Security Information (see Figure 4) is as
   shown in Figure 10.



                     1 1 1 1 1 1
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  RESV |         Size          |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|           Key ID              |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                               |
+
| Authentication Data (Variable)
+
|
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...



                  Figure 10: SType 1 Security Information



   o  RESV: Four bits that MUST be sent as zero and ignored on receipt.



   o  Size: Set to 2 + the size of Authentication Data in bytes.



   o  Key ID: specifies the keying value and authentication algorithm
      that the Key ID specifies for TRILL IS-IS LSP [RFC5310]
      Authentication TLVs.  The keying material actually used is always
      derived as shown in Section 4.1.



   o  Authentication Data: The authentication data produced by the
      derived key and algorithm associated with the Key ID acting on the
      part of the TRILL Data packet shown.  Length of the authentication
      data depends on the algorithm.  The authentication value is
      included in the security information field and is treated as zero
      when authentication is calculated.



   As show in Figure 11, the area covered by this authentication starts
   with the byte immediately after the TRILL Header optional Flag Word
   if it is present.  If the Flag Word is not present, it starts after
   the TRILL Header Ingress Nickname.  In either case, it extends to
   just before the TRILL Data packet link trailer.  For example, for an
   Ethernet packet it would extend to just before the FCS.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Link Header                |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  TRILL Header               |
|  (plus optional Flag Word)  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   ^
|  Inner Ethernet Addresses   |   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   .
|  Data Label (VLAN or FGL)   |   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   .
|  RBridge Channel Header     |   | <‑authentication
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   .
|  Extended Channel Header    |   |
|  (plus Security Information)|   .
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |
|  Payload                    |   .
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   v
|  Link Trailer               |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                Figure 11: SType 1 Authentication Coverage



   In the native RBridge Channel case, this authentication coverage is
   as specified in the above paragraph except that it starts with the
   RBridge-Channel Ethertype, since there is no TRILL Header, inner
   Ethernet addresses, or inner Data Label (see Figure 12).



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Ethernet Header            |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   ^
|  RBridge Channel Header     |   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   .
|  Extended Channel Header    |   | <‑authentication
|  (plus Security Information)|   .
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |
|  Payload                    |   .
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   v
|  Ethernet Trailer           |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



             Figure 12: Native SType 1 Authentication Coverage



   RBridges, which are IS-IS routers, can reasonably be expected to hold
   IS-IS CRYPTO_AUTH keying material [RFC5310] so that this SType can be
   used for RBridge Channel messages, which go between RBridges.  How
   end stations might come to hold IS-IS CRYPTO_AUTH keying material is
   beyond the scope of this document.  Thus, this SType might not be
   applicable to native RBridge Channel messages, which are between an
   RBridge and an end station.




4.4. DTLS Pairwise Security

   DTLS [RFC6347] supports key negotiation and provides both encryption
   and authentication.  The RBridge Channel Extended Header DTLS
   Pairwise SType uses a negotiated DTLS version that MUST NOT be less
   than 1.2.



   When DTLS pairwise security is used, the entire payload of the
   Extended RBridge Channel packet, starting just after the null
   Security Information and ending just before the link trailer, is one
   or more DTLS records [RFC6347].  As specified in [RFC6347], DTLS
   records MUST be limited by the path MTU, in this case so that each
   record fits entirely within a single Extended RBridge Channel
   message.  A minimum path MTU can be determined from the TRILL campus
   minimum MTU Sz, which will not be less than 1470 bytes, by allowing
   for the TRILL Data packet, extended RBridge Channel, and DTLS framing
   overhead.  With this SType, the security information between the
   extended RBridge Channel header and the payload is null because all
   the security information is in the payload area.



   The DTLS Pairwise keying is set up between a pair of RBridges,
   independent of Data Label, using messages of a priority configurable
   at the RBridge level, which defaults to priority 6.  DTLS message
   types other than application_data can be the payload of an extended
   RBridge Channel message with a TRILL Header using any Data Label,
   and, for such DTLS message types, the PType in the RBridge Channel
   Header Extension is ignored.



   Actual application_data sent within such a message using this SType
   SHOULD use the Data Label and priority as specified for that
   application_data.  In this case, the PType value in the RBridge
   Channel Header Extension applies to the decrypted application_data.



   TRILL switches that implement the extended RBridge Channel DTLS
   Pairwise SType SHOULD support the use of certificates for DTLS, but
   certificate size may be limited by the DTLS requirement that each
   record fit within a single message.  Appropriate certificate contents
   are out of scope for this document.



   TRILL switches that support the extended RBridge Channel DTLS
   Pairwise SType MUST support the use of pre-shared keys.  If the
   psk_identity (see [RFC4279]) is two bytes, it is interpreted as a Key
   ID as defined in [RFC5310], and the value derived as shown in
   Section 4.1 from that key is used as a pre-shared key for DTLS
   negotiation.  A psk_identity with a length other than two bytes MAY
   be used to indicate other implementation-dependent pre-shared keys.
   Pre-shared keys used for DTLS negotiation SHOULD be shared only by
   the pair of endpoints; otherwise, security could be attacked by
   diverting messages to another endpoint holding that pre-shared key.




4.5. Composite Security

   Composite Security (SType = 3) is the combination of DTLS Pairwise
   Security and IS-IS CRYPTO_AUTH-Based Authentication.  On
   transmission, the DTLS record or records to be sent are secured as
   specified in Section 4.4 then used as the payload for the application
   of Authentication as specified in Section 4.3.  On reception, the
   IS-IS CRYPTO_AUTH-based authentication is verified first and an error
   is returned if it fails.  If the IS-IS CRYPTO_AUTH-based
   authentication succeeds, then the DTLS record or records are
   processed.



   An advantage of Composite Security is that the payload is
   authenticated and encrypted with a modern security protocol; in
   addition, the RBridge Channel Header and (except in the native case)
   preceding the MAC addresses and Data Label are provided with some
   authentication.




5. Extended RBridge Channel Errors

   RBridge Channel Header Extension errors are reported like RBridge
   Channel errors.  The ERR field is set to one of the following error
   codes:



Value   RBridge Channel Error Code Meaning
‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
  6     Unknown or unsupported field value
  7     Authentication failure
  8     Error in nested RBridge Channel message



                      Table 3: Additional ERR Values




5.1. SubERRs

   If the ERR field is 6, the SubERR field indicates the problematic
   field or value as shown in the table below.  At this time no
   suberrror codes are assigned under any other ERR field value.



Err SubERR  Meaning (for ERR = 6)
‑‑‑ ‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
 0          No Error; suberrors not allowed
1‑5         (no suberrors assigned)
 6     0    Reserved
 6     1    Non‑zero RESV4 nibble
 6     2    Unsupported SType
 6     3    Unsupported PType
 6     4    Unknown Key ID
 6     5    Unsupported Ethertype with PType = 2
 6     6    Unsupported authentication algorithm for SType = 1
 6     7    Non‑zero SubERR with zero ERR field
7‑14        (no suberrors assigned)
15          Reserved



                          Table 4: SubERR Values




5.2. Secure Nested RBridge Channel Errors

If
o  an extended RBridge Channel message is sent with security and with
   a payload type (PType) indicating an Ethertyped payload and the
   Ethertype indicates a nested RBridge Channel message and
o  there is an error in the processing of that nested message that
   results in a return RBridge Channel message with a non‑zero ERR
   field,
then that returned message SHOULD also be nested in an extended
RBridge Channel message using the same type of security.  In this
case, the ERR field in the Extended RBridge Channel envelope is set
to 8 indicating that there is a nested error in the message being
tunneled back.




6. IANA Considerations


6.1. Extended RBridge Channel Protocol Number

   IANA has assigned 0x004 from the range assigned by Standards Action
   [RFC5226] as the RBridge Channel protocol number to indicate RBridge
   Channel Header Extension.



   The added "RBridge Channel Protocols" registry in the TRILL
   Parameters registry is as follows:



Protocol    Description              Reference
‑‑‑‑‑‑‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
 0x004    RBridge Channel Extension  RFC 7978




6.2. RBridge Channel Protocol Subregistries

   IANA has created three subregistries under the "RBridge Channel
   Protocols" registry as detailed in the subsections below.




6.2.1. RBridge Channel Error Codes

   IANA has assigned three additional code points in the "RBridge
   Channel Error Codes" subregistry in the "Transparent Interconnection
   of Lots of Links (TRILL) Parameters" registry.  The additional
   entries are as shown in Table 3 in Section 5 and the "Reference"
   column value is "RFC 7978" for those rows.




6.2.2. RBridge Channel SubError Codes

   IANA has created a subregistry indented under the "RBridge Channel
   Error Codes" registry, for RBridge Channel SubError Codes.  The
   initial contents of this subregistry are shown in Table 4 in Section
   5.1 and the fourth column "Reference" includes value "RFC 7978" for
   all rows.  The header information is as follows:



Registry Name: RBridge Channel SubError Codes
Registration Procedures: IETF Review
Reference: RFC 7978




6.2.3. Extended RBridge Channel Payload Types Subregistry

   IANA has created an "Extended RBridge Channel Payload Types"
   subregistry after the "RBridge Channel Protocols" registry in the
   "Transparent Interconnection of Lots of Links (TRILL) Parameters"
   registry.  The header information is as follows:



Registration Procedures: IETF Review
Reference: RFC 7978



   The initial registry content is in Table 1 in Section 3 of this
   document.




6.2.4. Extended RBridge Channel Security Types Subregistry

   IANA has created an "Extended RBridge Channel Security Types"
   subregistry after the "Extended RBridge Channel Payload Types"
   registry in the "Transparent Interconnection of Lots of Links (TRILL)
   Parameters" registry.  The header information is as follows:



Registration Procedures: IETF Review
Reference: RFC 7978



   The initial registry content is in Table 2 in Section 4 of this
   document.




7. Security Considerations

   The RBridge Channel Header Extension has potentially positive and
   negative effects on security.



   On the positive side, it provides optional security that can be used
   to authenticate and/or encrypt RBridge Channel messages.  Some
   RBridge Channel message payloads, such as BFD [RFC7175], provide
   their own security but where this is not true, consideration should
   be given, when specifying an RBridge Channel protocol, to
   recommending or requiring use of the security features of the RBridge
   Channel Header Extension.



   On the negative side, the optional ability to tunnel more payload
   types, and to tunnel them between TRILL switches and to and from end
   stations, can increase risk unless precautions are taken.  The
   processing of decapsulated extended RBridge Channel payloads is a
   place where you SHOULD NOT be liberal in what you accept.  This is
   because the tunneling facility makes it easier for unexpected
   messages to pop up in unexpected places in a TRILL campus due to
   accidents or the actions of an adversary.  Local policies SHOULD
   generally be strict and only accept payload types required and then
   only with adequate security for the particular circumstances.



   See the first paragraph of Section 4 for recommendations on SType
   usage.



   See [RFC7457] for security considerations of DTLS.



   If IS-IS authentication is not being used, then IS-IS CRYPTO_AUTH
   keying material [RFC5310] would not normally be available but that
   presumably represents a judgment by the TRILL campus operator that no
   security is needed.



   See [RFC7178] for general RBridge Channel security considerations and
   [RFC6325] for general TRILL security considerations.
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Abstract

   TRILL (Transparent Interconnection of Lots of Links) supports multi-
   access LAN (Local Area Network) links where a single link can have
   multiple end stations and TRILL switches attached.  Where multiple
   TRILL switches are attached to a link, native traffic to and from end
   stations on that link is handled by a subset of those TRILL switches
   called "Appointed Forwarders" as originally specified in RFC 6325,
   with the intent that native traffic in each VLAN be handled by at
   most one TRILL switch.  This document clarifies and updates the
   Appointed Forwarder mechanism.  It updates RFCs 6325 and 7177 and
   obsoletes RFC 6439.




Status of This Memo

   This is an Internet Standards Track document.



   This document is a product of the Internet Engineering Task Force
   (IETF).  It represents the consensus of the IETF community.  It has
   received public review and has been approved for publication by the
   Internet Engineering Steering Group (IESG).  Further information on
   Internet Standards is available in Section 2 of RFC 7841.



   Information about the current status of this document, any errata,
   and how to provide feedback on it may be obtained at
   http://www.rfc-editor.org/info/rfc8139.




Copyright Notice

   Copyright (c) 2017 IETF Trust and the persons identified as the
   document authors.  All rights reserved.



   This document is subject to BCP 78 and the IETF Trust's Legal
   Provisions Relating to IETF Documents
   (http://trustee.ietf.org/license-info) in effect on the date of
   publication of this document.  Please review these documents
   carefully, as they describe your rights and restrictions with respect
   to this document.  Code Components extracted from this document must
   include Simplified BSD License text as described in Section 4.e of
   the Trust Legal Provisions and are provided without warranty as
   described in the Simplified BSD License.




Table of Contents



	1. Introduction
	 1.1. Appointed Forwarders and Active-Active


	 1.2. Terminology and Abbreviations



	2. Appointed Forwarders and Their Appointment
	 2.1. The Appointment Databases and DRB Actions


	 2.2. Appointment Effects of DRB Elections
	  2.2.1. Processing Forwarder Appointments in Hellos


	  2.2.2. Frequency of Hello Appointments


	  2.2.3. Appointed Forwarders Hello Limit



	 2.3. Effects of Local Configuration Actions on Appointments


	 2.4. Overload and Appointed Forwarders


	 2.5. VLAN Mapping within a Link



	3. The Inhibition Mechanism
	 3.1. Inhibited Appointed Forwarder Behavior


	 3.2. Root Bridge Change Inhibition Optimizations
	  3.2.1. Optimization for Change to Lower Priority


	  3.2.2. Optimization for Change to Priority Only


	  3.2.3. Optimizing the Detection of Completed Settling





	4. Optional TRILL Hello Reduction


	5. Multiple Ports on the Same Link


	6. Port-Shutdown Messages
	 6.1. Planned Shutdown and Hellos


	 6.2. Port-Shutdown Message Structure


	 6.3. Port-Shutdown Message Transmission


	 6.4. Port-Shutdown Message Reception


	 6.5. Port-Shutdown Message Security


	 6.6. Port-Shutdown Configuration



	7. FGL-VLAN Mapping Consistency Checking


	8. Support of E-L1CS
	 8.1. Backward Compatibility



	9. Security Considerations


	10. Code Points and Data Structures
	 10.1. IANA Considerations


	 10.2. AppointmentBitmap APPsub-TLV


	 10.3. AppointmentList APPsub-TLV


	 10.4. FGL-VLAN-Bitmap APPsub-TLV


	 10.5. FGL-VLAN-Pairs APPsub-TLV



	11. Management Considerations


	12. References
	 12.1. Normative References


	 12.2. Informative References



	Appendix A. VLAN Inhibition Example


	Appendix B. Multi-Link VLAN Mapping Loop Example


	Appendix C. Changes to RFCs 6325, 6439, and 7177


	Acknowledgments


	Authors' Addresses




1. Introduction

   The IETF TRILL (Transparent Interconnection of Lots of Links)
   protocol [RFC6325] [RFC7780] provides optimal pairwise data frame
   forwarding without configuration in multi-hop networks with arbitrary
   topology and link technology, safe forwarding even during periods of
   temporary loops, and support for multipathing of both unicast and
   multicast traffic.  TRILL accomplishes these by using IS-IS
   (Intermediate System to Intermediate System) [IS-IS] [RFC7176]
   link-state routing and encapsulating traffic using a header that
   includes a hop count.  The design supports VLANs, FGLs (Fine-Grained
   Labels) [RFC7172], and optimization of the distribution of
   multi-destination frames based on VLANs and multicast groups.
   Devices that implement TRILL are called TRILL switches or "RBridges"
   (Routing Bridges).



   Section 2 of [RFC7177] discusses the environment for which the TRILL
   protocol is designed and the differences between that environment and
   the typical Layer 3 routing environment.



   TRILL supports multi-access LAN (Local Area Network) links that can
   have multiple end stations and TRILL switches attached.  Where
   multiple TRILL switches are attached to a link, native traffic to and
   from end stations on that link is handled by a subset of those
   switches called "Appointed Forwarders" as originally specified in
   [RFC6325], with the intent that native traffic in each VLAN be
   handled by at most one switch.  A TRILL switch can be Appointed
   Forwarder for many VLANs.



   The purpose of this document is to update and improve the Appointed
   Forwarder mechanism and free it from the limitations imposed by the
   requirement in its initial design that all appointments fit within a
   TRILL Hello Protocol Data Unit (PDU).  This is accomplished by
   requiring support of link-scoped FS-LSPs (Flooding Scope Link State
   PDUs) (Section 8) and providing the option to send appointment
   information in those LSPs.  In addition, this document provides a
   number of other optional features to



   1. detect inconsistent VLAN-ID-to-FGL [RFC7172] mappings among the
      TRILL switch ports on a link, as discussed in Section 7,



   2. expedite notification of ports going down so that Appointed
      Forwarders can be adjusted, as discussed in Section 6, and



   3. reduce or eliminate the need for "inhibition" of ports for loop
      safety, as discussed in Section 3.2.



   This document replaces and obsoletes [RFC6439], incorporating the
   former material in [RFC6439] with these additions.  The various
   optimizations are orthogonal and optional.  Implementers can choose
   to provide all, some, or none of them, and TRILL switches will still
   be interoperable.  In accordance with the TRILL design philosophy,
   these optimizations require zero or minimal configuration, but there
   are a couple of configurable parameters, as summarized in Section 11.



   As described in Appendix C, this document updates [RFC6325] by
   mandating support of E-L1CS FS-LSPs and provides backward
   compatibility in the presence of legacy TRILL switches that do not
   provide this support.  It also updates [RFC7177] by providing, as an
   optional optimization, that receipt of the Port-Shutdown message
   specified herein be treated as an event in the state machine
   specified in [RFC7177].



   This document includes reference implementation details.  Alternative
   implementations that interoperate on the wire are permitted.



   The Appointed Forwarder mechanism is irrelevant to any link on which
   end-station service is not offered.  This includes links configured
   as point-to-point IS-IS links and any link with all TRILL switch
   ports on that link configured as trunk ports.  (In TRILL,
   configuration of a port as a "trunk port" just means that no
   end-station service will be provided.  It does not imply that all
   VLANs are enabled on that port.)



   The Appointed Forwarder mechanism has no effect on the formation of
   adjacencies, the election of the Designated RBridge (DRB) [RFC7177]
   for a link, MTU matching, or pseudonode formation.  Those topics are
   covered in [RFC7177].  Furthermore, Appointed Forwarder status has
   no effect on the forwarding of TRILL Data frames; it only affects the
   handling of native frames to and from end stations.



   For other aspects of the TRILL base protocol, see [RFC6325],
   [RFC7177], and [RFC7780].  In cases of conflict between this document
   and [RFC6325] or [RFC7177], this document prevails.




1.1. Appointed Forwarders and Active-Active

   As discussed in [RFC7379], TRILL active-active provides support for
   end stations connected to multiple edge TRILL switches where these
   connections are separate links.  Since TRILL Hellos are not forwarded
   between these links, the Appointed Forwarder mechanism as described
   herein operates separately on each such link.




1.2. Terminology and Abbreviations

   This document uses the abbreviations and terms defined in [RFC6325],
   some of which are repeated below for convenience, and additional
   abbreviations and terms listed below.



   Data Label mapping: The mapping from VLAN ID to FGL and from FGL to

      VLAN ID.



   DRB: Designated RBridge.  The RBridge on a link elected as specified

      in [RFC7177] to handle certain decisions and tasks for that link,
      including forwarder appointment as specified herein.



   E-L1CS: Extended Level 1 Circuit Scope (Section 8).



   FGL: Fine-Grained Label [RFC7172].



   FS-LSP: Flooding Scope Link State PDU (Section 8).



   Link: The means by which adjacent TRILL switches are connected.  A

      TRILL link may be various technologies and, in the common case of
      Ethernet, can be a "bridged LAN" -- that is to say, some
      combination of Ethernet links with zero or more bridges, hubs,
      repeaters, or the like.



   LSDB: Link State Database.



   PDU: Protocol Data Unit.



   RBridge: An alternative name for a TRILL switch.



   TRILL: Transparent Interconnection of Lots of Links or Tunneled

      Routing in the Link Layer.



   TRILL switch: A device implementing the TRILL protocol.  An

      alternative name for an RBridge.



   Trunk port: A TRILL switch port configured with the "end-station

      service disable" bit on, as described in Section 4.9.1 of
      [RFC6325].



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in
   BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.




2. Appointed Forwarders and Their Appointment

   The Appointed Forwarder on a link for VLAN-x is the TRILL switch
   (RBridge) that ingresses native frames from the link and egresses
   native frames to the link in VLAN-x.  By default, the DRB (Designated
   RBridge) on a link is in charge of native traffic for all VLANs on
   the link.  The DRB may, if it wishes, act as Appointed Forwarder for
   any VLAN, and it may appoint other TRILL switches that have ports on
   the link as Appointed Forwarder for one or more VLANs.



   By definition, the DRB considers the other ports on the link to be
   the ports with which a DRB port has adjacency on that link [RFC7177].
   If the DRB loses adjacency to a TRILL switch that it has appointed
   as forwarder and the native traffic that was being handled by that
   Appointed Forwarder is still to be ingressed and egressed, it SHOULD
   immediately appoint another forwarder or itself become the forwarder
   for that traffic.



   It is important that there not be two Appointed Forwarders on a link
   that are ingressing and egressing native frames for the same VLAN at
   the same time.  Should this occur, it could form a loop where frames
   are not protected by a TRILL Hop Count for part of the loop.  (Such a
   condition can even occur through two Appointed Forwarders for two
   different VLANs, VLAN-x and VLAN-y, if ports or bridges inside the
   link are configured to map frames between VLAN-x and VLAN-y as
   discussed in Section 2.5.)  While TRILL tries to avoid such
   situations, for loop safety there is also an "inhibition" mechanism
   (see Section 3) that can cause a TRILL switch that is an Appointed
   Forwarder not to ingress or egress native frames.  Appointed
   Forwarder status and port "inhibition" have no effect on the
   reception, transmission, or forwarding of TRILL Data or TRILL IS-IS
   frames.  Appointed Forwarder status and inhibition only affect the
   handling of native frames.



As discussed in Section 5, an RBridge may have multiple ports on a
link.  As discussed in [RFC7177], if there are multiple ports with
the same Media Access Control (MAC) address on the same link, all but
one will be suspended.  The case of multiple ports on a link for the
same TRILL switch and the case of multiple ports with the same MAC
address on a link, as well as combinations of these cases, are fully
accommodated; however, the case of multiple ports on a link for the
same TRILL switch is expected to be a rare condition, and the case of
duplicate MAC addresses is not recommended by either TRILL or
IEEE 802.1 standards.



   There are six mechanisms by which an RBridge can be appointed or
   unappointed as Appointed Forwarder:



   1. assumption of appointment, when the DRB decides to act as
      Appointed Forwarder for a VLAN,



   2. E-L1CS appointment, as a result of appointments sent by the DRB in
      E-L1CS FS-LSPs,



   3. Hello appointment, as a result of appointments sent by the DRB in
      TRILL Hellos,



   4. as a result of the DRB elections [RFC7177] as discussed in
      Section 2.2,



   5. as a result of a Port-Shutdown message as discussed in Section 6,
      and



   6. as a result of a local configuration action as discussed in
      Section 2.3.



   Mechanisms 2 and 3 are covered in Section 2.1.




2.1. The Appointment Databases and DRB Actions

   The DRB MAY appoint other RBridges on the link as Appointed
   Forwarders through two mechanisms, "A" and "B", as described below.



Each RBridge maintains two databases of appointment information:
(1) its E‑L1CS LSDB, which shows appointments that each RBridge on
the link would make using mechanism A if that RBridge were the DRB,
and (2) its Hello appointment database, which shows the appointments
most recently sent by the DRB in a TRILL Hello.  The E‑L1CS LSDB is
semi‑permanent and is only changed by E‑L1CS FS‑LSPs or IS‑IS purges.
The Hello appointment database is more transient and is completely
reset by each Hello received from the DRB that contains any
appointments; this database is also cleared under other
circumstances, as described below.  An RBridge considers itself to be
the Appointed Forwarder for VLAN‑x if this is indicated by either its
Hello appointment database or its E‑L1CS LSDB entries from the DRB.



   The two mechanisms by which the DRB can appoint other RBridges on a
   link as Appointed Forwarders are as follows:



   (A) The inclusion of one or more Appointed Forwarders sub-TLVs

       [RFC7176], AppointmentBitmap APPsub-TLVs (Section 10.2), or
       AppointmentList APPsub-TLVs (Section 10.3) in E-L1CS LSPs it
       sends on a link.  Appointments sent using this method will not be
       seen by legacy RBridges that do not support E-L1CS (Section 8).



   (B) The inclusion of one or more Appointed Forwarders sub-TLVs

       [RFC7176] in a TRILL Hello it sends on the Designated VLAN out of
       the port that won the DRB election.  When the DRB sends any
       appointments in a TRILL Hello, it must send all appointments it
       is sending in Hellos for that link in that Hello.  Any previous
       appointment it has sent in a Hello that is not included is
       implicitly revoked.



   To avoid the size limitations of the Hello PDU, it is RECOMMENDED
   that the E-L1CS FS-LSP method be used to distribute forwarder
   appointments and that all RBridges on a link use this method to
   advertise the appointments they would make if they were the DRB.
   However, if some RBridges on a link do not support E-L1CS FS-LSPs,
   then Hello appointments must be used for the DRB to appoint such
   legacy RBridges as Appointed Forwarders.



   Although the DRB does not need to announce the VLANs for which it has
   chosen to act as Appointed Forwarder by sending appointments for
   itself, if the DRB wishes to revoke all appointments made in Hellos
   for RBridges other than itself on the link, it can do so by sending a
   TRILL Hello with just an appointment for itself for some VLAN.



   How the DRB decides what other RBridges on the link, if any, to
   appoint as forwarder for some VLAN or VLANs is beyond the scope of
   this document.



   Unnecessary changes in Appointed Forwarders SHOULD NOT be made, as
   they may result in transient lack of end-station service.



   Should the network manager have misconfigured the enabled VLANs and
   Appointed Forwarders, resulting in two RBridges believing they are
   Appointed Forwarders for the same VLAN, the scenario described in
   item 4 in Section 3 will cause one or more of the RBridges to be
   inhibited for that VLAN, thus avoiding persistent loops.



   When forwarder appointments are being encoded for transmission,
   different patterns of VLANs are most efficiently encoded in different
   ways.  The following table gives advice regarding the most efficient
   encoding for a given pattern:



                         sub‑TLV and Reference
Pattern of VLAN IDs          |enclosing TLV(s) and Reference
‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑      ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

Blocks of consecutive VLANs
                         Appointed Forwarders sub‑TLV [RFC7176]
                             |Router CAPABILITY TLV [RFC7981]
                             |or MT‑Capability TLV [RFC6329]



   Scattered VLANs within a small range

                            AppointmentBitmap APPsub-TLV (Section 10.2)
                                |TRILL GENINFO TLV [RFC7357]



   Scattered VLANs over a large range

                            AppointmentList APPsub-TLV (Section 10.3)
                                |TRILL GENINFO TLV [RFC7357]




2.2. Appointment Effects of DRB Elections

   When a TRILL switch port on a link wins the DRB election, there are
   four possible cases:



   1. A TRILL switch believes that it was the DRB and remains the DRB:
      there is no change in Appointed Forwarder status.  This also
      applies in the corner case where a TRILL switch has more than one
      port on a link, one of which was previously the DRB election
      winner but has just lost the DRB election to a different port of
      the same TRILL switch on the same link (possibly due to management
      configuration of port priorities).  In this case, there also is no
      change in which TRILL switch is the DRB.



   2. A TRILL switch believes that it was not the DRB but has now won
      the DRB election and become the DRB on a link: by default, it can
      act as Appointed Forwarder for any VLANs on that link that it
      chooses, as long as its port is not configured as a trunk port and
      has that VLAN enabled (or at least one of its ports meets these
      criteria, if it has more than one port on the link).  It ignores
      any previous forwarder appointment information it received from
      other TRILL switches on the link.



   3. A TRILL switch was not the DRB and does not become the DRB, but it
      observes that the port winning the DRB election has changed: the
      TRILL switch loses all Hello appointments.  In addition, there are
      two subcases:



      a. The new winning port and the old winner are ports of different
         TRILL switches on the link.  In this case, it switches to using
         the E-L1CS FS-LSP appointments for the winning TRILL switch.



      b. The new winning port and the old winner are ports of the same
         TRILL switch, which has two (or more) ports on the link:
         although the Hello appointments are still discarded, since the
         same TRILL switch is the DRB, the E-L1CS FS-LSP appointments
         are unchanged.



   4. The winning port is unchanged: as in case 1, there is no change in
      Appointed Forwarder status.




2.2.1. Processing Forwarder Appointments in Hellos

   When a non-DRB RBridge that can offer end-station service on a link
   receives a TRILL Hello that is not discarded for one of the reasons
   given in [RFC7177], it checks the source MAC address and the Port ID
   and System ID in the Hello to determine if it is from the winning DRB
   port.  If it is not from that port, any forwarder appointment
   sub-TLVs in the Hello are ignored, and there is no change in the
   receiving RBridge's Appointed Forwarder status due to that Hello.
   Also, if no forwarder appointment sub-TLVs are present in the TRILL
   Hello, there is no change in the receiver's Appointed Forwarder
   status due to that Hello.



   However, if the TRILL Hello is from the winning DRB port and the
   Hello includes one or more forwarder appointment sub-TLVs, then the
   receiving RBridge sets its Hello appointment database to be the set
   of VLANs that have both of the following characteristics:



   o  The VLAN is listed as an appointment for the receiving RBridge in
      the Hello, and



   o  The VLAN is enabled on the port where the Hello was received.



   (If the appointment includes VLAN IDs 0x000 or 0xFFF, they are
   ignored, but any other VLAN IDs are still effective.)  It then
   becomes Appointed Forwarder for all the VLANs for which it is
   appointed in either its Hello appointment database or its E-L1CS
   FS-LSP appointment database from the DRB if the VLAN is enabled and
   if the port is not configured as a trunk or IS-IS point-to-point
   port.  If the receiver was Appointed Forwarder for any VLANs because
   they were in the Hello appointment database and they are no longer in
   the Hello appointment database, its Appointed Forwarder status for
   such VLANs is revoked.  For example, if none of these sub-TLVs in a
   Hello appoints the receiving RBridge, then it loses all Appointed
   Forwarder status on the port where the Hello was received due to
   Hello appointment database entries, but it retains Appointed
   Forwarder status due to E-L1CS FS-LSP appointments.



The handling of one or more forwarder appointment sub‑TLVs in a Hello
from the winning port that appoints the receiving RBridge is as
follows: an appointment in an Appointed Forwarders sub‑TLV is for a
specific RBridge and a contiguous interval of VLAN IDs; however, as
stated above, it actually appoints that RBridge as forwarder only for
the VLAN or VLANs in that range that are enabled on one or more ports
that RBridge has on the link (ignoring any ports configured as
trunk ports or as IS‑IS point‑to‑point ports).



   There is no reason for an RBridge to remember that it received a
   valid appointment Hello message for a VLAN that was ineffective
   because the VLAN was not enabled on the port where the Hello was
   received or because the port was a trunk or point-to-point port.  It
   does not become Appointed Forwarder for such a VLAN just because that
   VLAN is later enabled or the port is later reconfigured.



   The limitations due to the size of the Hello PDU make it desirable to
   use E-L1CS FS-LSPs for appointment.  But if Hellos need to be used,
   due to TRILL switches on the link not supporting E-L1CS FS-LSPs, the
   remainder of this section provides a method to maximize the use of
   the limited space in Hellos for forwarder appointment.



   It should be straightforward for the DRB to send, within one Hello,
   the appointments for several dozen VLAN IDs or several dozen blocks
   of contiguous VLAN IDs.  Should the VLANs that the DRB wishes to
   appoint be inconveniently distributed (for example, the proverbial
   case where a DRB (say RB1) wishes to appoint RB2 as forwarder for all
   even-numbered VLANs and appoint RB3 as forwarder for all odd-numbered
   VLANs), the following method may be used:



The network manager normally controls what VLANs are enabled on an
RBridge port.  Thus, the network manager can appoint an RBridge as
forwarder for an arbitrary set of scattered VLANs by enabling only
those VLANs on the relevant port (or ports) and then having the
DRB send an appointment that appears to appoint the target RBridge
as forwarder for all VLANs.  However, for proper operation and
inter‑RBridge communication, the Designated VLAN for a link SHOULD
be enabled on all RBridge ports on that link, and it may not be
desired to appoint the RBridge as forwarder for the
Designated VLAN.  Thus, in the general case, two appointments



      would be required, although only one appointment would be required
      if the Designated VLAN value were extremely low or high (such as
      VLAN 0xFFE) or the default value (VLAN 1).



   For example, assume that the DRB wants RB2 to be Appointed Forwarder
   for all even-numbered VLANs and the Designated VLAN for the link is
   VLAN 101.  The network manager could cause all even-numbered VLANs
   plus VLAN 101 to be enabled on the relevant port of RB2 and then,
   with the desired effect, cause the DRB to send appointments to RB2
   appointing it forwarder for all VLANs from 1 through 100 and from 102
   through 4,094.




2.2.2. Frequency of Hello Appointments

   Appointments made through E-L1CS FS-LSPs use the same IS-IS timing
   constants as those for LSP flooding.  The general IS-IS link-state
   flooding mechanism is robust and includes acknowledgments so that it
   automatically recovers from lost PDUs, rebooted TRILL switches, and
   the like.



   For Hello appointments, it is not necessary for the DRB to include
   the Hello forwarder appointments in every TRILL Hello that it sends
   on the Designated VLAN for a link.  For loop safety, every RBridge is
   required to indicate, in every TRILL Hello it sends in VLAN-x on a
   link, whether it is an Appointed Forwarder for VLAN-x for that link
   (see item 4 in Section 3, but see also Section 4).  It is also
   RECOMMENDED that the DRB have enabled all VLANs for which end-station
   service will be offered on the link as well as the Designated VLAN.
   Thus, the DRB will generally be informed by other RBridges on the
   link of the VLANs for which they believe that they are the Appointed
   Forwarder.  If this matches the appointments the DRB wishes to make,
   it is not required to resend its forwarder appointments; however, for
   robustness, especially in cases such as VLAN misconfigurations in a
   bridged LAN link, it is RECOMMENDED that the DRB send its forwarder
   appointments on the Designated VLAN at least once per its Holding
   Time on the port that won the DRB election.




2.2.3. Appointed Forwarders Hello Limit

The Hello mechanism of DRB forwarder appointment and the limited
length of TRILL Hellos impose a limit on the number of RBridges on a
link that can be Appointed Forwarders when E‑L1CS FS‑LSP appointments
cannot be used due to the presence of legacy RBridges.  To obtain a
conservative estimate of this limit, assume that no more than
1,000 bytes are available in a TRILL Hello for such appointments.
Assume also that it is desired to appoint various RBridges on a link
as forwarder for arbitrary non‑intersecting sets of VLANs.  Using the
technique discussed at the end of Section 2.2.1 would generally

require two appointments, or 12 bytes, per RBridge.  With allowance
for sub‑TLV and TLV overhead, appointments for 83 RBridges would
fit in under 1,000 bytes.  Including the DRB, this implies a link
with 84 or more RBridges attached.  Links with more than a handful of
RBridges attached are expected to be rare, and in any case such
limitations are easily avoided by using E‑L1CS FS‑LSP appointment.




2.3. Effects of Local Configuration Actions on Appointments

Disabling VLAN‑x at an RBridge port cancels any Appointed Forwarder
status that RBridge has for VLAN‑x, unless VLAN‑x is enabled on some
other port that the RBridge has connected to the same link.
Configuring a port as a trunk port or point‑to‑point port revokes
any Appointed Forwarder status that depends on enabled VLANs at
that port.



   Causing a port to no longer be configured as a trunk or
   point-to-point port or enabling VLAN-x on a port does not necessarily
   cause the RBridge to become an Appointed Forwarder for the link that
   port is on.  However, such actions allow the port's RBridge to become
   Appointed Forwarder by choice if it is the DRB or, if it is not the
   DRB on the link, by appointment as indicated by the Hello appointment
   database or the E-L1CS FS-LSP appointment database.




2.4. Overload and Appointed Forwarders

   A TRILL switch in link-state overload [RFC7780] will, in general, do
   a poorer job of forwarding frames than a TRILL switch not in
   overload, because the TRILL switch not in overload has full knowledge
   of the campus topology.  For example, as explained in [RFC7780], an
   overloaded TRILL switch may not be able to distribute
   multi-destination TRILL Data packets at all.



   Therefore, the DRB SHOULD NOT appoint an RBridge in overload as an
   Appointed Forwarder, and if an Appointed Forwarder becomes
   overloaded, the DRB SHOULD reassign VLANs from the overloaded RBridge
   to another RBridge on the link that is not overloaded, if one is
   available.



A counter‑example where it would be best to appoint an RBridge in
overload as Appointed Forwarder would be if RB1 was in overload but
all end stations in the campus in VLAN‑x were on links attached to
RB1.  In such a case, RB1 would never have to route VLAN‑x
end‑station traffic as TRILL Data packets but would always be
forwarding them locally as native frames.  In this case, RB1
SHOULD NOT be disadvantaged for selection as the VLAN‑x Appointed
Forwarder on any such links, even if RB1 is in overload.



   There is also the case where it is unavoidable to appoint an RBridge
   in overload as Appointed Forwarder, because all RBridges on the link
   are in overload.



   These cases do not violate the prohibition in the IS-IS standard
   against routing through an overloaded node.  Designation as an
   Appointed Forwarder has to do with the ingress and egress of native
   frames and has nothing to do with the IS-IS routing of TRILL Data
   packets through a TRILL switch.



   Overload does not affect DRB election, but a TRILL switch in overload
   MAY reduce its own priority to be the DRB.




2.5. VLAN Mapping within a Link

   TRILL Hellos include a field that is set to the VLAN in which they
   are sent when they are sent on a link technology such as Ethernet
   that has outer VLAN labeling.  (For link technologies such as PPP
   that do not have outer VLAN labeling, this Hello field is ignored.)
   If a TRILL Hello arrives on a different VLAN than the VLAN on which
   it was sent, then VLAN mapping is occurring within the link.  VLAN
   mapping between VLAN-x and VLAN-y can lead to a loop if the Appointed
   Forwarders for the VLANs are different.  If such mapping within a
   link was allowed and occurred on two or more links so that there was
   a cycle of VLAN mappings, a multi-destination frame would loop
   forever.  Such a frame would be "immortal".  For a specific example,
   see Appendix B.



   To prevent this potential problem, if the DRB on a link detects VLAN
   mapping by receiving a Hello in VLAN-x that was sent on VLAN-y, it
   MUST make or revoke appointments so as to assure that the same TRILL
   switch (possibly the DRB) is the Appointed Forwarder on the link for
   both VLAN-x and VLAN-y.




3. The Inhibition Mechanism

   A TRILL switch has, for every link on which it can offer end-station
   service (that is, every link for which it can act as an Appointed
   Forwarder), the following timers, denominated in seconds:



   -  a DRB inhibition timer,



   -  a root bridge change inhibition timer, and



   -  up to 4,094 VLAN inhibition timers, one for each legal VLAN ID.



   The DRB and root bridge change inhibition timers MUST be implemented.



   The loss of native traffic due to inhibition will be minimized by
   logically implementing a VLAN inhibition timer per each VLAN for
   which end-station service will ever be offered by the RBridge on the
   link; this SHOULD be done.  (See Appendix A for an example
   illustrating a potential problem that is solved by VLAN inhibition
   timers.)  However, if implementation limitations make a full set of
   such timers impractical, the VLAN inhibition timers for more than one
   VLAN can, with care, be merged into one timer.  In particular, an
   RBridge MUST NOT merge the VLAN inhibition timers for two VLANs if it
   is the Appointed Forwarder for one but not for the other, as this can
   lead to unnecessary indefinitely prolonged inhibition.  In a given
   implementation limitation, there will be safe operations, albeit with
   more loss of native frames than would otherwise be required, even if
   only two VLAN inhibition timers are provided: one for the VLANs for
   which the RBridge is the Appointed Forwarder and one for all other
   VLANs.  Thus, at least two VLAN inhibition timers MUST be
   implemented.  Where a VLAN inhibition timer represents more than one
   VLAN, an update or test that would have been done to the timer for
   any of the VLANs is performed on the merged timer.



   These timers are set as follows:



   1. On booting or management reset, each port will have its own set of
      timers, even if two or more such ports are on the same link,
      because the TRILL switch will not have had a chance yet to learn
      that they are on the same link.  All inhibition timers are set to
      "expired", except the DRB inhibition timer that is set in
      accordance with item 2 below.  The DRB inhibition timer is handled
      differently, because each port will initially believe that it is
      the DRB.



   2. When a TRILL switch decides that it has become the DRB on a link,
      including when it is first booted or reset by management, it sets
      the DRB inhibition timer to the Holding Time of its port on that
      link that won the DRB election.



   3. When a TRILL switch decides that it has lost DRB status on a link,
      it sets the DRB inhibition timer to "expired".



   Note: In the corner case where one port of a TRILL switch was the DRB
   election winner but later lost the DRB election to a different port
   of the same TRILL switch on that link (perhaps due to management
   configuration of port priorities), neither item 2 nor item 3 above
   applies, and the DRB timer is not changed.



4. When a TRILL switch RB1 receives a TRILL Hello asserting that the
   sender is the Appointed Forwarder and that Hello either
   (1) arrives on VLAN‑x or (2) was sent on VLAN‑x as indicated



      inside the Hello, RB1 uses as its VLAN-x inhibition timer for the
      link (1) that timer's existing value or (2) the Holding Time in
      the received Hello, whichever is longer.  A TRILL switch MUST
      maintain VLAN inhibition timers covering a link to which it
      connects if it can offer end-station service on that link, even if
      it is not currently the Appointed Forwarder for any VLAN on that
      link.



   5. When a TRILL switch RB1 enables VLAN-x on a port connecting to a
      link and VLAN-x was previously not enabled on any of RB1's ports
      on that link, it sets its VLAN inhibition timer for VLAN-x for
      that link to its Holding Time for that port.  This is done even if
      the port is configured as a trunk or point-to-point port, as long
      as there is some chance it might later be configured not to be a
      trunk or point-to-point port.  Remember, inhibition has no effect
      on TRILL Data or IS-IS packets; inhibition only affects native
      frames.



6. When a TRILL switch detects a change in the common spanning tree
   root bridge on a port, it sets its root bridge change inhibition
   timer for the link to an amount of time that defaults to
   30 seconds and is configurable to any value from 30 down to
   0 seconds.  This condition will not occur unless the TRILL switch
   is receiving Bridge PDUs (BPDUs) on the port from an attached
   bridged LAN; if no BPDUs are being received, the root bridge
   change inhibition timer will never be set.  It is safe to
   configure this inhibition time to the settling time of an attached
   bridged LAN.  For example, if it is known that the Rapid Spanning
   Tree Protocol (RSTP) [802.1Q] is running throughout the attached
   bridged LAN, it is safe to configure this inhibition time to
   7 seconds or, if the attached bridges have been configured to have
   a minimum Bridge Hello Timer, it is safe to configure it to
   4 seconds.  Further optimizations are specified in Section 3.2.



   7. When a TRILL switch decides that one of its ports (or a set of its
      ports) P1 is on the same link as another one of its ports (or set
      of its ports) P2, the inhibition timers are merged into a single
      set of inhibition timers by using the longest value of the
      corresponding timers as the initial value of the merged timers.



   8. When an RBridge decides that a set of its ports that it had been
      treating as being on the same link are no longer on the same link,
      those ports will necessarily be on two or more links (up to one
      link per port).  This is handled by cloning a copy of the timers
      for each of the two or more links to which the TRILL switch has
      decided these ports connect.




3.1. Inhibited Appointed Forwarder Behavior

   Inhibition has no effect on the receipt or forwarding of TRILL Data
   packets or TRILL IS-IS packets.  It only affects ingressing and
   egressing native frames.



   An Appointed Forwarder for a link is inhibited for VLAN-x if:



   1. its DRB inhibition timer for that link is not expired,



   2. its root bridge change inhibition timer for that link is not
      expired, or



   3. its VLAN inhibition timer for that link covering VLAN-x is not
      expired.



   If a VLAN-x Appointed Forwarder for a link is inhibited and receives
   a TRILL Data packet whose encapsulated frame would normally be
   egressed to that link in VLAN-x, it decapsulates the native frame as
   usual.  However, it does not output it to, or queue it for, that
   link, although, if appropriate (for example, the frame is
   multi-destination), it may output it to, or queue it for, other
   links.



   If a VLAN-x Appointed Forwarder for a link is inhibited and receives
   a native frame in VLAN-x that would normally be ingressed from that
   link, the native frame is ignored, except for address learning.



   A TRILL switch with one or more unexpired inhibition timers, possibly
   including an unexpired inhibition timer covering VLAN-x, is still
   required to indicate in TRILL Hellos it sends on VLAN-x whether or
   not it is Appointed Forwarder for VLAN-x for the port on which it
   sends the Hello.




3.2. Root Bridge Change Inhibition Optimizations

   The subsections below specify three optimizations that can reduce the
   inhibition time of an RBridge port under certain circumstances for
   changes in the root Bridge ID [802.1Q] being received by that port
   and thus decrease any transient interruption in end-station service
   due to inhibition.  TRILL switches MAY implement these optimizations.
   In the first two optimizations, inhibition can be eliminated entirely
   under some circumstances.  These optimizations are a bit heuristic in
   that with some unlikely multiple changes in a bridged LAN that occur
   simultaneously, or nearly so, the optimizations make transient
   looping more likely.




3.2.1. Optimization for Change to Lower Priority

   Assume that the root Bridge ID being received on an RBridge port
   changes to a new root Bridge ID with lower priority and a different
   root Bridge MAC address due to a single change in the bridged LAN.
   There are two possible reasons for this:



   1. The bridged LAN to which the port is connected has partitioned
      into two or more parts due to link failure or otherwise, and the
      port is connected to a part that does not contain the original
      root bridge.



   2. The original root bridge has been reconfigured to have a lower
      priority, and a new root has taken over.



   Both of these scenarios are safe conditions that do not require
   inhibition.




3.2.2. Optimization for Change to Priority Only

   Assume that the root Bridge ID changes due to a single change in the
   bridged LAN but only the explicit priority portion of it changes.
   This means that the 48-bit MAC address portion of the root Bridge ID
   is unchanged and the root bridge has been reconfigured to have a
   different priority.  Thus, the same bridge is root, and a topology
   change is not indicated.  Thus, it is safe to ignore this sort of
   root Bridge ID change and not invoke the inhibition mechanism.




3.2.3. Optimizing the Detection of Completed Settling

   A dangerous case is the merger of bridged LANs that had been separate
   TRILL links in the same campus.  In general, these links may have had
   different Appointed Forwarders on them for the same VLAN.  Without
   inhibition, loops involving those VLANs could occur after the merger.



   Only native frames egressed and ingressed by RBridges are a potential
   problem.  TRILL Data packets are either



   1. individually addressed (TRILL Header M bit = 0) and will be
      ignored if delivered to any incorrect TRILL switch ports or



   2. multicast (TRILL Header M bit = 1), in which case the Reverse Path
      Forwarding Check discards any copies delivered to incorrect TRILL
      switch ports.



   Thus, there is no need for inhibition to affect the sending or
   receiving of TRILL Data packets, and inhibition does not do so.
   However, root bridge change inhibition is only needed until TRILL
   Hellos have been exchanged on the merged bridged LAN.  Hellos
   indicate Appointed Forwarder status and, in general, after an
   exchange of Hellos the new merged bridged LAN link will, if
   necessary, be rendered TRILL loop safe by VLAN inhibition so that
   root bridge change inhibition is no longer needed.



   TRILL switches are required to advertise in their link state the IDs
   of the root Bridge IDs they can see.  If an RBridge port sees a
   change in root Bridge ID from Root1 to Root2, it is safe to terminate
   root bridge change inhibition on that port as soon as Hellos have
   been received on the port from all RBridges that can see Root1 or
   Root2, except any such RBridge that is no longer reachable.



   In further detail, when a change from Root1 to Root2 is noticed at a
   port of RB1, RB1 associates with that port a list of all of the
   reachable RBridges, other than itself, that had reported in their
   LSPs that they could see either Root1 or Root2.  It then removes from
   this list any RBridge that becomes unreachable from RB1 or from which
   it has received a Hello on that port.  If there is a subsequent
   change in root Bridge ID being received before this list is empty,
   say to Root7, then those RBridges reporting in their LSPs that they
   can see Root7 are added to the list.  Root bridge change inhibition
   can be terminated for the port as soon as either the timeout is
   reached or this list of RBridges is empty.



   If the optimizations described in Sections 3.2.1 and/or 3.2.2 are in
   effect at an RBridge port and indicate that no inhibition is needed,
   then the mechanism described in this section is not needed either.




4. Optional TRILL Hello Reduction

   If a network manager has sufficient confidence that they know the
   configuration of bridges, ports, and the like, within an Ethernet
   link, they may be able to reduce the number of TRILL Hellos sent on
   that link by sending Hellos in fewer VLANs -- for example, if all
   TRILL switches on the link will see all Hellos without VLAN
   constraints.  However, because adjacencies are established in the
   Designated VLAN, an RBridge MUST always attempt to send Hellos in the
   Designated VLAN.



Hello reduction makes TRILL less robust in the face of decreased VLAN
connectivity within a link, such as partitioned VLANs, VLANs disabled
on ports, or disagreement over the Designated VLAN; however, as long
as all RBridge ports on the link are configured for the same
Desired Designated VLAN [RFC6325], can see each other's frames in
that VLAN, and utilize the mechanisms specified below to update VLAN
inhibition timers, operations will be safe.  (These considerations

do not arise on links between RBridges that are configured as
point to point, since, in that case, each RBridge sends
point‑to‑point Hellos, other TRILL IS‑IS PDUs, and TRILL Data frames
only in what it believes to be the Designated VLAN of the link
(although it may send them untagged) and no native frame end‑station
service is provided.  Thus, for such links, there is no reason to
send Hellos in any VLAN other than the Designated VLAN.)



   The provision for a configurable set of "Announcing VLANs", as
   described in Section 4.4.3 of [RFC6325], provides a mechanism in the
   TRILL base protocol for a reduction in TRILL Hellos.



   To maintain loop safety in the face of occasional lost frames,
   RBridge failures, link failures, new RBridges coming up on a link,
   and the like, the inhibition mechanism specified in Section 3 is
   still required.  Strictly following Section 3, a VLAN inhibition
   timer can only be set by the receipt of a Hello sent or received in
   that VLAN.  Thus, to safely send a reduced number of TRILL Hellos on
   a reduced number of VLANs requires additional mechanisms to set the
   VLAN inhibition timers at an RBridge.  Two such mechanisms, specified
   below, expand upon the mechanisms provided in Section 3.  Support for
   both of these mechanisms is indicated by a capability bit in the
   PORT-TRILL-VER sub-TLV (Section 5.4 of [RFC7176]).  It may be unsafe
   for an RBridge to send TRILL Hellos on fewer VLANs than the set of
   VLANs recommended in [RFC6325] on a link unless all its adjacencies
   on that link (excluding those in the Down state [RFC7177]) indicate
   support of these mechanisms and these mechanisms are in use.



   1. An RBridge RB2 MAY include in any TRILL Hello an Appointed
      Forwarders sub-TLV [RFC7176] appointing itself for one or more
      ranges of VLANs.  The Appointee Nickname field(s) in the
      self-appointment Appointed Forwarders sub-TLV MUST be the same as
      the Sender Nickname in the Special VLANs and Flags sub-TLV in the
      TRILL Hellos sent by RB2.  This indicates that the sending RBridge
      believes that it is Appointed Forwarder for those VLANs.  For each
      of an RBridge's VLAN inhibition timers for every VLAN in the block
      or blocks listed in the Appointed Forwarders sub-TLV, the RBridge
      sets that timer to either (1) its current value or (2) the Holding
      Time of the Hello containing the sub-TLV, whichever is longer.
      This is backward compatible.  That is, such sub-TLVs will have no
      effect on any legacy receiving RBridge not implementing this
      mechanism unless RB2, the sending RBridge, is the DRB sending
      Hellos on the Designated VLAN.  If RB2 is the DRB, it MUST include
      in the Hello all forwarder appointments, if any, for RBridges
      other than itself on the link.



   2. An RBridge MAY use the VLANs Appointed sub-TLV [RFC7176].  When
      RB1 receives a VLANs Appointed sub-TLV in a TRILL Hello from RB2
      on any VLAN, RB1 updates the VLAN inhibition timers for all the
      VLANs that RB2 lists in that sub-TLV as VLANs for which RB2 is
      Appointed Forwarder.  Each such timer is updated to (1) its
      current value or (2) the Holding Time of the TRILL Hello
      containing the VLANs Appointed sub-TLV, whichever is longer.  This
      sub-TLV will be an unknown sub-TLV to RBridges not implementing
      it, and such RBridges will ignore it.  Even if a TRILL Hello sent
      by the DRB on the Designated VLAN includes one or more VLANs
      Appointed sub-TLVs, as long as no Appointed Forwarders sub-TLVs
      appear, the Hello is not required to indicate all forwarder
      appointments.



Two different encodings are provided above to optimize the listing of
VLANs.  Large blocks of contiguous VLANs are more efficiently encoded
with the Appointed Forwarders sub‑TLV, and scattered VLANs are more
efficiently encoded with the VLANs Appointed sub‑TLV.  These
encodings may be mixed in the same Hello.  The use of these sub‑TLVs
does not affect the requirement that the AF bit in the Special VLANs
and Flags sub‑TLV MUST be set if the originating RBridge believes
that it is Appointed Forwarder for the VLAN in which the Hello
is sent.



   If the above mechanisms are used on a link, then each RBridge on the
   link MUST send Hellos in one or more VLANs with such VLANs Appointed
   sub-TLV(s) and/or self-appointment Appointed Forwarders sub-TLV(s),
   and the AF bit is appropriately set such that no VLAN inhibition
   timer will improperly expire unless three or more Hellos are lost.
   For example, an RBridge could announce all VLANs for which it
   believes that it is Appointed Forwarder in a Hello sent on the
   Designated VLAN three times per Holding Time.




5. Multiple Ports on the Same Link

   A TRILL switch may have multiple ports on the same link.  Some of
   these ports may be suspended due to MAC address duplication, as
   described in [RFC7177].  Suspended ports never ingress or egress
   native frames.



   If a TRILL switch has one or more non-suspended ports on a link and
   those ports offer end-station service -- that is, those ports are not
   configured as point-to-point or trunk ports -- then that TRILL switch
   is eligible to be an Appointed Forwarder for that link.  It can
   become Appointed Forwarder in the ways discussed in Section 2.



   If a TRILL switch that is the Appointed Forwarder for VLAN-x on a
   link has multiple non-suspended ports on that link, it may load-share
   the task of ingressing and egressing VLAN-x native frames across
   those ports however it chooses, as long as there is no case in which
   a frame it egresses onto the link from one port can be ingressed on
   another one of its ports, creating a loop.  If the TRILL switch is
   the Appointed Forwarder for multiple VLANs, a straightforward thing
   to do would be to partition those VLANs among the ports it has on
   the link.




6. Port-Shutdown Messages

A TRILL switch may note that one of its ports has failed, or it
may be about to shut down that port.  If the port is on a link along
with ports of other TRILL switches, those TRILL switches will not
notice the port shutdown or failure using TRILL base protocol
mechanisms until there is a failure to receive a number of Hellos
from that port.  This can take many seconds.  Network topology
(adjacencies) and forwarder appointments can react more rapidly to
port shutdown or failure through explicit notification.  As discussed
below, this notification SHOULD be provided through the Port‑Shutdown
message.




6.1. Planned Shutdown and Hellos

   A TRILL switch that is shutting down one of its ports (say P1) soon
   SHOULD reduce its Holding Time on that port, so that the shutdown
   will be more rapidly noticed by adjacent RBridges that might not
   support the Port-Shutdown message.




6.2. Port-Shutdown Message Structure

   The Port-Shutdown message is an RBridge Channel message [RFC7178]
   using RBridge Channel Protocol number 0x006.  The payload specific to
   the Channel Protocol consists of a list of Port IDs (see
   Section 4.4.2 of [RFC6325]) for the port or ports that have failed or
   are being shut down, as shown in the diagram below.  Support for the
   Port-Shutdown message is advertised by simply advertising support for
   its RBridge Channel Protocol in the RBridge Channel Protocols sub-TLV
   [RFC7176].



   0                   1                   2                   3
   0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
TRILL Header:                     +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                  | V |A|C|M| RESV  |F| Hop Count |
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
  |       Egress Nickname         |       Ingress Nickname        |
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
  |         Special Inner.MacDA = All‑Egress‑RBridges             |
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
  |  Special Inner.MacDA (cont.)  |         Inner.MacSA           |
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
  |                      Inner.MacSA (cont.)                      |
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
  |    VLAN Tag Ethertype=0x8100  | Priority=7, DEI=0, VLAN ID=1  |
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
RBridge Channel Header:
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
  | RBridge‑Chan. Ethertype=0x8946| CHV=0 | Channel Protocol=0x006|
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
  |          Flags        | ERR=0 |
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
Information specific to the Port‑Shutdown Channel Protocol:
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
  |    Port ID 1                  |
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
  |    Port ID 2                  |
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
  |   ...
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
  |    Port ID K                  |
  +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+




6.3. Port-Shutdown Message Transmission

For robustness, a TRILL switch sends a configurable number of copies
of Port‑Shutdown messages separated by a configurable time interval.
The default number of copies is two, although this can be configured
as one copy or as three copies, and the default interval is
20 milliseconds (see Section 6.6).  As with any "adjacency critical"
message, the Port‑Shutdown message SHOULD be sent with the highest
priority, which is priority 7, and SHOULD NOT be marked as
"drop eligible".



   If a failure of port P1 on RBridge RB2 is detected by RB2, then the
   Port-Shutdown message announcing this failure is sequentially unicast
   through the rest of the TRILL campus to all RBridges (1) with which
   P1 had an adjacency and (2) that are advertising support for the
   Port-Shutdown RBridge Channel Protocol.



If a port shutdown is planned within 1 second, then the TRILL switch
ceases to send Hellos out of the port being shut down and either
(1) sends the Port‑Shutdown message to RBridge ports on the link
advertising support of the Port‑Shutdown RBridge Channel Protocol or
(2) broadcasts the Port‑Shutdown message announcing this event
through the port as follows:



   -  The Outer.MacDA is the All-RBridges multicast address.



   -  If an outer VLAN tag is present, it specifies the Designated VLAN
      for the link, SHOULD specify priority 7, and SHOULD NOT specify
      "drop eligible".



   -  In the TRILL Header, the egress nickname is All-RBridges, and the
      M bit in the TRILL Header is set to 0.



   -  In the RBridge Channel Header, the MH and NA bits are zero.



   There is no need for a special message to indicate that a port P1 has
   come back up or that a shutdown has been "canceled".  This is
   indicated by simply sending Hellos out of port P1.




6.4. Port-Shutdown Message Reception

   When a TRILL switch RB1 receives a Port-Shutdown message, RB1 checks
   to see if the ingress nickname specifies some TRILL switch RB2 with
   which RB1 has one or more adjacencies.  If so, it drops those
   adjacencies that are to RB2 ports whose Port IDs are listed in the
   Port-Shutdown message.  There could be more than one if RB2 had
   multiple ports on the link that are going down.



   If RB1 is the DRB and this eliminates all adjacencies on a link
   between the DRB and RB2, then, for all VLANs whose ingress/egress was
   being handled by RB2, the DRB either starts acting as Appointed
   Forwarder or appoints some new TRILL switch with which it has
   adjacency as Appointed Forwarder.




6.5. Port-Shutdown Message Security

   Port-Shutdown messages can be secured through the use of the RBridge
   Channel Header Extension security feature [RFC7978].




6.6. Port-Shutdown Configuration

   There are two Port-Shutdown configuration parameters, as listed
   below.  Section 6.3 provides details regarding their use.



Parameter            Default                 Range
‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
PShutdownRepeat     2                 1‑3
PShutdownDelay     20 milliseconds    0‑1,000 milliseconds




7. FGL-VLAN Mapping Consistency Checking

   TRILL switches support 24-bit Fine-Grained Labels as specified in
   [RFC7172].  Basically, a VLAN ID in native traffic between an edge
   TRILL switch and an end station is mapped from/to an FGL as an
   Inner.Label in TRILL Data packets.  Since the Appointed Forwarder for
   a VLAN will be ingressing and egressing such native traffic, the
   mapping configured at the Appointed Forwarder is the mapping
   performed.



However, the Appointed Forwarder for VLAN‑x on a link can change for
reasons discussed elsewhere in this document.  Thus, all
TRILL switches on a link that are configured with an FGL‑VLAN mapping
SHOULD be configured with the same mapping.  Otherwise, traffic might
unpredictably jump from one FGL to another when the Appointed
Forwarder changes.  TRILL switches SHOULD advertise their mapping on
the link using the FGL‑VLAN‑Bitmap and FGL‑VLAN‑Pairs APPsub‑TLVs
(Sections 10.4 and 10.5) so that consistency checking can be
automated.



   A TRILL switch SHOULD compare the FGL-VLAN mappings that it sees
   advertised by other TRILL switches on a link with its own and alert
   the network operator if they are inconsistent.  "Inconsistent" means
   that (1) one TRILL switch maps FGL-z to VLAN-x while another maps
   FGL-z to VLAN-y or (2) one TRILL switch maps VLAN-x to FGL-w while
   another maps VLAN-x to FGL-z, all on the same link.



Depending on how the network is being managed, a transient
inconsistency may not be a problem.  Thus, the network operator
SHOULD NOT be alerted unless the inconsistency persists for a period
of time that defaults to the TRILL switch's Holding Time and is
configurable to between 0 seconds and 2**16 ‑ 1 seconds,
where 2**16 ‑ 1 is a special value and indicates that such alerts
are disabled.




8. Support of E-L1CS

   All TRILL switches MUST support the E-L1CS flooding scope [RFC7356],
   Extended Level 1 Flooding Scope (E-L1FS) [RFC7780], and base LSPs
   [IS-IS].  It will be apparent to any TRILL switch on a link if any
   other TRILL switch on the link is a legacy implementation not
   supporting E-L1CS because, as stated in [RFC7780], all TRILL switches
   MUST include a Scope Flooding Support TLV [RFC7356] in all TRILL
   Hellos they send.  This support of E-L1CS increases the amount of
   information from each TRILL switch that can be synchronized on the
   link, compared with the information capacity of Hellos, by several
   orders of magnitude.



   For robustness, E-L1CS PDUs (FS-LSP fragments, E-L1CS FS-CSNPs
   (Flooding Scope Complete Sequence Number PDUs) [RFC7356], and E-L1CS
   FS-PSNPs (Flooding Scope Partial Sequence Number PDUs) [RFC7356])
   MUST NOT exceed 1,470 bytes in length; however, any such E-L1CS PDU
   that is received that is longer than 1,470 bytes is processed
   normally.



As with any type of IS‑IS LSP, FS‑LSPs are identified by the
System ID of the originating router (TRILL switch) and the
fragment number.  In particular, there is no port identifier in the
header of an E‑L1CS PDU.  Thus, a TRILL switch RB1 with more than one
non‑suspended port on a link (Section 5) transmitting such a PDU MAY
transmit it out of any one or more of such ports.  RB1 will generally
receive such a PDU that other TRILL switches send on all of RB1's
ports on the link.  In addition, with multiple ports on the link, it
will receive any such PDU that it sends on the ports it has on the
link other than the transmitting port.




8.1. Backward Compatibility

   Future TRILL specifications making use of E-L1CS MUST specify how
   situations involving a TRILL link will be handled when one or more
   TRILL switches attached to that link support E-L1CS and one or more
   do not.




9. Security Considerations

   This document provides improved documentation of the TRILL Appointed
   Forwarder mechanism.  It does not change the security considerations
   of the TRILL base protocol as described in Section 6 of [RFC6325].



   The Port-Shutdown messages specified in Section 6 are sent using the
   RBridge Channel facility [RFC7178].  Such messages SHOULD be secured
   through the use of the RBridge Channel Header Extension [RFC7978].
   If they are not adequately secured, they are a potential
   denial-of-service vector.



   The E-L1CS FS-LSPs added by Section 8 are a type of IS-IS PDU
   [RFC7356].  As such, they are securable through the addition of
   Authentication TLVs [RFC5310] in the same way as Hellos or other
   IS-IS PDUs.




10. Code Points and Data Structures

   This section provides IANA considerations for this document and
   specifies the structures of the AppointmentBitmap, AppointmentList,
   VLAN-FGL Mapping Bit Map, and VLAN-FGL Mapping Pairs APPsub-TLVs.
   These APPsub-TLVs appear within a TRILL GENINFO TLV [RFC7357] in
   E-L1CS FS-LSPs [RFC7356].




10.1. IANA Considerations

   IANA has assigned four new APPsub-TLV type codes from the range below
   255 and entered them in the "TRILL APPsub-TLV Types under IS-IS TLV
   251 Application Identifier 1" registry as follows:



Type   Name                 Reference
‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑    ‑‑‑‑‑‑‑‑‑
17     AppointmentBitmap    [RFC8139]
18     AppointmentList      [RFC8139]
19     FGL‑VLAN‑Bitmap      [RFC8139]
20     FGL‑VLAN‑Pairs       [RFC8139]



   IANA has assigned a new RBridge Channel Protocol number in the range
   assigned by Standards Action [RFC5226] and updated the "RBridge
   Channel Protocols" registry as follows:



Protocol  Description     Reference
‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑
 0x006    Port‑Shutdown   [RFC8139]



   IANA has updated the reference for the "Hello reduction support" bit
   in the "PORT-TRILL-VER Sub-TLV Capability Flags" registry to refer to
   this document.




10.2. AppointmentBitmap APPsub-TLV

   The AppointmentBitmap APPsub-TLV provides an efficient method for a
   TRILL switch to indicate which TRILL switches it appoints as
   forwarders for which VLAN IDs when those VLAN IDs are relatively
   compact (that is, they do not span a large numeric range).  Such an
   appointment is only effective when the appointing TRILL switch is
   the DRB.



                     1 1 1 1 1 1
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|       Type                    |   (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|       Length                  |   (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|       Appointee Nickname      |   (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| RESV  |   Starting VLAN ID    |   (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  Bit Map ...                      (variable)
+‑+‑+‑+‑+‑+‑+‑+‑...



   o  Type: APPsub-TLV type, set to AppointmentBitmap sub-TLV 17.



   o  Length: 4 + size of bit map in bytes.  If Length is less than 4,
      the APPsub-TLV is corrupt and MUST be ignored.



   o  Appointee Nickname: The nickname of the TRILL switch being
      appointed as forwarder.



   o  RESV: 4 bits that MUST be sent as zero and ignored on receipt.



   o  Starting VLAN ID: The smallest VLAN ID to which the bits in the
      Bit Map correspond.



   o  Bit Map: A bit map of the VLANs for which the TRILL switch with
      Appointee Nickname is appointed as the forwarder.  The size of the
      bit map is length minus 4.  If the size of the bit map is zero,
      no appointments are made.



Each bit in the Bit Map corresponds to a VLAN ID.  Bit 0 is for the
VLAN whose ID appears in the Starting VLAN ID field.  Bit 1 is for
that VLAN ID plus 1 (treating VLAN IDs as unsigned integers) and
so on, with Bit N generally being Starting VLAN ID plus N.
VLAN 0x000 and VLAN 0xFFF, or any larger ID, are invalid and are
ignored.



   If the AppointmentBitmap APPsub-TLV is originated by the DRB on a
   link, it appoints the TRILL switch whose nickname appears in the
   Appointee Nickname field for the VLAN IDs corresponding to 1 bits in
   the Bit Map and revokes any Hello appointment of that TRILL switch
   for VLANs corresponding to 0 bits in the Bit Map.




10.3. AppointmentList APPsub-TLV

   The AppointmentList APPsub-TLV provides a convenient method for a
   TRILL switch to indicate which TRILL switches it appoints as
   forwarders for which VLAN IDs.  Such an appointment is only effective
   when the appointing TRILL switch is the DRB.



                     1 1 1 1 1 1
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|       Type                    |   (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|       Length                  |   (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|       Appointee Nickname      |   (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| RESV  |   VLAN ID 1           |   (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| RESV  |   VLAN ID 2           |   (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  ...
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| RESV  |   VLAN ID k           |   (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   o  Type: APPsub-TLV type, set to AppointmentList sub-TLV 18.



   o  Length: 2 + 2 * k.  If Length is not an even number, the
      APPsub-TLV is corrupt and MUST be ignored.



   o  Appointee Nickname: The nickname of the TRILL switch being
      appointed as forwarder.



   o  RESV: 4 bits that MUST be sent as zero and ignored on receipt.



   o  VLAN ID: A 12-bit VLAN ID for which the appointee is being
      appointed as the forwarder.



   Type and Length are 2 bytes, because these are extended FS-LSPs.



   This APPsub-TLV, when originated by the DRB, appoints the TRILL
   switch with Appointee Nickname to be the Appointed Forwarder for the
   VLAN IDs listed.




10.4. FGL-VLAN-Bitmap APPsub-TLV

   The FGL-VLAN-Bitmap APPsub-TLV provides a method for a TRILL switch
   to indicate mappings of FGLs to VLAN IDs that it is configured to
   perform when egressing and ingressing native frames.



   The coding is efficient when both of the following apply:



   -  the VLAN IDs are compact (that is, they do not span a large
      numeric range), and



   -  the FGLs and VLAN IDs are paired in a monotonically increasing
      fashion.



                     1 1 1 1 1 1
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|       Type                    |                 (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|       Length                  |                 (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  RESV |   Starting VLAN ID    |                 (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Starting FGL                                | (3 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  Bit Map ...                                   (variable)
+‑+‑+‑+‑+‑+‑+‑+‑...



   o  Type: APPsub-TLV type, set to VLAN-FGL-Bitmap sub-TLV 19.



   o  Length: 5 + size of bit map in bytes.  If Length is less than 5,
      the APPsub-TLV is corrupt and MUST be ignored.



   o  RESV: 4 bits that MUST be sent as zero and ignored on receipt.



   o  Starting VLAN ID: Initial VLAN ID for the mapping information as
      discussed below.



   o  Starting FGL: Fine-Grained Label [RFC7172].



   o  Bit Map: Map of bits for VLAN-ID-to-FGL mappings.  The size of the
      bit map is Length minus 5.  If the size of the bit map is zero,
      no mappings are indicated.



Each bit in the Bit Map corresponds to a VLAN ID and to an FGL.
Bit 0 is for the VLAN whose ID appears in the Starting VLAN ID field
and the Fine‑Grained Label that appears in the FGL field.  Bit 1 is
for that VLAN ID plus 1 and that FGL plus 1 (treating VLAN IDs and
FGLs as unsigned integers) and so on, with Bit N generally being
Starting VLAN ID plus N and FGL plus N.



   If a Bit Map bit is a 1, it indicates that the advertising TRILL
   switch will map between the corresponding VLAN ID and FGL on
   ingressing native frames and egressing TRILL Data packets if it is
   Appointed Forwarder for the VLAN.  If a Bit Map bit is a 0, it does
   not indicate any configured mapping of the VLAN ID to the FGL.
   However, VLAN ID 0x000 and VLAN ID 0xFFF or any larger ID are
   invalid, and FGLs larger than 0xFFFFFF are invalid; any Bit Map bits
   that correspond to an illegal VLAN ID or an illegal FGL are ignored.




10.5. FGL-VLAN-Pairs APPsub-TLV

   The FGL-VLAN-Pairs APPsub-TLV provides a method for a TRILL switch to
   indicate a list of the mappings of FGLs to VLAN IDs that it is
   configured to perform when egressing and ingressing native frames.



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|       Type                    |                 (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|       Length                  |                 (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑=‑+‑...‑+‑+‑+
|   Mapping RECORD 1                            | (5 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑=‑+‑...‑+‑+‑+
|   Mapping RECORD 2                            | (5 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑=‑+‑...‑+‑+‑+
|      ...
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑=‑+‑...‑+‑+‑+
|   Mapping RECORD k                            | (5 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑=‑+‑...‑+‑+‑+



      Where a Mapping RECORD has the following structure:



+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  RESV |   VLAN ID             |                 (2 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|       FGL                                     | (3 bytes)
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   o  Type: APPsub-TLV type, set to VLAN-FGL-Pairs sub-TLV 20.



   o  Length: 5 * k.  If Length is not a multiple of 5, the APPsub-TLV
      is corrupt and MUST be ignored.



   o  RESV: 4 bits that MUST be sent as zero and ignored on receipt.



   o  VLAN ID: 12-bit VLAN label.



   o  FGL: Fine-Grained Label [RFC7172].



Each Mapping RECORD indicates that the originating TRILL switch is
configured to map between the FGL and VLAN given on egressing and
ingressing native frames.  However, VLAN ID 0x000 and VLAN ID 0xFFF
are invalid; any Mapping RECORD that corresponds to an illegal
VLAN ID is ignored.




11. Management Considerations

   This document primarily adds optional enhancements or optimizations.
   The only configuration parameters specified in this document are the
   number and frequency of copies of Port-Shutdown messages sent, as
   specified in Section 6.6.



   TRILL switch support of SNMPv3 is provided in the TRILL base protocol
   document [RFC6325].  MIBs have been specified in [RFC6850] and
   [RFC7784], but they do not include the configurable parameters
   specified herein.  It is anticipated that YANG modules will be
   specified for TRILL.
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Appendix A. VLAN Inhibition Example

   The per-VLAN inhibition timers (or the equivalent) are needed to be
   loop safe in the case of misconfigured bridges on a link.



   For a simple example, assume that RB1 and RB2 are the only RBridges
   on the link, that RB1 is higher priority to be the DRB, and that they
   both want VLAN 1 (the default) to be the Designated VLAN.  However,
   there is a bridge between them configured so that RB1 can see all the
   frames sent by RB2 but none of the frames from RB1 can get through
   to RB2.



   Both will think they are the DRB: RB1 because it is higher priority
   even though it sees the Hellos from RB2, and RB2 because it doesn't
   see the Hellos from RB1 and therefore thinks it is highest priority.



   Say RB1 chooses to act as Appointed Forwarder for VLANs 2 and 3 while
   RB2 chooses to act as Appointed Forwarder for VLANs 3 and 4.  There
   is no problem with VLANs 2 and 4, but if you do not do something
   about it, you could have a loop involving VLAN 3.  RB1 will see the
   Hellos that RB2 issues on VLAN 3 declaring itself Appointed
   Forwarder, so RB1 will be inhibited on VLAN 3.  RB2 does not see the
   Hellos issued by RB1 on VLAN 3, so RB2 will become uninhibited and
   will handle VLAN 3 native traffic.



However, this situation may change.  RB2 might crash, the bridge
might crash, RB2 might be reconfigured so it no longer tried to act
as Appointed Forwarder for VLAN 3, or other issues may occur.  So,
RB1 has to maintain a VLAN 3 inhibition timer, and if it sees
no Hellos from any other RBridge on the link claiming to be Appointed
Forwarder for VLAN 3 for a long enough time, then RB1 becomes
uninhibited for that VLAN on the port in question and can handle
end‑station traffic in VLAN 3.




Appendix B. Multi-Link VLAN Mapping Loop Example

   Assume that RBridges RB1 and RB2 have ports P1 and P2, respectively,
   that are both on Link L1 and that RBridges RB3 and RB4 have ports P3
   and P4, respectively, that are both on Link L2.  Assume further that
   P1 and P3 are Appointed Forwarders for VLAN-x and P2 and P4 are
   Appointed Forwarders for VLAN-y.  This situation is shown in the
   figure below.



  + ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ +
  |                                           |
  |                TRILL network              |
  |                                           |
  |  +‑‑‑+   +‑‑‑+             +‑‑‑+   +‑‑‑+  |
  + ‑|RB1|‑ ‑|RB2|‑ ‑ ‑ ‑ ‑ ‑ ‑|RB3|‑ ‑|RB4|‑ +
     +‑‑‑+   +‑‑‑+             +‑‑‑+   +‑‑‑+
    P1|       P2|             P3|       P4|
      |         |               |         |
      |x        |y              |x        |y
      |   +‑+   |               |   +‑+   |
L1 ‑‑‑+‑‑‑|M|‑‑‑+‑‑+‑‑‑   L2 ‑‑‑+‑‑‑|M|‑‑‑+‑‑‑
          +‑+      |                +‑+
                 +‑‑‑+
                 |ES1|
                 +‑‑‑+



   Further assume that L1 and L2 are each bridged LANs that include a
   device M, presumably a bridge, that maps VLAN-x into VLAN-y and
   VLAN-y into VLAN-x.



If end station ES1 originated a broadcast or other multi‑destination
frame in VLAN‑y, it would be ingressed by RB2.  (The frame would also
be mapped to VLAN‑x and ingressed by RB1, but we initially ignore
that.)  RB2 will flood the resulting TRILL Data packet through the
campus, and, at least in the broadcast and unknown unicast cases,
it will get to RB4, where it will be egressed to L2.  Inside L2, this
broadcast frame is mapped to VLAN‑x and then ingressed by RB3.  RB3
then floods the resulting TRILL Data packet through the campus, this
time with an Inner.VLAN of VLAN‑x, as a result of which it will be
egressed by RB1 into L1.  Inside L1, it will be mapped back to VLAN‑y
and then ingressed by RB2, completing the loop.  The packet will loop
indefinitely, because in native form on L1 and L2 it has no TRILL
Hop Count, and an indefinitely large number of copies will be
delivered to ES1 and any other end station so situated.  The same
problem would occur even if P1 and P2 were on the same RBridge and/or
P3 and P4 were on the same RBridge.  Actually, because the original
frame was also mapped to VLAN‑x inside L1 and ingressed by RB1, there
are two copies looping around in opposite directions.



   The use of Fine-Grained Labels [RFC7172] complicates but does not
   essentially change the potential problem.



This example shows why VLAN mapping between Appointed Forwarder ports
on a TRILL link is loop unsafe.  When such a situation is detected,
the DRB on the link changes Appointed Forwarders as necessary to
assure that a single RBridge port is Appointed Forwarder for all
VLANs involved in mapping.  This change makes the situation
loop safe.




Appendix C. Changes to RFCs 6325, 6439, and 7177

   This document updates [RFC6325], obsoletes [RFC6439], and updates
   [RFC7177].



   The change to [RFC6325], the TRILL base protocol, is as follows:



      Addition of mandatory support for E-L1CS FS-LSPs.



   Changes to [RFC6439], which this document obsoletes, are as follows:



   1. Specification of APPsub-TLVs and procedures to be used in

      E-L1CS FS-LSP forwarder appointments.



   2. Incorporation of updates to [RFC6439] that appeared in Section 10
      of RFC 7180, which has been obsoleted by [RFC7780].  They appear
      primarily in Section 4 of this document.



   3. Addition of an optional FGL-VLAN consistency check feature,
      including specification of APPsub-TLVs.



   4. Deletion of references to the October 2011 version of the document
      "RBridges: Campus VLAN and Priority Regions"
      (draft-ietf-trill-rbridge-vlan-mapping), which has been dropped by
      the TRILL WG.



   5. Addition of the Port-Shutdown message.



   6. Elimination of the requirement that the DRB not send appointments
      in Hellos until its DRB inhibition timer has expired.  This was an
      unnecessary safety precaution that is pointless, given that
      appointments in E-L1CS FS-LSPs are immediately visible.



   7. Addition of three optional methods (Section 3.2) to optimize
      (reduce) inhibition time under various circumstances.



   8. Editorial changes.



   Changes to [RFC7177] are as follows:



      As provided in Section 6, TRILL switches SHOULD treat the
      reception of a Port-Shutdown RBridge Channel message from RB1
      listing port P1 as if it were an event A3 as specified in
      [RFC7177], resulting in transition of any adjacency to P1 to the
      Detect state.
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Abstract
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1. Introduction

   [RFC7067] gives a problem statement and high-level design for using
   directory servers to assist TRILL [RFC6325] [RFC7780] edge nodes in
   reducing multi-destination ARP / Neighbor Discovery (ND) [ARPND],
   reducing unknown unicast flooding traffic, and improving security
   against address spoofing within a TRILL campus.  Because
   multi-destination traffic becomes an increasing burden as a network
   scales up in number of nodes, reducing ARP/ND and unknown unicast
   flooding improves TRILL network scalability.  This document describes
   specific mechanisms for TRILL directory servers.



   The information held by the directory or directories is address
   mapping and reachability information -- most commonly, what MAC
   (Media Access Control) address [RFC7042] corresponds to an IP address
   within a Data Label (VLAN or FGL (Fine-Grained Label) [RFC7172]) and
   the egress TRILL switch (RBridge), and, optionally, what specific
   port on that TRILL switch, from which that MAC address is reachable.
   But it could be what IP address corresponds to a MAC address or
   possibly other address mapping or reachability information.



   The mechanism used to initially populate directory data in primary
   servers is beyond the scope of this document.  A primary server can
   use the Push Directory service to provide directory data to secondary
   servers, as described in Section 2.6.  In the data-center
   environment, it is common for orchestration software to know and
   control where all the IP addresses, MAC addresses, and VLANs/tenants
   are in a data center.  Thus, such orchestration software can be
   appropriate for providing the directory function or for supplying the
   directory or directories with directory information.



   Efficient routing of unicast traffic in a TRILL campus assumes that
   the mapping of destination MAC addresses to edge RBridges is stable
   enough that the default data-plane learning of TRILL and/or the use
   of directories reduces to an acceptable level the need to flood
   packets where the location of the destination is unknown.  Although
   not prohibited, "ephemeral" MAC addresses are unlikely to be used in
   such an environment.  Directories need not be complete, and in the
   case that any ephemeral MAC addresses were in use, they would
   probably not be included in directory information.



   Directory services can be offered in a Push Mode, Pull Mode, or both
   [RFC7067] at the discretion of the server.  Push Mode, in which a
   directory server pushes information to TRILL switches indicating
   interest, is specified in Section 2.  Pull Mode, in which a TRILL
   switch queries a server for the information it wants, is specified in
   Section 3.  More detail on modes of operation, including hybrid
   Push/Pull, are provided in Section 4.




1.1. Uses of Directory Information

   A TRILL switch can consult directory information whenever it wants by
   (1) searching through information that has been retained after being
   pushed to it or pulled by it or (2) requesting information from a
   Pull Directory.  However, the following are expected to be the most
   common circumstances leading to the use of directory information.
   All of these are cases of ingressing (or originating) a native frame.



   1. ARP requests and replies [RFC826] are normally broadcast.  But a
      directory-assisted edge TRILL switch could intercept ARP messages
      and reply if the TRILL switch has the relevant information
      [ARPND].



   2. IPv6 ND [RFC4861] requests and replies are normally multicast.
      Except in the case of Secure Neighbor Discovery (SEND) [RFC3971],
      where possession of the right keying material might be required, a
      directory-assisted edge TRILL switch could intercept ND messages
      and reply if the TRILL switch has the relevant information
      [ARPND].



   3. Unknown destination MAC addresses normally cause a native frame to
      be flooded.  An edge TRILL switch ingressing a native frame
      necessarily has to determine if it knows the egress RBridge from
      which the destination MAC address of the frame (in the frame's
      VLAN or FGL) is reachable.  It might have learned that information
      from the directory or could query the directory if it does not
      know it.  Furthermore, if the edge TRILL switch has complete
      directory information, it can detect a forged source MAC or IP
      address in any native frame and discard the frame if it finds such
      a forged address.



   4. RARP [RFC903] (Reverse ARP) is similar to ARP (item 1 above).




1.2. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in
   BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.



   The terminology and abbreviations of [RFC6325] are used herein, along
   with the following:



   AFN: Address Family Number

      (http://www.iana.org/assignments/address-family-numbers/).



   CSNP Time: Complete Sequence Number Protocol Data Unit (PDU) time.

      See ESADI [RFC7357] and Section 7.1 below.



   Data Label: VLAN or FGL.



   ESADI: End Station Address Distribution Information [RFC7357].



   FGL: Fine-Grained Label [RFC7172].



   FR: Flood Record flag bit.  See Section 3.2.1.



   Host: A physical server or a virtual machine.  A host must have a MAC

      address and usually has at least one IP address.



   Interested Labels sub-TLV: Short for "Interested Labels and Spanning

      Tree Roots sub-TLV" [RFC7176].



   Interested VLANs sub-TLV: Short for "Interested VLANs and Spanning

      Tree Roots sub-TLV" [RFC7176].



   IP: Internet Protocol.  In this document, IP includes both IPv4

      and IPv6.



   MAC address: Media Access Control address [RFC7042].



   MacDA: Destination MAC address.



   MacSA: Source MAC address.



   OV: Overflow flag bit.  See Section 3.2.2.1.



   PDSS: Push Directory Server Status.  See Sections 2 and 7.1.



   Primary server: A directory server that obtains the information it is

      providing by a reliable mechanism designed to assure the freshness
      of that information.  This mechanism is outside the scope of this
      document.  (See "Secondary server" below.)



   PUL: Pull Directory flag bit.  See Sections 3 and 7.3.



   RBridge: An alternative name for a TRILL switch.



   Secondary server: A directory server that obtains the information it

      is providing from one or more primary servers.



   TLV: Type, Length, Value.



   TRILL: Transparent Interconnection of Lots of Links or Tunneled

      Routing in the Link Layer.



   TRILL switch: A device that implements the TRILL protocol.




2. Push Model Directory Assistance Mechanisms

   In the Push Model [RFC7067], one or more Push Directory servers
   reside at TRILL switches and "push down" the address mapping
   information for the various addresses associated with end-station
   interfaces and the TRILL switches from which those interfaces are
   reachable [RFC7961].  This service is scoped by Data Label (VLAN or
   FGL [RFC7172]).  A Push Directory advertises when, for a Data Label,
   it is configured to be a directory having complete information and
   also has actually pushed all the information it has.  It might be
   pushing only a subset of the mapping and/or reachability information
   for a Data Label.  The Push Model uses the ESADI [RFC7357] protocol
   as its distribution mechanism.



   With the Push Model, if complete address mapping information for a
   Data Label is being pushed, a TRILL switch (RBridge) that has that
   complete information and is ingressing a native frame can simply drop
   the frame if the destination unicast MAC address can't be found in
   the mapping information available, instead of flooding the frame
   (ingressing it as an unknown MAC destination TRILL Data frame).  But
   this will result in lost traffic if the ingress TRILL switch's
   directory information is incomplete.




2.1. Requesting Push Service

   In the Push Model, it is necessary to have a way for a TRILL switch
   to subscribe to information from the directory server(s).  TRILL
   switches simply use the ESADI [RFC7357] protocol mechanism to
   announce, in their core IS-IS Link State PDUs (LSPs), the Data Labels
   for which they are participating in ESADI by using the Interested
   VLANs sub-TLV [RFC7176] and/or the Interested Labels sub-TLV
   [RFC7176].  This will cause the directory information to be pushed to
   them for all such Data Labels that are being served by the one or
   more Push Directory servers.




2.2. Push Directory Servers

Push Directory servers advertise, through ESADI, their availability
to push the mapping information for a particular Data Label by
setting the PDSS in their ESADI‑Parameter APPsub‑TLV for that ESADI
instance (see [RFC7357] and Section 7.1) to a non‑zero value.  This
PDSS field setting is visible to other ESADI participants, including
other Push Directory servers, for that Data Label.  Each Push
Directory server MUST participate in ESADI for the Data Labels for
which it will push mappings and set the PDSS field in its
ESADI‑Parameter APPsub‑TLV for that Data Label.  For increased
robustness, increased bandwidth capability, and improved locality, it
is useful to have multiple Push Directory servers for each
Data Label.  Each Push Directory server is configured with a
number N, which is in the range 1 through 8 and defaults to 2, for
each Data Label for which it can push directory information (see
"PushDirServers" in Section 2.7).  If the Push Directory servers for
a Data Label are configured consistently with the same N and at least
N servers are available, then N copies of that directory will be
pushed.



   Each Push Directory server also has a configurable 8-bit priority
   (PushDirPriority) to be Active, which defaults to 0x3F (see
   Section 2.7).  This priority is treated as an unsigned integer, where
   the larger magnitude means higher priority.  This priority appears in
   its ESADI-Parameter APPsub-TLV (see Section 7.1).  In the case of a
   tie in this configurable priority, the System ID of the TRILL switch
   acting as the server is used as a tiebreaker and is treated as an
   unsigned 6-byte integer, where the larger magnitude indicates higher
   priority.



For each Data Label it can serve, each Push Directory server checks
to see if there appear to be enough higher‑priority servers to push
the desired number of copies.  It does this by ordering, by priority,
the Push Directory servers whose advertisements are present in the
ESADI link‑state database for that Data Label and that are
data reachable [RFC7780] as indicated by its IS‑IS link‑state
database.  The Push Directory server then determines its own position
in that order.  If a Push Directory server's configuration indicates
that N copies of the mappings for a Data Label should be pushed and
the server finds that it is number K in the priority ordering (where
number 1 in the ordered list is highest priority and the last is



   lowest priority), then if K is less than or equal to N, the Push
   Directory server is Active.  If K is greater than N, it is Stand-By.
   Active and Stand-By behavior are specified below in Section 2.3.



   For a Push Directory to reside on an end station, one or more TRILL
   switches locally connected to that end station must proxy for the
   Push Directory server and advertise themselves in ESADI as Push
   Directory servers.  It appears to the rest of the TRILL campus that
   these TRILL switches (that are proxying for the end station) are the
   Push Directory server(s).  The protocol between such a Push Directory
   end station and the one or more proxying TRILL switches acting as
   Push Directory servers is beyond the scope of this document.




2.3. Push Directory Server State Machine

   The subsections below describe the states, events, and corresponding
   actions for Push Directory servers.



   The meanings of possible values of the PDSS field in a Push
   Directory's ESADI-Parameter APPsub-TLV are summarized in the table
   below.



PDSS         Meaning
‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
  0     Not a Push Directory server
  1     Push Directory server in Stand‑By Mode
  2     Push Directory server in Active Mode but not complete
  3     Push Directory server in Active Mode that has pushed
        complete data




2.3.1. Push Directory States

   A Push Directory server is in one of seven states, as listed below,
   for each Data Label it can serve.  The name of each state is followed
   by a symbol that starts and ends with an angle bracket (for example,
   "<S1>") and represents the state.  The value that the Push Directory
   server advertises in the PDSS is determined by the state.  In
   addition, it has an internal State-Transition-Time variable for each
   Data Label it serves that is set at each state transition and that
   enables it to determine how long it has been in its current state for
   that Data Label.



Down <S1>: A completely shut down virtual state, defined for
   convenience in specifying state diagrams.  A Push Directory server
   in this state does not advertise any Push Directory data.  It may
   be participating in ESADI [RFC7357] with the PDSS field set to 0
   in its ESADI‑Parameter APPsub‑TLV, or it might not be
   participating in ESADI at all.  All states other than the Down
   state are considered to be Up states and imply a non‑zero
   PDSS field.



   Stand-By <S2>: No Push Directory data is advertised.  Any outstanding

      ESADI-LSP fragments containing directory data are updated to
      remove that data, and if the result is an empty fragment (contains
      nothing except possibly an Authentication TLV), the fragment is
      purged.  The Push Directory participates in ESADI [RFC7357] and
      advertises its ESADI fragment zero that includes an
      ESADI-Parameter APPsub-TLV with the PDSS field set to 1.



   Active <S3>: The Push Directory participates in ESADI [RFC7357] and

      advertises its ESADI fragment zero that includes an
      ESADI-Parameter APPsub-TLV with the PDSS field set to 2.  It also
      advertises its directory data and any changes through ESADI
      [RFC7357] in its ESADI-LSPs, using the Interface Addresses
      APPsub-TLV [RFC7961], and updates that information as it changes.



   Active Completing <S4>: The same behavior as the Active state, except

      that the server responds differently to events.  The purpose of
      this state is to be sure that there has been enough time for
      directory information to propagate to subscribing edge TRILL
      switches (see "Time Condition", as defined in Section 2.3.2)
      before the directory server advertises that the information is
      complete.



   Active Complete <S5>: The same behavior as Active, except that the

      PDSS field in the ESADI-Parameter APPsub-TLV is set to 3 and the
      server responds differently to events.



   Going Stand-By Was Complete <S6>: The same behavior as Active, except

      that the server responds differently to events.  The purpose of
      this state is to be sure that the information indicating that the
      directory will no longer be complete has enough time to propagate
      to edge TRILL switches (see "Time Condition" in Section 2.3.2)
      before the directory server stops advertising updates to the
      information.  (See note below.)



   Active Uncompleting <S7>: The same behavior as Active, except that it

      responds differently to events.  The purpose of this state is to
      be sure that the information indicating that the directory will no
      longer be complete has enough time to propagate to edge TRILL
      switches (see "Time Condition" in Section 2.3.2) before the
      directory server might stop advertising updates to the
      information.  (See note below.)



      Note: It might appear that a Push Directory could transition
      directly from Active Complete to Active, since the Active state
      continues to advertise updates, eliminating the need for the
      Active Uncompleting transition state.  But consider the case of
      the Push Directory that was complete being configured to be
      incomplete and then the Stand-By Condition (see Section 2.3.2)
      occurring shortly thereafter.  If the first of these two events
      caused the server to transition directly to the Active state,
      then later, when the Stand-By Condition occurred, it would
      immediately transition to Stand-By and stop advertising updates
      even though there might not have been enough time for knowledge of
      its incompleteness to have propagated to all edge TRILL switches.



   The following table lists each state and its corresponding PDSS
   value:



 State                                 PDSS
‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑      ‑‑‑‑‑‑
Down <S1>                               0
Stand‑By <S2>                           1
Active <S3>                             2
Active Completing <S4>                  2
Active Complete <S5>                    3
Going Stand‑By Was Complete <S6>        2
Active Uncompleting <S7>                2




2.3.2. Push Directory Events and Conditions

   Three auxiliary conditions, referenced later in this subsection, are
   defined as follows:



The Activate Condition: In order to have the desired number of Push
   Directory servers pushing data for Data Label X, this Push
   Directory server should be active.  This is determined by the
   server finding that (a) it is priority K among the data‑reachable
   Push Directory servers (where the highest‑priority server is 1)
   for Data Label X, (b) it is configured that there should be
   N copies pushed for Data Label X, and (c) K is less than or equal
   to N.  For example, the Push Directory server is configured so
   that two copies should be pushed and finds that it is priority 1
   or 2 among the Push Directory servers that are visible in its
   ESADI link‑state database and that are data reachable, as
   indicated by its IS‑IS link‑state database.



   The Stand-By Condition: In order to have the desired number of Push

      Directory servers pushing data for Data Label X, this Push
      Directory server should be Stand-By (not Active).  This is
      determined by the server finding that (a) it is priority K among
      the data-reachable Push Directory servers (where the
      highest-priority server is 1) for Data Label X, (b) it is
      configured that there should be N copies pushed for Data Label X,
      and (c) K is greater than N.  For example, the Push Directory
      server is configured so that two copies should be pushed and finds
      that it is priority 3 or lower priority (higher number) among the
      available Push Directory servers.



   The Time Condition: The Push Directory server has been in its current

      state for a configurable amount of time (PushDirTimer) that
      defaults to twice its CSNP (Complete Sequence Number PDU) time
      (see Sections 2.7 and 7.1).



   The events and conditions listed below cause state transitions in
   Push Directory servers.



   1. The Push Directory server comes up.



   2. The Push Directory server or the TRILL switch on which it resides
      is being shut down.  This is a persistent condition, unless the
      shutdown is canceled.  So, for example, a Push Directory server in
      the Going Stand-By Was Complete state does not transition out of
      that state due to this condition but, after (1) the Time Condition
      is met and (2) the directory transitions to Stand-By and then
      performs the actions required there (such as purging LSPs),
      continues to the Down state if this condition is still true.
      Similar comments apply to events/conditions 3, 4, and 5.



   3. The Activate Condition is met, and the server's configuration
      indicates that it does not have complete data.



   4. The Stand-By Condition is met.



   5. The Activate Condition is met, and the server's configuration
      indicates that it has complete data.



   6. The server's configuration is changed to indicate that it does not
      have complete data.



   7. The Time Condition is met.




2.3.3. State Transition Diagram and Table

   The state transition table is as follows:



     |    |        |      |  Active  | Active |   Going    |   Active
State|Down|Stand‑By|Active|Completing|Complete|  Stand‑By  |Uncompleting
‑‑‑‑‑+    |        |      |          |        |Was Complete|
Event|<S1>|  <S2>  | <S3> |   <S4>   |  <S5>  |    <S6>    |    <S7>
‑‑‑‑‑+‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑
  1  |<S2>|  N/A   | N/A  |   N/A    |  N/A   |  N/A       |    N/A
  2  |<S1>|  <S1>  | <S2> |   <S2>   |  <S6>  |  <S6>      |    <S7>
  3  |<S1>|  <S3>  | <S3> |   <S3>   |  <S7>  |  <S3>      |    <S7>
  4  |<S1>|  <S2>  | <S2> |   <S2>   |  <S6>  |  <S6>      |    <S6>
  5  |<S1>|  <S4>  | <S4> |   <S4>   |  <S5>  |  <S5>      |    <S5>
  6  |<S1>|  <S2>  | <S3> |   <S3>   |  <S7>  |  <S6>      |    <S7>
  7  |<S1>|  <S2>  | <S3> |   <S5>   |  <S5>  |  <S2>      |    <S3>



   The above state table is equivalent to the following transition
   diagram:



+‑‑‑‑‑‑‑‑‑‑‑+
| Down <S1> |<‑‑‑‑‑‑‑‑‑+
+‑‑‑‑‑‑‑‑‑‑‑+          |
  |1  ^   | 3,4,5,6,7  |
  |   |   +‑‑‑‑‑‑‑‑‑‑‑‑+
  V   |2
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Stand‑By <S2> |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    ^   ^            ^                 |
  |5   |3  |1,4,6,7  |   |            |                 |
  |    |   +‑‑‑‑‑‑‑‑‑+   |            |                 |
  |    V                 |2,4         |                 |
  |  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+          |                 |
  |  | Active <S3>         |<‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑+   |
  |  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+     ^    |             |   |
  |   |5  ^    |1,3,6,7  ^       |    |             |   |
  |   |   |    |         |       |    |             |   |
  |   |   |    +‑‑‑‑‑‑‑‑‑+       |    |             |   |
  |   |   |                      |    |             |   |
  V   V   |3,6                   |    |             |   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+       |    |             |   |
| Active Completing <S4> |‑‑‑‑‑‑‑‑‑‑‑‑+             |   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ 2,4   |                  |   |
  |7  |1,5    ^                  |                  |   |
  |   |       |                  |                  |   |
  |   +‑‑‑‑‑‑‑+                  |                  |   |
  |                              |                  |   |
  |        +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |   |
  |        |                     |              |   |   |
  V        V                     |7             |5  |3  |7
+‑‑‑‑‑‑‑‑‑‑‑‑‑+ 3,6    +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ 4  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|    Active   |‑‑‑‑‑‑‑>|     Active     |‑‑‑>| Going Stand‑By |
|   Complete  |        |  Uncompleting  |    |  Was Complete  |
|     <S5>    |<‑‑‑‑‑‑‑|      <S7>      |    |      <S6>      |
+‑‑‑‑‑‑‑‑‑‑‑‑‑+      5 +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
 |1,5,7  ^  |2,4         |1,2,3,6     ^        ^   |1,2,4,6 ^
 |       |  |            |            |        |   |        |
 +‑‑‑‑‑‑‑+  |            +‑‑‑‑‑‑‑‑‑‑‑‑+        |   +‑‑‑‑‑‑‑‑+
            |                                  |
            +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                    Figure 1: Push Server State Diagram




2.4. End Stations and Push Directories

   End-station hosting and end-station use of Push Directories are
   outside the scope of this document.  Push Directory information
   distribution is accomplished using ESADI [RFC7357], which does not
   operate to end stations.  In the future, ESADI might be extended to
   operate to end stations, or some other method, such as BGP, might be
   specified as a way to support end-station hosting or end-station use
   of Push Directories.




2.5. Additional Push Details

   Push Directory mappings can be distinguished from other data
   distributed through ESADI, because mappings are distributed only with
   the Interface Addresses APPsub-TLV [RFC7961] and are flagged in that
   APPsub-TLV as being Push Directory data.



   TRILL switches, whether or not they are Push Directory servers, MAY
   continue to advertise any locally learned MAC attachment information
   in ESADI [RFC7357] using the MAC-Reachability TLV [RFC6165].
   However, if a Data Label is being served by complete Push Directory
   servers, advertising such a locally learned MAC attachment generally
   SHOULD NOT be done, as it would not add anything and would just waste
   bandwidth and ESADI link-state space.  An exception might be when a
   TRILL switch learns local MAC connectivity and that information
   appears to be missing from the directory mapping.



Because a Push Directory server needs to advertise interest in one or
more Data Labels even though it might not want to receive
multi‑destination TRILL Data packets in those Data Labels, the
"No Data" (NOD) flag bit is provided, as discussed in Section 3.8.



   When a Push Directory server is no longer data reachable [RFC7780],
   as indicated by the IS-IS link-state database, other TRILL switches
   MUST ignore any Push Directory data from that server, because it is
   no longer being updated and may be stale.



   The nature of dynamic distributed asynchronous systems is such that
   it is impossible for a TRILL switch receiving Push Directory
   information to be absolutely certain that it has complete
   information.  However, it can obtain a reasonable assurance of
   complete information by requiring that two conditions be met:



   1. The PDSS field is 3 in the ESADI fragment zero from the server for
      the relevant Data Label.



   2. As far as it can tell, it has had continuous data connectivity to
      the server for a configurable amount of time that defaults to
      twice the server's CSNP time (see "PushDirTimer" in Section 2.7).



   Condition 2 is necessary because a client TRILL switch might be just
   coming up and receive an ESADI-LSP meeting the requirement in
   condition 1 above but has not yet received all of the ESADI-LSP
   fragments from the Push Directory server.



   Likewise, due to various delays, when an end station connects to or
   disconnects from the campus, there are timing differences between
   such a connection or disconnection, the update of directory
   information at the directory, and the update of directory information
   at any particular RBridge in the TRILL campus.  Thus, there is
   commonly a small window during which an RBridge using directory
   information might either (1) drop or unnecessarily flood a frame as
   having an unknown unicast destination or (2) encapsulate a frame to
   an edge RBridge where the end station is no longer connected when the
   frame arrives at that edge RBridge.



   There may be conflicts between mapping information from different
   Push Directory servers or conflicts between locally learned
   information and information received from a Push Directory server.
   In cases of such conflicts, information with a higher confidence
   value [RFC6325] [RFC7961] is preferred over information with a lower
   confidence value.  In cases of equal confidence values, Push
   Directory information is preferred to locally learned information,
   and if information from Push Directory servers conflicts, the
   information from the higher-priority Push Directory server is
   preferred.




2.6. Providing Secondary Servers with Data from a Primary Server

   A secondary Push or Pull Directory server is one that obtains its
   data from a primary directory server.  Such systems, where some
   directory servers can be populated from others, have been found
   useful for multiple-server directory applications -- for example, in
   the DNS, where it is the normal case that some authoritative servers
   (secondary servers) are populated with data from other authoritative
   servers (primary servers).



Other techniques MAY be used, but by default, this data transfer
occurs through the primary server acting as a Push Directory server
for the Data Labels involved, while the secondary directory server
takes the pushed data it receives from the highest‑priority Push
Directory server and re‑originates it.  Such a secondary server
may be a Push Directory server, a Pull Directory server, or both for
any particular Data Label.  Because the data from a secondary server



   will necessarily be at least a little less fresh than that from a
   primary server, it is RECOMMENDED that the re-originated secondary
   server's data be given a confidence level at least one less than that
   of the data as received from the primary server (or unchanged if it
   is already of minimum confidence).




2.7. Push Directory Configuration

   The following configuration parameters, per Data Label, are available
   for controlling Push Directory behavior:



      Name          Range/Setting     Default       Section
‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑     ‑‑‑‑‑‑‑‑‑‑‑‑‑    ‑‑‑‑‑‑‑‑‑    ‑‑‑‑‑‑‑‑‑‑‑‑
PushDirService         true/false        false    2.2
PushDirServers                1‑8            2    2.2
PushDirPriority             0‑255         0x3F    2.2
PushDirComplete        true/false        false    2.3.1, 2.3.2
PushDirTimer                1‑511     2 * CSNP    2.3.2, 2.5



   PushDirService is a boolean.  When false, Push Directory service is
   not provided; when true, it is.



   PushDirComplete is a boolean.  When false, the server never indicates
   that the information it has pushed is complete; when true, it does so
   indicate after pushing all the information it knows.



   PushDirTimer defaults to two times the ESADI-CSNP configuration value
   but not less than 1 second.




3. Pull Model Directory Assistance Mechanisms

   In the Pull Model [RFC7067], a TRILL switch (RBridge) pulls directory
   information from an appropriate directory server when needed.



   A TRILL switch that makes use of Pull Directory services must
   implement appropriate connections between its directory utilization
   and its link-state database and link-state updating.  For example,
   Pull Directory servers for a particular Data Label X are found by
   looking in the core TRILL IS-IS link-state database for
   data-reachable [RFC7780] TRILL switches that advertise themselves by
   setting the Pull Directory flag (PUL) to 1 in their Interested VLANs
   sub-TLV or Interested Labels sub-TLV (see Section 7.3) for that Data
   Label.  The set of such switches can change with configuration
   changes by network management, such as the following:



   o  the startup or shutdown of Pull Directory servers



   o  changes in network topology, such as the connection or
      disconnection of TRILL switches that are Pull Directory servers



   o  network partition or merger



   As described in Section 3.7, a TRILL switch MUST be able to detect
   that a Pull Directory from which it has cached data is no longer
   data reachable so that it can discard such cached data.



   If multiple data-reachable TRILL switches indicate in the link-state
   database that they are Pull Directory servers for a particular Data
   Label, pull requests can be sent to any one or more of them, but it
   is RECOMMENDED that pull requests be preferentially sent to the
   server or servers that are lowest cost from the requesting TRILL
   switch.



   Pull Directory requests are sent by encapsulating them in an RBridge
   Channel [RFC7178] message using the Pull Directory channel protocol
   number (see Section 7.2).  Responses are returned in an RBridge
   Channel message using the same channel protocol number.  See
   Section 3.2 for Query and Response Message formats.  For cache
   consistency or notification purposes, Pull Directory servers, under
   certain conditions, MUST send unsolicited Update Messages to client
   TRILL switches they believe may be holding old data.  Those clients
   can acknowledge such updates, as described in Section 3.3.  All these
   messages have a common header, as described in Section 3.1.  Errors
   are returned as described in Section 3.6.



   The requests to Pull Directory servers are typically derived from
   ingressed ARP [RFC826], ND [RFC4861], RARP [RFC903], or SEND
   [RFC3971] messages, or data frames with unknown unicast destination
   MAC addresses, intercepted by an ingress TRILL switch, as described
   in Section 1.1.



   Pull Directory responses include an amount of time for which the
   response should be considered valid.  This includes negative
   responses that indicate that no data is available.  It is RECOMMENDED
   that both positive responses with data and negative responses be
   cached and used to locally handle ARP, ND, RARP, unknown destination
   MAC frames, or the like [ARPND], until the responses expire.  If
   information previously pulled is about to expire, a TRILL switch MAY
   try to refresh it by issuing a new pull request but, to avoid
   unnecessary requests, SHOULD NOT do so unless it has been recently
   used.  The validity timer of cached Pull Directory responses is NOT
   reset or extended merely because that cache entry is used.




3.1. Pull Directory Message: Common Format

   All Pull Directory messages are transmitted as the Channel
   Protocol-specific payload of RBridge Channel messages [RFC7178].
   Pull Directory messages are formatted as described herein, starting
   with the following common 8-byte header:



                     1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  Ver  | Type  | Flags | Count |      Err      |    SubErr     |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                        Sequence Number                        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Type Specific Payload ‑ variable length
+‑+‑+‑ ...



      Ver: Version of the Pull Directory protocol.  An unsigned integer.

         Version 0 (zero) is specified in this document.  See
         Section 3.1.1 for a discussion of version negotiation.



      Type: The Pull Directory message type, as follows:



Type   Section    Name
‑‑‑‑   ‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑
   0    ‑         Reserved
   1    3.2.1     Query
   2    3.2.2     Response
   3    3.3.1     Update
   4    3.3.2     Acknowledge
5‑14    ‑         Unassigned
  15    ‑         Reserved



      Flags: Four flag bits whose meaning depends on the Pull Directory

         message type.  Flags whose meanings are not specified are
         reserved, MUST be sent as zero, and MUST be ignored on receipt.



      Count: Some Pull Directory message types specified herein have

         zero or more occurrences of a Record as part of the
         type-specific payload.  The Count field is the number of
         occurrences of that Record and is expressed as an unsigned
         integer.  For any Pull Directory messages not structured with
         such occurrences, this field MUST be sent as zero and ignored
         on receipt.



      Err, SubErr: A two-part error code.  These fields are only used in

         Reply Messages.  In messages that are requests or updates,
         these fields MUST be sent as zero and ignored on receipt.  An
         Err field containing the value zero means no error.  The
         meaning of values in the SubErr field depends on the value of
         the Err field, but in all cases, a zero SubErr field is allowed
         and provides no additional information beyond the value of the
         Err field.



      Sequence Number: An identifying 32-bit quantity set by the TRILL

         switch sending a request or other unsolicited message and
         returned in every corresponding reply or acknowledgment.  It is
         used to match up responses with the message to which they
         respond.



      Type Specific Payload: Format depends on the Pull Directory

         message type.




3.1.1. Version Negotiation

   The version number (Ver) in the Pull Directory message header is
   incremented for a future version with changes such that TRILL
   directory messages cannot be parsed correctly by an earlier version.
   Ver is not incremented for minor changes such as defining a new field
   value for an existing field.



   Pull Directory messages come in pairs (Request-Response,
   Update-Acknowledgment).  The version number in the Request/Update
   (Ver1) indicates the format of that message and the format of the
   corresponding returned Response/Acknowledgment.  The version number
   in the returned Response/Acknowledgment (Ver2) indicates the highest
   version number that the sender of that Response/Acknowledgment
   understands.



   In the most common case -- a well-configured network -- Ver1 and Ver2
   will be equal.



   If Ver2 is less than Ver1, the returned Response/Acknowledgment will
   be an error message saying that the version is not understood.



   If Ver2 is greater than Ver1 and the responder understands Ver1, it
   responds normally in Ver1 format.  However, if the responder does not
   understand Ver1, it MUST send a "Version not understood" error
   message (Section 3.6.2) correctly formatted for Ver1.  Thus, all
   implementations that support some version X MUST be able to send a
   Version not understood error message correctly formatted for all
   lower versions down to version 0.




3.2. Pull Directory Query and Response Messages

   The formats of Pull Directory Query Messages and Pull Directory
   Response Messages are specified in Sections 3.2.1 and 3.2.2.1,
   respectively.




3.2.1. Pull Directory Query Message Format

   A Pull Directory Query Message is sent as the Channel
   Protocol-specific content of an RBridge Channel message [RFC7178]
   TRILL Data packet or as a native RBridge Channel data frame (see
   Section 3.5).  The Data Label of the packet is the Data Label in
   which the query is being made.  The priority of the RBridge Channel
   message is a mapping of the priority of the ingressed frame that
   caused the query.  The default mapping depends, per Data Label, on
   the strategy (see Section 4) or a configured priority (see
   "DirGenQPriority" in Section 3.9) for generated queries.  (Generated
   queries are those queries that are not the result of a mapping -- for
   example, a query to refresh a cache entry.)  The Channel
   Protocol-specific data is formatted as a header and a sequence of
   zero or more QUERY Records as follows:



                     1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  Ver  | Type  | Flags | Count |      Err      |    SubErr     |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                        Sequence Number                        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| QUERY 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...
| QUERY 2
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...
| ...
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...
| QUERY K
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...



      Ver, Sequence Number: See Section 3.1.



      Type: 1 for Query.  Queries received by a TRILL switch that is not

         a Pull Directory for the relevant Data Label result in an error
         response (see Section 3.6) unless inhibited by rate limiting.
         (See [RFC7178] for information on the Response Message that is
         generated if the recipient implements the RBridge Channel
         features but does not implement the Pull Directory RBridge
         Channel Protocol.)



      Flags, Err, and SubErr: MUST be sent as zero and ignored on

         receipt.



      Count: Count is the number of QUERY Records present.  A

         Query Message Count of 0 is explicitly allowed, for the purpose
         of pinging a Pull Directory server to see if it is responding.
         On receipt of such an empty Query Message, a Response Message
         that also has a Count of 0 is returned unless inhibited by rate
         limiting.



      QUERY: Each QUERY Record within a Pull Directory Query Message is

         formatted as follows:



    0  1  2  3  4  5  6  7  8  9 10 11 12 13 14 15
  +‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
  |        SIZE           |FR|  RESV  |   QTYPE   |
  +‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
If QTYPE = 1
  +‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
  |                      AFN                      |
  +‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
  |  Query Address ...
  +‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑...
If QTYPE = 2 or 5
  +‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
  |  Query Frame ...
  +‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑...



         SIZE: Size of the QUERY Record in bytes, expressed as an

            unsigned integer and not including the SIZE field and
            following byte.  A value of SIZE so large that the material
            doesn't fit in the Query Message indicates a malformed
            QUERY Record.  A QUERY Record with such an illegal SIZE
            value, and any subsequent QUERY Records, MUST be ignored,
            and the entire Query Message MAY be ignored.



         FR: The Flood Record flag.  Ignored if QTYPE is 1.  If QTYPE is

            2 or 5 and the directory information sought is not found,
            the frame provided is flooded; otherwise, it is not
            forwarded.  See Section 3.2.2.2.  For QTYPEs other than 2 or
            5, the FR flag has no effect.



         RESV: A block of three reserved bits.  MUST be sent as zero and

            ignored on receipt.



         QTYPE: There are several types of QUERY Records currently

            defined in two classes, as follows: (1) a QUERY Record that
            provides an explicit address and asks for all addresses for
            the interface specified by the Query Address and (2) a
            QUERY Record that includes a frame.  The fields of each are
            specified below.  Values of QTYPE are as follows:



QTYPE   Description
‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
   0    Reserved
   1    Address query
   2    Frame query
 3‑4    Unassigned
   5    Unknown unicast MAC Query Frame
6‑14    Unassigned
  15    Reserved



         AFN: Address Family Number of the Query Address.



         Query Address: The query is asking for any other addresses, and

            the nickname of the TRILL switch from which they are
            reachable, that correspond to the same interface as this
            address, within the Data Label of the query of the address
            provided.  A typical Query Address would be something like
            the following:



            1. A 48-bit MAC address, with the querying TRILL switch
               primarily interested in either



               a. the RBridge by which that MAC address is reachable, so
                  that the querying RBridge can forward an unknown
                  (before the query) destination MAC address native
                  frame as a unicast TRILL Data packet rather than
                  flooding it, or



               b. the IP address corresponding to the MAC address, so
                  that the RBridge can locally respond to a RARP
                  [RFC903] native frame.



            2. An IPv4 or IPv6 address, with the querying RBridge
               interested in the corresponding MAC address so it can
               locally respond to an ARP [RFC826] or ND [RFC4861] native
               frame [ARPND].



            But the Query Address could be some other address type for
            which an AFN has been assigned, such as a 64-bit MAC address
            [RFC7042] or a CLNS (connectionless-mode network service)
            [X.233] address.



         Query Frame: Where a QUERY Record is the result of an ARP, ND,

            RARP, SEND, or unknown unicast MAC destination address, the
            ingress TRILL switch MAY send the frame to a Pull Directory
            server if the frame is small enough that the resulting Query
            Message fits into a TRILL Data packet within the campus MTU.
            The full frame is included, starting with the destination
            and source MAC addresses, but does not include the Frame
            Check Sequence (FCS).



If no response to a Pull Directory Query Message is received within a
configurable timeout (see "DirQueryTimeout" in Section 3.9), then the
Query Message should be retransmitted with the same Sequence Number
(up to a configurable number of times (see "DirQueryRetries" in
Section 3.9)).  If there are multiple QUERY Records in a
Query Message, responses to various subsets of these QUERY Records
can be received before the timeout.  In that case, the remaining
unanswered QUERY Records should be resent in a new Query Message with
a new Sequence Number.  If a TRILL switch is not capable of handling
partial responses to queries with multiple QUERY Records, it MUST NOT
send a Request Message with more than one QUERY Record in it.



   See Section 3.6 for a discussion of how Query Message errors are
   handled.




3.2.2. Pull Directory Responses

   A Pull Directory Query Message results in a Pull Directory Response
   Message as described in Section 3.2.2.1.



   In addition, if the QUERY Record QTYPE was 2 or 5, the frame included
   in the Query may be modified and forwarded by the Pull Directory
   server as described in Section 3.2.2.2.




3.2.2.1. Pull Directory Response Message Format

Pull Directory Response Messages are sent as the
Channel Protocol‑specific content of an RBridge Channel message
[RFC7178] TRILL Data packet or as a native RBridge Channel data frame
(see Section 3.5).  Responses are sent with the same Data Label and
priority as the Query Message to which they correspond, except that
the Response Message priority is limited to be no more than the
configured value DirRespMaxPriority (Section 3.9).



   The RBridge Channel Protocol-specific data format is as follows:



                     1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  Ver  | Type  | Flags | Count |      Err      |    SubErr     |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                        Sequence Number                        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| RESPONSE 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...
| RESPONSE 2
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...
| ...
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...
| RESPONSE K
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑...



      Ver, Sequence Number: As specified in Section 3.1.



      Type: 2 = Response.



      Flags: MUST be sent as zero and ignored on receipt.



      Count: Count is the number of RESPONSE Records present in the

         Response Message.



      Err, SubErr: A two-part error code.  Zero, unless there was an

         error in the Query Message (in which case, see Section 3.6).



      RESPONSE: Each RESPONSE Record within a Pull Directory Response

         Message is formatted as follows:



  0  1  2  3  4  5  6  7  8  9 10 11 12 13 14 15
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|         SIZE          |OV|  RESV  |   Index   |
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|                   Lifetime                    |
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+
|                Response Data ...
+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑+‑‑...



         SIZE: The size of the RESPONSE Record is an unsigned integer

            number of bytes, not including the SIZE field and following
            byte.  A value of SIZE so large that the material doesn't
            fit in the Query Message indicates a malformed



            RESPONSE Record.  A RESPONSE Record with such an excessive
            SIZE value, and any subsequent RESPONSE Records, MUST be
            ignored, and the entire Response Message MAY be ignored.



         OV: The overflow flag.  Indicates, as described below, that

            there was too much Response Data to include in one Response
            Message.



         RESV: Three reserved bits that MUST be sent as zero and ignored

            on receipt.



         Index: The relative index of the QUERY Record in the Query

            Message to which this RESPONSE Record corresponds.  The
            Index will always be 1 for Query Messages containing a
            single QUERY Record.  If the Index is larger than the Count
            was in the corresponding Query, that RESPONSE Record MUST be
            ignored, and subsequent RESPONSE Records or the entire
            Response Message MAY be ignored.



         Lifetime: The length of time, in units of 100 milliseconds,

            for which the response should be considered valid, except
            that the values zero and 2**16 - 1 are special.  If zero,
            the response can only be used for the particular query from
            which it resulted and MUST NOT be cached.  If 2**16 - 1, the
            response MAY be kept indefinitely but not after the Pull
            Directory server goes down or becomes unreachable.  (The
            maximum definite time that can be expressed is a little over
            1.8 hours.)



         Response Data: There are three types of RESPONSE Records:



         -  If the Err field of the encapsulating Response Message has a
            message-level error code in it, then the RESPONSE Records
            are omitted and Count will be 0.  See Section 3.6 for
            additional information on errors.



         -  If the Err field of the encapsulating Response Message has a
            record-level error code in it, then the RESPONSE Records are
            those having that error, as further described in
            Section 3.6.



         -  If the Err field of the encapsulating Response Message is 0,
            then the Response Data in each RESPONSE Record is formatted
            as the value part of an Interface Addresses APPsub-TLV
            [RFC7961].  The maximum size of such contents is 255 bytes,
            in which case the RESPONSE Record SIZE field is 255.



Multiple RESPONSE Records can appear in a Response Message with the
same Index if an answer to the QUERY Record consists of multiple
Interface Addresses APPsub‑TLV values.  This would be necessary if,
for example, a MAC address within a Data Label appears to be
reachable by multiple TRILL switches.  However, all RESPONSE Records
to any particular QUERY Record MUST occur in the same Response
Message.  If a Pull Directory holds more mappings for a queried
address than will fit into one Response Message, it selects which
mappings to include, by some method outside the scope of this
document, and sets the overflow flag (OV) in all of the
RESPONSE Records responding to that Query Address.



   See Section 3.6 for a discussion of how errors are handled.




3.2.2.2. Pull Directory Forwarding

   Query Messages with QTYPEs 2 and 5 are interpreted and handled as
   described below.  In these cases, if the information implicitly
   sought is not in the directory and the FR flag in the Query Message
   was 1 (one), the provided frame is forwarded by the Pull Directory
   server as a multi-destination TRILL Data packet with the ingress
   nickname of the Pull Directory server (or proxy, if it is hosted on
   an end station) in the TRILL Header.  If the FR flag is 0, the frame
   is not forwarded in this case.



If there was no error in the handling of the encapsulating
Query Message, the Pull Directory server forwards the frame inside
that QUERY Record, after modifying it in some cases, as described
below:

ARP: When QTYPE is 2 and the Ethertype in the QUERY Record indicates
   that an ARP [RFC826] frame is included in the Record:
   The ar$op field MUST be ares_op$REQUEST, and for the response
   described in Section 3.2.2.1, this is treated as a query for the
   target protocol address, where the AFN of that address is given by
   ar$pro.  (ARP fields and value names with embedded dollar signs
   ("$") are specified in [RFC826].)  If (1) ar$op is not
   ares_op$REQUEST, (2) the ARP is malformed, or (3) the query fails,
   an error is returned.  Otherwise, the ARP is modified into the
   appropriate ARP response, which is then sent by the Pull Directory
   server as a TRILL Data packet.

ND/SEND: When QTYPE is 2 and the Ethertype in the QUERY Record
   indicates that an IPv6 ND [RFC4861] or SEND [RFC3971] frame is
   included in the Record:
   Only Neighbor Solicitation ND frames (corresponding to an ARP
   query) are allowed.  An error is returned for other ND frames or
   if the target address is not found.  Otherwise, if the ND is not a

   SEND, an ND Neighbor Advertisement response is returned by the
   Pull Directory server as a TRILL Data packet.  In the case of
   SEND, an error is returned indicating that a SEND frame was
   received by the Pull Directory, and the Pull Directory then either
   (1) forwards the SEND frame to the holder of the IPv6 address if
   that information is in the directory or (2) multicasts the
   SEND frame.

RARP: When QTYPE is 2 and the Ethertype in the QUERY Record indicates
   that a RARP [RFC903] frame is included in the Record:
   If the ar$op field is ares_op$REQUEST, the frame is handled as an
   ARP, as described above.  Otherwise, the ar$op field MUST be
   "reverse request", and for the response described in
   Section 3.2.2.1, this is treated as a query for the target
   hardware address, where the AFN of that address is given by
   ar$hrd.  (See [RFC826] for RARP fields.)  If (1) ar$op is not one
   of these values, (2) the RARP is malformed, or (3) the query
   fails, an error is returned.  Otherwise, the RARP is modified into
   the appropriate RARP response, which is then unicast by the Pull
   Directory server as a TRILL Data packet to the source hardware MAC
   address.



   MacDA: When QTYPE is 5, indicating that a frame is provided in the

      QUERY Record whose destination MAC address TRILL switch attachment
      is unknown, the only requirement is that this MAC address has to
      be unicast.  The Ethertype in the QUERY Record is ignored.  If
      this MAC address is a group address, an error is returned.  In the
      case of Pull Directory Response Messages (Section 3.2.2.1), this
      MAC address is treated as a query for the MacDA.  In the creation
      of the response described in Section 3.2.2.1, the query is treated
      as a query for this MAC address.  If the Pull Directory contains
      TRILL switch attachment information for the MAC address in the
      Data Label of the Query Message, it forwards the frame to that
      switch in a unicast TRILL Data packet.




3.3. Cache Consistency

   Unless it sends all responses with a Lifetime of 0, a Pull Directory
   MUST take action, by sending Update Messages, to minimize the amount
   of time that a TRILL switch will continue to use stale information
   from that Pull Directory.  The formats of Update Messages and the
   Acknowledge Messages used to respond to Update Messages are given in
   Sections 3.3.1 and 3.3.2, respectively.



   A Pull Directory server MUST maintain one of three sets of records
   concerning possible cached data at clients of that server.  These are
   numbered and listed below in order of increasing specificity:



   Method 1, Least Specific.  An overall record, per Data Label, of when

      the last positive Response Data sent will expire and when the last
      negative response sent will expire; the records are retained until
      such expiration.



      Pro: Minimizes the record-keeping burden on the Pull Directory

         server.



      Con: Increases the volume of and overhead due to (1) spontaneous

         Update Messages and (2) unnecessarily invalidating cached
         information.



   Method 2, Medium Specificity.  For each unit of data (Interface

      Addresses APPsub-TLV (IA APPsub-TLV) Address Set [RFC7961]) held
      by the server, record when the last response sent with that
      positive Response Data will expire.  In addition, record each
      address about which a negative response was sent by the server and
      when the last such negative response will expire.  Each such
      record of a positive or negative response is discarded upon
      expiration.



      Pros/Cons: An intermediate level of detail in server

         record-keeping; also, an intermediate volume of, and overhead
         due to, spontaneous Update Messages with some unnecessary
         invalidation of cached information.



   Method 3, Most Specific.  For each unit of data held by the server

      (IA APPsub-TLV Address Set [RFC7961]) and each address about which
      a negative response was sent, a list of TRILL switches that were
      sent that data as a positive response or sent a negative response
      for the address, and the expected time to expiration for that data
      or address at each such TRILL switch, assuming that the requester
      cached the response.  Each list entry is retained until such
      expiration time.



      Pros: Minimizes spontaneous Update Messages sent to update pull

         client TRILL switch caches, and minimizes unnecessary
         invalidation of cached information.



      Con: Increased record-keeping burden on the Pull Directory server.



   RESPONSE Records sent with a zero Lifetime are considered to have
   already expired and so do not need to be tracked.  In all cases,
   there may still be brief periods of time when directory information
   has changed, but information that a pull client has cached has not
   yet been updated or expunged.



   A Pull Directory server might have a limit as to (1) how many TRILL
   switches for which it can maintain detailed expiry information using
   method 3 or (2) how many data units or addresses for which it can
   maintain expiry information using method 2 or the like.  If such
   limits are exceeded, it MUST transition to a lower-numbered method
   but, in all cases, MUST support, at a minimum, method 1 and SHOULD
   support methods 2 and 3.  The use of method 1 may be quite
   inefficient, due to large amounts of cached positive and negative
   information being unnecessarily discarded.



When data at a Pull Directory is changed, deleted, or added and there
may be unexpired stale information at a requesting TRILL switch, the
Pull Directory MUST send an Update Message as discussed below.  The
sending of such an Update Message MAY be delayed by a configurable
number of milliseconds (see "DirUpdateDelay" in Section 3.9) to await
other possible changes that could be included in the same
Update Message.

1. If method 1, the least detailed method, is being followed, then
   when any Pull Directory information in a Data Label is changed or
   deleted and there are outstanding cached positive data
   response(s), an all‑addresses flush positive data Update Message
   is flooded within that Data Label as an RBridge Channel message.
   If data is added and there are outstanding cached negative
   responses, an all‑addresses flush negative message is similarly
   flooded.  A Count field value of 0 in an Update Message indicates
   "all‑addresses".  On receiving an all‑addresses flooded flush
   positive Update from a Pull Directory server it has used,
   indicated by the F (Flood) and P (Positive) bits being 1 and the
   Count being 0, a TRILL switch discards the cached data responses
   it has for that Data Label.  Similarly, on receiving an
   all‑addresses flush negative Update, indicated by the F and
   N (Negative) bits being 1 and the Count being 0, it discards all
   cached negative replies for that Data Label.  A combined flush
   positive and negative can be flooded by having all of the F, P,
   and N bits (see Section 3.3.1) set to 1 and the Count field 0,
   resulting in the discard of all positive and negative cached
   information for the Data Label.



   2. If method 2 is being followed, then a TRILL switch floods
      address-specific positive Update Messages when data that might be
      cached by a querying TRILL switch is changed or deleted and floods



address‑specific negative Update Messages when data that might be
cached by a querying TRILL switch is added.  Such messages are
sent as RBridge Channel messages.  The F bit will be 1; however,
the Count field will be non‑zero, and either the P bit or the
N bit, but not both, will be 1.  There are actually four possible
message types that can be flooded:



      a. If data that might still be cached is updated:

         An unsolicited Update Message is sent with the P flag set and
         the Err field 0.  On receipt, the addresses in the RESPONSE
         Records are compared to the addresses for which the receiving
         TRILL switch is holding cached positive information from that
         server.  If they match, the cached information is updated.



      b. If data that might still be cached is deleted:

         An unsolicited Update Message is sent with the P flag set and
         the Err field non-zero, giving the error that would now be
         encountered in attempting to pull information for the relevant
         address from the Pull Directory server.  In this non-zero Err
         field case, the RESPONSE Record(s) differs from non-zero Err
         Reply Message RESPONSE Records in that they do include an
         interface address set.  Any cached positive information for the
         addresses given is deleted, and the negative response is cached
         as per the Lifetime given.



c. If data for an address for which a negative response was sent
   is added, so that negative response that might still be cached
   is now incorrect:
   An unsolicited Update Message is sent with the N flag set to 1
   and the Err field 0.  The addresses in the RESPONSE Records are
   compared to the addresses for which the receiving TRILL switch
   is holding cached negative information from that server; if
   they match, the cached negative information is deleted, and the
   positive information provided is cached as per the Lifetime
   given.

d. In the rare case where it is desired to change the Lifetime or
   error associated with negative information that might still be
   cached:
   An unsolicited Update Message is sent with the N flag set to 1
   and the Err field non‑zero.  As in case b above, the RESPONSE
   Record(s) gives the relevant addresses.  Any cached negative
   information for the addresses is updated.



   3. If method 3 is being followed, unsolicited Update Messages of the
      same sort are sent as with method 2 above, except that they are
      not normally flooded but unicast only to the specific TRILL
      switches the directory server believes may be holding the cached
      positive or negative information that needs deletion or updating.
      However, a Pull Directory server MAY flood unsolicited updates
      using method 3 -- for example, if it determines that a
      sufficiently large fraction of the TRILL switches in some Data
      Label are requesters that need to be updated so that flooding is
      more efficient than unicast.



   A Pull Directory server tracking cached information with method 3
   MUST NOT clear the indication that it needs to update cached
   information at a querying TRILL switch until it has either (a) sent
   an Update Message and received a corresponding Acknowledge Message or
   (b) sent a configurable number of updates at a configurable interval
   where these parameters default to three updates 100 milliseconds
   apart (see Section 3.9).



   A Pull Directory server tracking cached information with method 1 or
   method 2 SHOULD NOT clear the indication that it needs to update
   cached information until it has sent an Update Message and received a
   corresponding Acknowledge Message from all of its ESADI neighbors or
   it has sent a number of updates at a configurable interval, as
   specified in the paragraph above.




3.3.1. Update Message Format

   An Update Message is formatted as a Response Message, with the
   differences described in Section 3.3 above and the following:



   o  The Type field in the message header is set to 3.



   o  The Index field in the RESPONSE Record(s) is set to 0 on
      transmission and ignored on receipt (but the Count field in the
      Update Message header MUST still correctly indicate the number of
      RESPONSE Records present).



   o  The priority with which the message is sent, DirUpdatePriority, is
      configurable and defaults to 5 (see Section 3.9).



Update Messages are initiated by a Pull Directory server.  The
Sequence Number space used is controlled by the originating Pull
Directory server.  This Sequence Number space for Update Messages is
different from the Sequence Number space used in a Query and the
corresponding Response that are controlled by the querying
TRILL switch.



   The 4-bit Flags field of the message header for an Update Message is
   as follows:



+‑‑‑+‑‑‑+‑‑‑+‑‑‑+
| F | P | N | R |
+‑‑‑+‑‑‑+‑‑‑+‑‑‑+



      F: The Flood bit.  If F = 0, the Update Message is unicast.  If

         F = 1, it is multicast to All-Egress-RBridges.



      P, N: Flags used to indicate positive or negative Update Messages.

         P = 1 indicates "positive".  N = 1 indicates "negative".  Both
         may be 1 for a flooded all-addresses Update.



      R: Reserved.  MUST be sent as zero and ignored on receipt.



   For tracking methods 2 and 3 in Section 3.3, a particular Update
   Message MUST have either the P flag or the N flag set, but not both.
   If both are set, the Update Message MUST be ignored, as this
   combination is only valid for method 1.




3.3.2. Acknowledge Message Format

   An Acknowledge Message is sent in response to an Update Message to
   confirm receipt or indicate an error, unless response is inhibited by
   rate limiting.  It is formatted as a Response Message, but the Type
   is set to 4.



If there are no errors in the processing of an Update Message or if
there is an overall message‑level error or a header error in an
Update Message, the message is echoed back with the Err and
SubErr fields set appropriately, the Type changed to Acknowledge, and
a null Records section with the Count field set to 0.



   If there is a record-level error in an Update Message, one or more
   Acknowledge Messages may be returned with the erroneous record(s)
   indicated as discussed in Section 3.6.



   An Acknowledge Message is sent with the same priority as the Update
   Message it acknowledges but not more than a configured priority
   called "DirAckMaxPriority", which defaults to 5 (see Section 3.9).




3.4. Summary of Record Formats in Messages

As specified in Sections 3.2 and 3.3, the Query, Response, Update,
and Acknowledge Messages can have zero or more repeating Record
structures under different circumstances, as summarized below.  The
"Err" column abbreviations in this table have the meanings listed
below.  "IA APPsub‑TLV value" means the value part of the
IA APPsub‑TLV specified in [RFC7961].

              MBZ = MUST be zero
              Z   = zero
              NZ  = non‑zero
              NZM = non‑zero message‑level error
              NZR = non‑zero record‑level error

    Message    Err  Section  Record Structure    Response Data
  ‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑  ‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
  Query        MBZ  3.2.1    QUERY Record       ‑
  Response     Z    3.2.2.1  RESPONSE Record   IA APPsub‑TLV value
  Response     NZM  3.2.2.1  null               ‑
  Response     NZR  3.2.2.1  RESPONSE Record   Records with error
  Update       MBZ  3.3.1    RESPONSE Record   IA APPsub‑TLV value
  Acknowledge  Z    3.3.2    null               ‑
  Acknowledge  NZM  3.3.2    null               ‑
  Acknowledge  NZR  3.3.2    RESPONSE Record   Records with error



   See Section 3.6 for further details on errors.




3.5. End Stations and Pull Directories

   A Pull Directory can be hosted on an end station as specified in
   Section 3.5.1.



   An end station can use a Pull Directory as specified in
   Section 3.5.2.  This capability would be useful in supporting an end
   station that performs directory-assisted encapsulation [DirAsstEncap]
   or that is a "Smart Endnode" [SmartEN].



   The native Pull Directory messages used in these cases are as
   specified in Section 3.5.3.  In these cases, the edge RBridge(s) and
   end station(s) involved need to detect each other and exchange some
   control information.  This is accomplished with the TRILL End System
   to Intermediate System (ES-IS) mechanism specified in Section 5.




3.5.1. Pull Directory Hosted on an End Station

   Optionally, a Pull Directory actually hosted on an end station MAY be
   supported.  In that case, one or more TRILL switches must act as
   indirect Pull Directory servers.  That is, they host a Pull Directory
   server, which is seen by other TRILL switches in the campus, and a
   Pull Directory client, which fetches directory information from one
   or more end-station Pull Directory servers, where at least some of
   the information provided by the Pull Directory server may be
   information fetched from an end station to which it is directly
   connected by the co-located Pull Directory client.  ("Direct
   connection" means a connection not involving any intermediate TRILL
   switches.)



   End stations hosting a Pull Directory server MUST support TRILL ES-IS
   (see Section 5) and advertise the Data Labels for which they are
   providing service in one or more Interested VLANs sub-TLVs or
   Interested Labels sub-TLVs by setting the PUL flag (see Section 7.3).



                                          *  *  *  *  *  *  *
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+                         *                 *
| End Station 1 |              +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+            *
| Pull Directory+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ RB1, Pull     |            *
| Server        |              |      Directory|            *
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+      +‑‑‑‑‑‑‑+ Client|Server |         +‑‑‑‑+
                       |       +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+         |RB99|
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+      |                  *              +‑‑‑‑+
| End Station 2 |   +‑‑+‑‑‑+   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+            *
| Pull Directory+‑‑‑+Bridge+‑‑‑+ RB2, Pull     |            *
| Server        |   +‑‑+‑‑‑+   |      Directory|            *
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+      |       | Client|Server |            *
                       |       +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+            *
                       |                  *        TRILL    *
                       .                  *        Campus   *
                       .                  *                 *
                       .                  *  *  *  *  *  *  *



               Figure 2: End-Station Pull Directory Example



   Figure 2 gives an example where RB1 and RB2 advertise themselves to
   the rest of the TRILL campus, such as RB99, as Pull Directory servers
   and obtain at least some of the information they are providing by
   issuing Pull Directory queries to End Stations 1 and/or 2.  This
   example is specific, but many variations are possible.  The box
   labeled "Bridge" in Figure 2 could be replaced by a complex bridged
   LAN or could be a bridgeless LAN through the use of a hub or
   repeater.  Or, end stations might be connected via point-to-point
   links (as shown for End Station 1), including multi-ported



   end stations connected by point-to-point links to multiple RBridges.
   Although Figure 2 shows two end stations and two RBridges, there
   could be one or more than two RBridges having such indirect Pull
   Directory servers.  Furthermore, there could be one or more than two
   end stations with Pull Directory servers on them.  Each TRILL switch
   acting as an indirect Pull Directory server could then be differently
   configured as to the Data Labels for which it is providing indirect
   service selected from the union of the Data Labels supported by the
   end-station hosted servers and could select from among those
   end-station hosted servers supporting each Data Label the indirect
   server is configured to provide.



   When an indirect Pull Directory server receives Query Messages from
   other TRILL switches, it answers from information it has cached or
   issues Pull Directory requests to end-station Pull Directory servers
   with which it has TRILL ES-IS adjacency to obtain the information.
   Any Response sent by an indirect Pull Directory server MUST NOT have
   a validity time longer than the validity period of the data on which
   it is based.  When an indirect Pull Directory server receives Update
   Messages, it updates its cached information and MUST originate Update
   Messages to any clients that may have mirrors of the cached
   information so updated.



   Since an indirect Pull Directory server discards information it has
   cached from queries to an end-station Pull Directory server if it
   loses adjacency to the server (Section 3.7), if it detects that such
   information may be cached at RBridge clients and has no other source
   for the information, it MUST send Update Messages to those clients
   withdrawing the information.  For this reason, indirect Pull
   Directory servers may wish to query multiple sources, if available,
   and cache multiple copies of returned information from those multiple
   sources.  Then, if one end-station source becomes inaccessible or
   withdraws the information but the indirect Pull Directory server has
   the information from another source, it need not originate Update
   Messages.




3.5.2. Use of Pull Directory by End Stations

   Some special end stations, such as those discussed in [DirAsstEncap]
   and [SmartEN], may need to access directory information.  How edge
   RBridges provide this optional service is specified below.



   When Pull Directory support is provided by an edge RBridge to end
   stations, the messages used are as specified in Section 3.5.3 below.
   The edge RBridge MUST support TRILL ES-IS (Section 5) and advertises
   the Data Labels for which it offers this service to end stations by
   setting the Pull Directory flag (PUL) to 1 in its Interested VLANs
   sub-TLV or Interested Labels sub-TLV (see Section 7.3) for that Data
   Label advertised through TRILL ES-IS.




3.5.3. Native Pull Directory Messages

   The Pull Directory messages used between TRILL switches and end
   stations are native RBridge Channel messages [RFC7178].  These
   RBridge Channel messages use the same Channel Protocol number as the
   inter-RBridge Pull Directory RBridge Channel messages.  The
   Outer.VLAN ID used is the TRILL ES-IS Designated VLAN (see Section 5)
   on the link to the end station.  Since there is no TRILL Header or
   inner Data Label for native RBridge Channel messages, that
   information is added to the Pull Directory message header as
   specified below.



   The protocol-dependent data part of the native RBridge Channel
   message is the same as for inter-RBridge Channel messages, except
   that the 8-byte header described in Section 3.1 is expanded to 12 or
   16 bytes, as follows:



                     1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  Ver  | Type  | Flags | Count |      Err      |    SubErr     |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                        Sequence Number                        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Data Label ... (4 or 8 bytes)                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+...+‑+
| Type Specific Payload ‑ variable length
+‑+‑+‑ ...



   Fields other than the Data Label field are as defined in Section 3.1.
   The Data Label that normally appears right after the Inner.MacSA of
   the RBridge Channel Pull Directory message appears in the Data Label
   field of the Pull Directory message header in the native RBridge
   Channel message version.  This Data Label appears in a native Query
   Message, to be reflected in a Response Message, or it might appear in
   a native Update to be reflected in an Acknowledge Message.  Since the
   appropriate VLAN or FGL [RFC7172] Ethertype is included, the length
   of the Data Label can be determined from the first 2 bytes.




3.6. Pull Directory Message Errors

   A non-zero Err field in the Pull Directory Response or Acknowledge
   Message header indicates an error message.



   If there is an error that applies to an entire Query or Update
   Message or its header, as indicated by the range of the value of the
   Err field, then the QUERY Records probably were not even looked at by
   the Pull Directory server and would provide no additional information
   in the Response or Acknowledge Message.  Therefore, the Records
   section of the response to a Query Message or Update Message is
   omitted, and the Count field is set to 0 in the Response or
   Acknowledge Message.



If errors occur at the QUERY Record level for a Query Message, they
MUST be reported in a Response Message separate from the results of
any successful non‑erroneous QUERY Records.  If multiple
QUERY Records in a Query Message have different errors, they MUST be
reported in separate Response Messages.  If multiple QUERY Records in
a Query Message have the same error, this error response MAY be
reported in one or multiple Response Messages.  In an error Response
Message, the QUERY Record or Records being responded to appear,
expanded by the Lifetime for which the server thinks the error might
persist (usually 2**16 ‑ 1, which indicates "indefinitely") and with
their Index inserted, as the RESPONSE Record or Records.

If errors occur at the RESPONSE Record level for an Update Message,
they MUST be reported in an Acknowledge Message separate from the
acknowledgment of any non‑erroneous RESPONSE Records.  If multiple
RESPONSE Records in an Update have different errors, they MUST be
reported in separate Acknowledge Messages.  If multiple
RESPONSE Records in an Update Message have the same error, this error
response MAY be reported in one or multiple Acknowledge Messages.  In
an error Acknowledge Message, the RESPONSE Record or Records being
responded to appear, expanded by the time for which the server thinks
the error might persist and with their Index inserted, as a
RESPONSE Record or Records.

Err values 1 through 126 are available for encoding errors at the
Request Message or Update Message level.  Err values 128 through 254
are available for encoding errors at the QUERY Record or
RESPONSE Record level.  The SubErr field is available for providing
more detail on errors.  The meaning of a SubErr field value
depends on the value of the Err field.




3.6.1. Error Codes

The following table lists error code values for the Err field, their
meanings, and whether they apply at the message level or the
record level.

 Err       Level     Meaning
‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑    ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
    0        ‑       No Error

    1     Message    Unknown or reserved Query Message field value
    2     Message    Request Message/data too short
    3     Message    Unknown or reserved Update Message field value
    4     Message    Update Message/data too short
5‑126     Message    Unassigned
  127        ‑       Reserved

  128     Record     Unknown or reserved QUERY Record field value
  129     Record     QUERY Record truncated
  130     Record     Address not found
  131     Record     Unknown or reserved RESPONSE Record field value
  132     Record     RESPONSE Record truncated
133‑254   Record     Unassigned
  255        ‑       Reserved



   Note that some error codes are for overall message-level errors,
   while some are for errors in the repeating records that occur in
   messages.




3.6.2. Sub-errors under Error Codes 1 and 3

   The following sub-errors are specified under error codes 1 and 3:



SubErr   Field with Error
‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
    0     Unspecified
    1     Version not understood (see Section 3.1.1)
    2     Unknown Type field value
    3     Specified Data Label not being served
4‑254     Unassigned
  255     Reserved




3.6.3. Sub-errors under Error Codes 128 and 131

   The following sub-errors are specified under error codes 128 and 131:



SubErr   Field with Error
‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
    0     Unspecified
    1     Unknown AFN field value
    2     Unknown or Reserved QTYPE field value
    3     Invalid or inconsistent SIZE field value
    4     Invalid frame for QTYPE 2 (other than SEND)
    5     SEND frame sent as QTYPE 2
    6     Invalid frame for QTYPE 5 (such as multicast MacDA)
7‑254     Unassigned
  255     Reserved




3.7. Additional Pull Details

   A Pull Directory client MUST be able to detect, by tracking
   link-state changes, when a Pull Directory server is no longer
   accessible (data reachable [RFC7780] for the inter-RBridge case or
   TRILL ES-IS (Section 5) adjacent for the end-station-to-RBridge case)
   and MUST promptly discard all pull responses it is retaining from
   that server, as it can no longer receive cache consistency Update
   Messages from the server.



A secondary Pull Directory server is one that obtains its data from a
primary directory server.  See the discussion in Section 2.6
regarding the transfer of directory information from the
primary server to the secondary server.




3.8. The "No Data" Flag

   In the TRILL base protocol [RFC6325] as extended for FGL [RFC7172],
   the mere presence of any Interested VLANs sub-TLVs or Interested
   Labels sub-TLVs in the LSP of a TRILL switch indicates connection to
   end stations in the VLAN(s) or FGL(s) listed and thus a need to
   receive multi-destination traffic in those Data Labels.  However,
   with Pull Directories, advertising that you are a directory server
   requires using these sub-TLVs to indicate the Data Label(s) you are
   serving.



   If a directory server does not wish to receive multi-destination
   TRILL Data packets for the Data Labels it lists in one of the
   Interested VLANs or Interested Labels (FGLs) sub-TLVs (see
   Section 1.2), it sets the No Data (NOD) bit to 1 (see Section 7.3).
   This means that data on a distribution tree may be pruned so as not
   to reach the "No Data" TRILL switch as long as there are no TRILL
   switches interested in the Data Label that are beyond the No Data
   TRILL switch on that distribution tree.  The NOD bit is backward
   compatible, as TRILL switches ignorant of it will simply not prune
   when they could; this is safe, although it may cause increased link
   utilization by some TRILL switches sending multi-destination traffic
   where it is not needed.



   Push Directories advertise themselves inside ESADI, which normally
   requires the ability to send and receive multi-destination TRILL Data
   packets but can be implemented with serial unicast.



   An example of a TRILL switch serving as a directory that might not
   want multi-destination traffic in some Data Labels would be a TRILL
   switch that does not offer end-station service for any of the Data
   Labels for which it is serving as a directory and is



   -  a Pull Directory and/or



   -  a Push Directory for one or more Data Labels, where all of the
      ESADI traffic for those Data Labels will be handled by unicast
      ESADI [RFC7357].



   A Push Directory MUST NOT set the NOD bit for a Data Label if it
   needs to communicate via multi-destination ESADI or RBridge Channel
   PDUs in that Data Label, since such PDUs look like TRILL Data packets
   to transit TRILL switches and are likely to be incorrectly pruned if
   the NOD bit was set.




3.9. Pull Directory Service Configuration

   The following per-RBridge scalar configuration parameters are
   available for controlling Pull Directory service behavior.  In
   addition, there is a configurable mapping, per Data Label, from the
   priority of a native frame being ingressed to the priority of any
   Pull Directory query it causes.  The default mapping depends on the
   client strategy, as described in Section 4.



       Name         Default            Section   Note Below
‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑

DirQueryTimeout     100 milliseconds   3.2.1          1
DirQueryRetries       3                3.2.1          1
DirGenQPriority       5                3.2.1          2

DirRespMaxPriority    6                3.2.2.1        3

DirUpdateDelay       50 milliseconds   3.3
DirUpdatePriority     5                3.3.1
DirUpdateTimeout    100 milliseconds   3.3.3
DirUpdateRetries      3                3.3.3

DirAckMaxPriority     5                3.3.2          4



      Note 1: Pull Directory Query client timeout waiting for response

         and maximum number of retries.



      Note 2: Priority for client-generated requests (such as a query to

         refresh cached information).



      Note 3: Pull Directory Response Messages SHOULD NOT be sent with

         priority 7, as that priority SHOULD be reserved for messages
         critical to network connectivity.



      Note 4: Pull Directory Acknowledge Messages SHOULD NOT be sent

         with priority 7, as that priority SHOULD be reserved for
         messages critical to network connectivity.




4. Directory Use Strategies and Push-Pull Hybrids

   For some edge nodes that have a great number of Data Labels enabled,
   managing the MAC and Data Label <-> Edge RBridge mapping for hosts
   under all those Data Labels can be a challenge.  This is especially
   true for data-center gateway nodes, which need to communicate with
   many, if not all, Data Labels.



   For those edge TRILL switch nodes, a hybrid model should be
   considered.  That is, the Push Model is used for some Data Labels or
   addresses within a Data Label, while the Pull Model is used for other
   Data Labels or addresses within a Data Label.  The network operator
   decides, via configuration, which Data Labels' mapping entries are
   pushed down from directories and which Data Labels' mapping entries
   are pulled.



   For example, assume a data center where hosts in specific Data
   Labels, say VLANs 1 through 100, communicate regularly with external
   peers.  The mapping entries for those 100 VLANs should probably be
   pushed down to the data-center gateway routers.  For hosts in other
   Data Labels that only communicate with external peers occasionally
   for management interfacing, the mapping entries for those VLANs
   should be pulled down from the directory when needed.



   Similarly, within a Data Label, it could be that some addresses, such
   as the addresses of gateways, files, DNS, or database server hosts
   are commonly referenced by most other hosts but those other hosts,
   perhaps compute engines, are typically only referenced by a few hosts
   in that Data Label.  In that case, the address information for the
   commonly referenced hosts could be pushed as an incomplete directory,
   while the addresses of the others are pulled when needed.



   The mechanisms described in this document for Push and Pull Directory
   services make it easy to use Push for some Data Labels or addresses
   and Pull for others.  In fact, different TRILL switches can even be
   configured so that some use Push Directory services and some use Pull
   Directory services for the same Data Label if both Push and Pull
   Directory services are available for that Data Label.  Also, there
   can be Data Labels for which directory services are not used at all.



   There are a wide variety of strategies that a TRILL switch can adopt
   for making use of directory assistance.  A few suggestions are given
   below.



   -  Even if a TRILL switch will normally be operating with information
      from a complete Push Directory server, there will be a period of
      time when it first comes up before the information it holds is
      complete.  Or, it could be that the only Push Directories that can
      push information to it are incomplete or that they are just
      starting and may not yet have pushed the entire directory.  Thus,
      it is RECOMMENDED that all TRILL switches have a strategy for
      dealing with the situation where they do not have complete
      directory information.  Examples are to send a Pull Directory
      query or to revert to the behavior described in [RFC6325].



‑  If a TRILL switch receives a native frame X resulting in seeking
   directory information, a choice needs to be made as to what to do
   if it does not already have the directory information it needs.
   In particular, it could (1) immediately flood the TRILL Data
   packet resulting from ingressing X in parallel with seeking the
   directory information, (2) flood that TRILL Data packet after a
   delay, if it fails to obtain the directory information, or
   (3) discard X if it fails to obtain the information.  The choice
   might depend on the priority of frame X, since the higher that
   priority the more urgent the frame typically is, and the greater
   the probability of harm in delaying it.  If a Pull Directory
   request is sent, it is RECOMMENDED that its priority be derived
   from the priority of frame X according to the table below;
   however, it SHOULD be possible, on a per‑TRILL‑switch basis, to
   configure the second two columns of this table.

       Ingressed     If Flooded    If Flooded
       Priority      Immediately   After Delay
       ‑‑‑‑‑‑‑‑      ‑‑‑‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑
         7             5             6
         6             5             6
         5             4             5
         4             3             4
         3             2             3
         2             0             2
         0             1             0
         1             1             1



      Note: The odd-looking ordering of numbers towards the bottom of
      the columns above is because priority 1 is lower than priority
      zero.  That is to say, the values in the first column are in
      priority order.  They will look more logical if you think of "0"
      as being "1.5".



   Priority 7 is normally only used for urgent messages critical to
   adjacency and so SHOULD NOT be the default for directory traffic.
   Unsolicited updates are sent with a priority that is configured per
   Data Label and that defaults to priority 5.




5. TRILL ES-IS

   TRILL ES-IS (End System to Intermediate System) is a variation of
   TRILL IS-IS [RFC7176] [RFC7177] [RFC7780] designed to operate on a
   TRILL link among and between one or more TRILL switches and end
   stations on that link.  TRILL ES-IS is analogous to the ISO/IEC ES-IS
   standard [ISO9542] but is implemented in a significantly different
   way as a variation of TRILL IS-IS, as specified in this section.
   Support of TRILL ES-IS is generally optional for both the TRILL
   switches and the end stations on a link but may be required to
   support certain features.  At the time of this writing, the only
   features requiring TRILL ES-IS are those listed in this section.



   TRILL ES-IS



   o  is useful for supporting Pull Directory hosting on, or use from,
      end stations (see Section 3.5),



   o  is useful for supporting specialized end stations [DirAsstEncap]
      [SmartEN], and



   o  may have additional future uses.



   The advantages of TRILL ES-IS over simply making an "end station" be
   a TRILL switch include relieving the end station of having to
   maintain a copy of the core link-state database (LSPs) and of having
   to perform routing calculations or having the ability to forward
   traffic.



   Except as provided below in this section, TRILL ES-IS PDUs and TLVs
   are the same as TRILL IS-IS PDUs and TLVs.




5.1. PDUs and System IDs

   All TRILL ES-IS PDUs (except some MTU-probe and MTU-ack PDUs, which
   may be unicast) are multicast using the TRILL-ES-IS multicast MAC
   address (see Section 7.6).  This use of a different multicast address
   assures that TRILL ES-IS and TRILL IS-IS PDUs will not be confused
   for one another.



   Because end stations do not have IS-IS System IDs, TRILL ES-IS uses
   port MAC addresses in their place.  This is convenient, since MAC
   addresses are 48-bit and almost all IS-IS implementations use 48-bit
   System IDs.  Logically, TRILL IS-IS operates between the TRILL
   switches in a TRILL campus as identified by the System ID, while
   TRILL ES-IS operates between Ethernet ports on an Ethernet link
   (which may be a bridged LAN) as identified by the MAC address
   [RFC6325].



   As System IDs of TRILL switches in a campus are required to be
   unique, so the MAC addresses of TRILL ES-IS ports on a link MUST be
   unique.




5.2. Adjacency, DRB Election, Port IDs, Hellos, and TLVs

   TRILL ES-IS adjacency formation and Designated RBridge (DRB) election
   operate between the ports on the link as specified in [RFC7177] for a
   broadcast link.  The DRB specifies an ES-IS Designated VLAN for the
   link.  Adjacency determination, DRB election, and Designated VLANs as
   described in this section are distinct from TRILL IS-IS adjacency,
   DRB election, and Designated VLANs.



   Although the "Report state" [RFC7177] exists for TRILL ES-IS
   adjacencies, such adjacencies are only reported in TRILL ES-IS LSPs,
   not in any TRILL IS-IS LSPs.



   End stations supporting TRILL ES-IS MUST assign a unique Port ID to
   each of their TRILL ES-IS ports; the Port ID appears in the TRILL
   ES-IS Hellos they send.



   TRILL ES-IS has nothing to do with Appointed Forwarders.  The
   Appointed Forwarders sub-TLV and the VLANs Appointed sub-TLV
   [RFC7176] are not used and SHOULD NOT be sent in TRILL ES-IS; if such
   a sub-TLV is received in TRILL ES-IS, it is ignored.  (The Appointed
   Forwarders on a link are determined as specified in [RFC8139], using
   TRILL IS-IS.)



   Although some of the ports sending TRILL ES-IS PDUs are on end
   stations and thus not on routers (TRILL switches), they nevertheless
   may make use of the Router CAPABILITY (#242) [RFC7981] and
   MT-Capability (#144) [RFC6329] IS-IS TLVs to indicate capabilities as
   specified in [RFC7176].



   TRILL ES-IS Hellos are like TRILL IS-IS Hellos, but note the
   following: in the Special VLANs and Flags sub-TLV [RFC7176], any
   TRILL switches advertise a nickname they own, but for end stations,
   that field MUST be sent as zero and ignored on receipt.  In addition,
   in the Special VLANs and Flags sub-TLV (Section 2.2.1 of [RFC7176])
   in a TRILL ES-IS Hello, the AF and TR flag bits MUST be sent as zero,
   the AC flag bit MUST be sent as one (1), and all three are ignored
   on receipt.




5.3. Link State

   The only link-state transmission and synchronization that occur in
   TRILL ES-IS are for E-L1CS (Extended Level 1 Circuit Scope) PDUs
   [RFC7356].  In particular, the end-station Ethernet ports supporting
   TRILL ES-IS do not support the core TRILL IS-IS LSPs and do not
   support E-L1FS (Extended Level 1 Flooding Scope) LSPs [RFC7780] (or
   the CSNPs or PSNPs (Partial Sequence Number PDUs) [RFC7356]
   corresponding to either of them).  TLVs and sub-TLVs that would
   otherwise be sent in TRILL IS-IS LSPs or E-L1FS LSPs are instead sent
   in E-L1CS LSPs.




6. Security Considerations

   For general TRILL security considerations, see [RFC6325].




6.1. Directory Information Security

   Incorrect directory information can result in a variety of security
   threats, including those listed below.  Directory servers therefore
   need to take care to implement and enforce access control policies
   that are not overly permissive.



   o  Incorrect directory mappings can result in data being delivered to
      the wrong end stations, or set of end stations in the case of
      multi-destination packets, violating security policy.



   o  Missing, incorrect, or inaccessible directory data can result in
      denial of service due to sending data packets to black holes or
      discarding data on ingress due to incorrect information that their
      destinations are not reachable or that their source addresses are
      forged.



   For these reasons, whatever server or end station the directory
   information resides on, it needs to be protected from unauthorized
   modification.  Parties authorized to modify directory data can
   violate availability and integrity policies.




6.2. Directory Confidentiality and Privacy

   In implementations of the base TRILL protocol [RFC6325] [RFC7780],
   RBridges deal almost exclusively with MAC addresses.  The use of
   directories to map to/from IP addresses means that RBridges deal more
   actively with IP addresses as well.  But RBridges in any case would
   be exposed to plain-text ARP/ND/SEND/IP traffic and so can see all
   this addressing metadata.  So, this more-explicit dealing with IP
   addresses has little effect on the privacy of end-station traffic.
   Parties authorized to read directory data can violate privacy
   policies for such data.




6.3. Directory Message Security Considerations

   Push Directory data is distributed through ESADI-LSPs [RFC7357].
   ESADI is built on IS-IS, and such data can thus be authenticated with
   the widely implemented and deployed IS-IS PDU security.  This
   mechanism provides authentication and integrity protection.  See
   [RFC5304], [RFC5310], and the Security Considerations section of
   [RFC7357].



   Pull Directory queries and responses are transmitted as
   RBridge-to-RBridge or native RBridge Channel messages [RFC7178].
   Such messages can be secured by the mechanisms specified in
   [RFC7978].  These mechanisms can provide authentication and
   confidentiality protection.  At the time of this writing, these
   security mechanisms are believed to be less widely implemented than
   IS-IS security.




7. IANA Considerations


7.1. ESADI-Parameter Data Extensions

IANA has created a subregistry in the "TRILL Parameters" registry
as follows:

   Subregistry: ESADI‑Parameter APPsub‑TLV Flag Bits
   Registration Procedure(s): Standards Action
   References: [RFC7357] [RFC8171]

      Bit  Mnemonic  Description                    Reference
      ‑‑‑  ‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
        0    UN      Supports Unicast ESADI         ESADI [RFC7357]
      1‑2    PDSS    Push Directory Server Status   [RFC8171]
      3‑7    ‑       Unassigned

In addition, the ESADI‑Parameter APPsub‑TLV is optionally extended,
as provided in its original specification in ESADI [RFC7357], by
1 byte as shown below.  Therefore, [RFC8171] has also been added as a
second reference to the ESADI‑Parameter APPsub‑TLV in the "TRILL
APPsub‑TLV Types under IS‑IS TLV 251 Application Identifier 1"
registry.

          +‑+‑+‑+‑+‑+‑+‑+‑+
          | Type          |           (1 byte)
          +‑+‑+‑+‑+‑+‑+‑+‑+
          | Length        |           (1 byte)
          +‑+‑+‑+‑+‑+‑+‑+‑+
          |R| Priority    |           (1 byte)
          +‑+‑+‑+‑+‑+‑+‑+‑+
          | CSNP Time     |           (1 byte)
          +‑+‑+‑+‑+‑+‑+‑+‑+
          | Flags         |           (1 byte)
          +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
          |PushDirPriority|           (optional, 1 byte)
          +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
          | Reserved for              (variable)
          |  expansion
          +‑+‑+‑+‑...

The meanings of all the fields are as specified in ESADI [RFC7357],
except that the added PushDirPriority is the priority of the
advertising ESADI instance to be a Push Directory as described in
Section 2.3.  If the PushDirPriority field is not present
(Length = 3), it is treated as if it were 0x3F.  0x3F is also the
value used and placed here by a TRILL switch whose priority to be a
Push Directory has not been configured.




7.2. RBridge Channel Protocol Numbers

   IANA has assigned a new RBridge Channel Protocol number (0x005) from
   the range assignable by Standards Action [RFC5226] and updated the
   subregistry accordingly in the "TRILL Parameters" registry.  The
   description is "Pull Directory Services".  The reference is
   [RFC8171].




7.3. The Pull Directory (PUL) and No Data (NOD) Bits

   IANA has assigned a previously reserved bit in the Interested VLANs
   field of the Interested VLANs sub-TLV and the Interested Labels field
   of the Interested Labels sub-TLV [RFC7176] to indicate a Pull
   Directory server (PUL).  This bit has been added, with this document
   as a reference, to the "Interested VLANs Flag Bits" and "Interested
   Labels Flag Bits" subregistries created by [RFC7357], as shown below.
   IANA has assigned a previously reserved bit in the Interested VLANs
   field of the Interested VLANs sub-TLV and the Interested Labels field
   of the Interested Labels sub-TLV [RFC7176] to indicate No Data (NOD)
   (see Section 3.8).  This bit has been added, with this document as a
   reference, to the "Interested VLANs Flag Bits" and "Interested Labels
   Flag Bits" subregistries created by [RFC7357], as shown below.



   The bits are as follows:



      Registry: Interested VLANs Flag Bits



Bit Mnemonic  Description     Reference
‑‑‑ ‑‑‑‑‑‑‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
 18    PUL   Pull Directory  [RFC8171]
 19    NOD   No Data         [RFC8171]



      Registry: Interested Labels Flag Bits



Bit Mnemonic  Description     Reference
‑‑‑ ‑‑‑‑‑‑‑‑ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
  6    PUL   Pull Directory  [RFC8171]
  7    NOD   No Data         [RFC8171]




7.4. TRILL Pull Directory QTYPEs

   IANA has created a new registry as follows:



Name: TRILL Pull Directory Query Types (QTYPEs)
Registration Procedure(s): IETF Review
Reference: [RFC8171]
Initial contents as in Section 3.2.1.




7.5. Pull Directory Error Code Registries

   IANA has created a new registry and two new indented subregistries
   as follows:



Registry
   Name: TRILL Pull Directory Errors
   Registration Procedure(s): IETF Review
   Reference: [RFC8171]



         Initial contents as in Section 3.6.1.



Subregistry
   Name: Sub‑codes for TRILL Pull Directory Errors 1 and 3
   Registration Procedure(s): Expert Review
   Reference: [RFC8171]



            Initial contents as in Section 3.6.2.



Subregistry
   Name: Sub‑codes for TRILL Pull Directory Errors 128 and 131
   Registration Procedure(s): Expert Review
   Reference: [RFC8171]



            Initial contents as in Section 3.6.3.




7.6. TRILL-ES-IS MAC Address

   IANA has assigned a TRILL multicast MAC address (01-80-C2-00-00-47)
   from the "TRILL Multicast Addresses" registry.  The description is
   "TRILL-ES-IS".  The reference is [RFC8171].
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1. Introduction

   This document specifies a general group keying protocol in Section 2.
   In addition, it provides, in Section 3, the use profile for the
   application of this group keying protocol to a case using DTLS (TRILL
   [RFC6325] [RFC7780] Extended RBridge Channel message security
   [RFC7178] [RFC7978]) and IPsec [TRILLoverIP}. It is anticipated that
   there will be other uses for this group keying protocol.






1.1 Terminology and Acronyms

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119] [RFC8174]
   when, and only when, they appear in all capitals, as shown here.



   This document uses terminology and acronyms defined in [RFC6325] and
   [RFC7178].  Some of these are repeated below for convenience along
   with additional new terms and acronyms.



      AES - Advanced Encryption Standard.



      Data Label - VLAN or FGL.



      DTLS - Datagram Transport Level Security [RFC6347].



      FGL - Fine Grained Label [RFC7172].



      GKd - A distinguished station in a group that is in charge of

         which group keying (Section 2) is in use.



      GKs - Stations in a group other than GKd (Section 2).



      HKDF - Hash based Key Derivation Function [RFC5869].



      IS-IS - Intermediate System to Intermediate System [RFC7176].



      keying material - The set of a Key ID, a secret key, and a cypher

         suite.



      PDU - Protocol Data Unit.



      QoS - Quality of Service.



      RBridge - An alternative term for a TRILL switch.



      SHA - Secure Hash Algorithm [RFC6234].



      TRILL - Transparent Interconnection of Lots of Links or Tunneled

         Routing in the Link Layer.



      TRILL switch - A device that implements the TRILL protocol

         [RFC6325] [RFC7780], sometimes referred to as an RBridge.




2. Group Keying Protocol

   This section defines a general Group Keying Protocol that provides
   shared secret group keys.  Any particular use of this protocol will
   require profiling giving further details and specifics for that use.
   The protocol is not suitable for discovery messages but is intended
   for use between members of a group that have already established
   pair-wise security.






2.1 Assumptions

The following are assumed:
   ‑ All pairs of stations in the group can engage in pairwise
     communication with unicast messages and each can groupcast a
     message to the other group members.
   ‑ At any particular time, there is a distinguished station GKd in
     the group that is in charge of keying for the groupcast data
     messages to be sent to the group. The group wide shared secret
     keys established by GKd are referred to herein as "dynamic"
     keys.
   ‑ Pairwise keying has been negotiated between GKd and each other
     station GKs1, GKs2, ... GKsN in the group. These keys are
     referred to in this protocol as "pairwise" keys.
   ‑ One or more keys, other than the dynamic or pairwise keys, each
     of which is already in place at all group member stations. These
     are referred to as "stable" keys.



   When keying material is stored by a station, it is accompanied by a
   "use flag" indicating whether or not that keying material is usable
   for groupcast transmissions.






2.2 Group Keying Procedure Overview

   GKd sends unicast keying messages to the other stations in the group
   and they respond as specified below and in further detail in the
   particular use profiles for this Group Keying Protocol. All such
   keying messages MUST be encrypted and authenticated using the
   pairwise keys as further specified in the use profile.



   Typically, GKd sends a keying message to each GKs with keying
   material.  After successful acknowledgement of receipt from each GKs,
   GKd sends a keying message to each GKs instructing it to use the
   dynamic key GKd has set. It would be common for GKd to set a new
   dynamic key at each GKs while an older dynamic key is in use so that
   GKd can more promptly roll over to the new key when appropriate.



   To avoid an indefinite build up of keying material at a GKs, keys
   have a lifetime specified by GKd and GKd can send a message deleting
   a key. (GKd can also send a message indicating that a key is no
   longer to be used but leaving it set.) Should the space available at
   a GKs for keying material be exhausted, on receipt of a Set Key
   keying message for a new key ID GKs discards a dynamic key it has and
   originates a Delete Key message to the source of that dynamic key.






2.3 Transmission and Receipt of Group Data Messages

   If a group has only two members, then pairwise security is used
   between them.



   When a group has more than two members and a station in the group
   transmits a data message to the group, if the transmitter has one or
   more keys set by GKd that it has been instructed to use, it uses one
   of those keys and its associated cypher suite to groupcast the data
   message.  If it has no such key, then it uses serial unicast to send
   the data message to each other member of the group, negotiating
   pairwise keys with them if it does not already have such pairwise
   keys. Thus it is a responsibility of GKd not to authorize the use of
   a groupcast key until it knows that all the GKs have that key.



   When a station in the group receives data that has been groupcast to
   the group, if the receiver has the key referenced by the data message
   the receiver decrypts and verifies it. If verification fails or if
   the receiver does not have the required key, the receiver discards
   the data message. Thus whether GKs has been directed to "use" a key
   by GKd is relevant only to transmission, not reception.






2.4 Changes in Group Membership or GKd

   When a new station joins the group, GKd should send that station the
   currently in-use group key and instruct it to use that key and send
   it other keys known to the group members and intended for future use.



   If GKd detects that one or more stations that were members of the
   group are no longer members of the group, it SHOULD generate and
   distribute a new group key to the remaining group members, instruct
   them to use this new key, and delete from them any old keys known to
   the departed group member station(s) or at least instructing them to
   disuse such old keys that are marked for use; however, in the case of
   groups with large and/or highly dynamic membership, where a station
   might frequently leave and then rejoin, it may, as a practical
   matter, be necessary to rekey less frequently.



   A new group member can become GKd due to the previous GKd leaving the
   group or a configuration change or the like. A GKs MUST NOT use
   keying material set by a station that it determines is not GKd. To
   avoid a gap in service, a station that is not GKd MAY set keying
   material at other stations in the group; however, such a non-GKd
   station cannot set the use flag for any such keying material. It is
   RECOMENDED that the second highest priority station to be GKd set
   such keying material at all other stations in the group. Should a
   station run out of room for keying material, it SHOULD discard keying
   material set by a station with lower priority to be GKd before
   discarding keying material set by a higher priority station and among
   keys set by GKd is SHOULD discard the lest recently used first.






2.5 Group Keying Messages

   Keying messages start with a Version number. This document specifies
   Version zero.



Keying messages are structured as
   o  a Version number,
   o  a Response flag,
   o  a Key ID length,
   o  the Key ID of a stable key,
   o  a group keying use profile identifier,
   o  possible padding, and finally
   o  an AES key wrapped [RFC5649] [RFC3394] vector of additional
      fields wrapped using the stable key identified and using
      AES‑256, as shown in Figure 2.1 below.



   Keying messages are always sent unicast and encrypted and
   authenticated with the appropriate pairwise key, all as further
   specified for the particular use profile. It will typically be
   possible for GKd to calculate the keying message once, including the
   AES wrapping under a stable key, then send that message to various
   GKs using the different pairwise keys for each GKs.



+‑+‑+‑+‑+‑+‑+‑+‑+
|Ver|R|KeyID1Lng|                  1 byte
+‑+‑+‑+‑+‑+‑+‑+‑+...
| KeyID1  ...                      KeyID1Lngth bytes
+‑+‑+‑+‑+‑+‑+‑+‑+...
| Use Type      |                  1 byte
+‑+‑+‑+‑+‑+‑+‑+‑+
| Pad1 Length   |                  1 byte
+‑+‑+‑+‑+‑+‑+‑+‑+...
| Padding                          Pad1 Length bytes
+‑+‑+‑+‑+‑+‑+‑+‑+...
|AES Wrap Length|                  1 byte
+‑+‑+‑+‑+‑+‑+‑+‑+...
|
| AES Wrapped Material             Variable size
|
+‑+‑+‑+‑+‑+‑+‑+‑...



                     Figure 2.1. Keying Message Structure



      The fields in Figure 2.1 are as follows:



         Ver - Group Keying protocol version. This document specifies

             version zero.



         R - Response flag. If set to one, indicates a response message.

             If set to zero, indicated a request or no-op message.



         KeyID1Lngth, KeyID1 - KeyID1 identifies the stable AES-256 key

             wrapping key (also known as the Key Encrypting Key (KEK))
             as further specified in the use profile. KeyID1Lngth is a
             5-bit field that gives the length of KeyID1 in bytes as an
             unsigned integer.



         Use Type - Specifies the particular group security use profile

             such as RBridge Extension (Section 3) or IP link
             [TRILLoverIP].



         Pad1 Length, Pad1 - Padding to obscure the non-padded message

             size. Pad1 Length may be from 0 to 255 and gives the length
             of the padding as an unsigned integer. Each byte of padding
             MUST be equal to Pad1 Length. For example, 3 bytes of
             padding with length is 0x03030303.



         AES Wrap Length - An unsigned byte that gives the length of the

             AES Wrapped Material in units of 8 bytes. The length of AES
             key wrapped material is, as specified in [RFC5649], always
             a multiple of 8 bytes (64 bits) and not less than 16 bytes.
             Thus an AES Wrap Length of 0 or 1 is invalid.



         AES Wrapped Material - The output of the AES Key Wrapping

             operation on the message vector of fields using the
             specified stable key.



   The vector of fields contained within the AES-256 key wrapping is
   specified for the various keying messages in subsections below.  The
   contents of this wrapped vector are protected by the AES wrapping as
   well as being authenticated and super-encrypted by the pairwise keyed
   security used for sending the overall keying message. The stable key
   used for AES wrapping MUST be different from the outer message
   pairwise key.



   Each group keying message contains, in the AES wrapped vector of
   fields, a message type and a message ID set by the sender of a
   request.  These fields are returned in the corresponding response to
   assist in the matching of response to requests, except that there is
   no response to the No-Op message.



   If no response is received to a request (other than a No-Op message)
   for an amount of time configurable in milliseconds from 1 to ( 2**15
   - 1 ), the request is re-transmitted with the same message ID.  These
   retries can occur up to a configurable number of times from 1 to 8.
   Unless otherwise provided in the particular use profile, the default
   response delay threshold is 200 milliseconds and the default maximum
   number of retries is 3.



   Keying messages are sent with a priority/QoS configurable on a per
   device per use type basis. The default priority/QoS is specified in
   the use profile.



   Since the minimum length of the AES Wrapped Material is 16 bytes
   [RFC5649], the minimum valid size of a keying message is 20 bytes,
   even if KeyID1 Length and Pad1 Length are zero. All multi-byte fields
   are in network order, that is, with the most significant byte first.






2.6 Set Key Message

   The structure of the wrapped vector of fields for the Set Key keying
   message is as show in Figure 2.2. A recipient automatically
   determines the overall length provided for this vector of fields
   inside the AES wrapping as a byproduct of the process of AES
   unwrapping [RFC5649].



+‑+‑+‑+‑+‑+‑+‑+‑+
| Msg Type = 1  |                  1 bytes
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Msg ID                           3 bytes      |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Pad2 Length   |                  1 bytes
+‑+‑+‑+‑+‑+‑+‑+‑+...
| Padding                          Pad2 Length bytes
+‑+‑+‑+‑+‑+‑+‑+‑+...
| Other                            Variable size
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Lifetime                      |  2 bytes
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| KeyID2 Length |                  1 byte
+‑+‑+‑+‑+‑+‑+‑+‑+
| KeyID2  ...                      KeyID2 Length bytes
+‑+‑+‑+‑+‑+‑+‑+‑+
| CypherSuiteLng|                  1 byte
+‑+‑+‑+‑+‑+‑+‑+‑+
| CypherSuite ...                  CypherSuiteLng bytes
+‑+‑+‑+‑+‑+‑+‑+‑...
| Key  ...                         Variable size
+‑+‑+‑+‑+‑+‑+‑+‑...



                 Figure 2.2. Set Key Message Inner Structure



      The fields are as follows:



         Msg Type = 1 for Set Key message



         Msg ID - A 3 byte quantity to be included in the corresponding

             response message to assist in matching requests and
             responses. Msg ID zero has a special meaning in responses
             and MUST NOT be used in a Set Key message or any other
             group keying request message.



         Pad2 Length, Pad2 - Padding to obscure the size of the unapdded

             AES wrapped data. Pad2 Length may be from 0 to 255 and
             gives the length of the padding as an unsigned integer.
             Each byte of padding MUST be equal to Pad1 Length. For
             example, 2 bytes of padding with length byte is 0x020202.



         Other - Additional information if specified in the use profile.

             If Other information in this message is not mentioned in
             the use profile, there is none and this portion of the
             wrapped information is null. If a use profile specifies
             Other information it must be possible to determine its
             length so that following fields can be properly parsed and
             so that the size of the Key field can be deduced; for
             example, it could begin with a length byte.



         Lifetime - A 2-byte unsigned integer. After that number of

             seconds plus one second, the key and associated information
             being set MUST be discarded. Unless otherwise specified for
             a particular use profile of this group keying protocol, the
             default Lifetime is 15,000 seconds or a little over four
             hours.



         KeyID2 Length, KeyID2 - KeyID2 identifies the group key and

             associated information being set as further specified in
             the use profile. KeyID2 Length is an unsigned byte that
             gives the length of KeyID2 in bytes.



         CypherSuiteLng, CypherSuite - CypherSuite identifies the cypher

             suite associated with the key being set as further
             specified in the use profile. CypherSuite Length is an
             unsigned byte the gives the length of CypherSuite in bytes.



         Key - This is the actually group shared secret keying material

             being set. Its length is deduced from the overall length of
             the vector of fields (found by the AES unwrap operation)
             and the length of the preceding fields.



   If GKs already has a dynamic key set under KeyID2, the key's value
   and associated cypher suite are compared with those in the Set Key
   messages. If they are the same, the only receiver action is to update
   the Lifetime information associated with KeyID2 and send a Response
   message. If they are different, the lifetime, cypher suite, and key
   (and possibly Other material) are replaced, the use flag is cleared,
   and a Response message sent.






2.7 Use, Delete, Disuse, or Deleted Key Messages

   The structure of the wrapped material for the Use Key, Delete Key,
   and Disuse Key keying messages are the same as each other except for
   the message type. This structure is shown in Figure 2.3



+‑+‑+‑+‑+‑+‑+‑+‑+
| Msg Type = t  |                  1 byte
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Msg ID                           3 bytes      |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Pad2 Length   |                  1 bytes
+‑+‑+‑+‑+‑+‑+‑+‑+...
| Padding                          Pad2 Length bytes
+‑+‑+‑+‑+‑+‑+‑+‑+...
| Other                            Variable size
+‑+‑+‑+‑+‑+‑+‑+‑+...
| KeyID2 Length |                  1 byte
+‑+‑+‑+‑+‑+‑+‑+‑+
| KeyID2  ...                      KeyID2 bytes
+‑+‑+‑+‑+‑+‑+‑+‑+



           Figure 2.3. Use, Delete, Disuse, or Deleted Key Message



      The Msg Type field specifies the particular message as follows:



Msg Type   Message
‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑
     2     Use Key
     3     Delete Key
     4     Disuse Key
     5     Deleted Key



   The remaining fields are as specified in Section 2.4. KeyID2
   indicates the key to be used, deleted, for which use should cease, or
   which has been deleted, depending on the message type.



   It is RECOMMENDED that these messages be padded so as to be the same
   length as a typical Set Key message.



   The Delete Key is sent by a station believing itself to be GKd
   instructing some GKs to delete a key.  When a GKs spontaneously
   deletes a key, it sends a Deleted Key message to the station from
   which it received the key. The message types for Delete Key and
   Deleted Key are different to minimize confusion in corner cases such
   as the GKd changing while messages are in flight. The Msg ID used in
   a Deleted Key message is created by the sending GKs from a space of
   Msg IDs associated with that GKs which is independent of the Msg IDs
   used in requests originated by GKd.






2.8 Response Message

   The structure of the wrapped material for the Response group keying
   message is as show below in Figure 2.4. A response message is
   indicated by the R bit in the first byte of the message outside the
   key wrapping.



   A response MUST NOT be sent due to the receipt of a response. The R
   bit is outside of the key wrapping so that this rule can be enforced
   even in cases of difficulty in unwrapping.



+‑+‑+‑+‑+‑+‑+‑+‑+
| Msg Type = n  |                  1 byte
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Msg ID                           3 bytes      |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Pad2 Length   |                  1 bytes
+‑+‑+‑+‑+‑+‑+‑+‑+...
| Padding                          Pad2 Length bytes
+‑+‑+‑+‑+‑+‑+‑+‑+...
| Other                            Variable size
+‑+‑+‑+‑+‑+‑+‑+‑+...
| Response Code |                  1 byte
+‑+‑+‑+‑+‑+‑+‑+‑+
| ReqPartLength |                  1 byte
+‑+‑+‑+‑+‑+‑+‑+‑+...
| Request Part                     ReqPartLenth bytes
+‑+‑+‑+‑+‑+‑+‑+‑...



                 Figure 2.4. Response Message Inner Structure



      Except as specified below, the fields are as specified for the Key
      Set message.



         Msg Type, Msg ID - The content of these field is copied from

             the message in reply to which this Response message is sent
             unless there is an error that stops the replying station
             from determining them; in that case the special value zero
             is used for the Msg Type and Msg ID. Errors where the Msg
             Type and ID could not be determined are indicated by a
             Response Code with its high order bit set to one, that is,
             the 0b1xxxxxxx bit set.



         Response Code - An unsigned byte giving the response as

             enumerated in Table 2.2 in Section 2.8.1.  Any Response
             Code other than a success indicates that the receiver took
             no action on the request other than sending an error
             Response message.



ReqPartLength, Request Part: It is usually usefully to include
    some or all of the request message in error responses.
    ‑  If the Response Code high order two bits are zero, the
       request succeeded and ReqPartLength MUST be set to zero
       so Request Part will be null.

    ‑  If the Response Code high order two bits are zero one
       (0b01xxxxxx), then there was an error in the part of the
       request inside the AES key wrapping but the unwrap
       process was successful. ReqPartLength is the length of
       the request message material included in the Request
       Part field. The included request material is from the
       unwrapped vector of fields started with the Msg Type
       byte.
    ‑ If the Response Code high order bit is one (the
       0b1xxxxxxx is set), then there was an error parsing the
       material outside the AES key wrap or an error in the AES
       unwrapping process. ReqPartLength is the length of the
       request message part included in the Request Part field.
       The included part of the request starts with the first
       byte of the message (the byte containing the version,
       response flag, and KeyID1 Length).






2.8.1 Response Codes

   The high order two bits of the Response Code have meaning as shown in
   Table 2.1.



Top 2 Bits    Category
‑‑‑‑‑‑‑‑‑‑    ‑‑‑‑‑‑‑‑‑‑
    0b00      Success
    0b01      AES wrap contents
    0b10/11   Outside of AES wrap contents

Response  Response
 Decimal      Hex    Meaning
‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑
      0       0x00   Success
      1       0x01   Success and the key at an existing key ID was
                           changed
   2‑47  0x02‑0x2F   Unassigned
  48‑63  0x30‑0x3F   Reserved for special success codes defined in
                           use profiles
     64       0x40   Malformed inner fields (see Note 2 below)
     65       0x41   Unknown or zero Msg Type in a request
     66       0x42   Zero Msg ID in a request
     68       0x43   Invalid length KeyID2
     69       0x44   Unknown KeyID2
     70       0x45   Invalid length CypherSuite
     71       0x46   Unknown CyperSuite
     72       0x47   Bad Key (see Note 3 below)
 73‑111  0x49‑0x6F   Unassigned
112‑127  0x70‑0x7F   Reserved for error codes defined in use
                           profiles and related to the AES wrapped

                           contents
    128       0x80   Malformed message (see Note 1 below)
    129       0x81   Invalid length KeyID1
    130       0x82   Unknown KeyID1
    131       0x83   Unknown Use Type
    131       0x84   AES unwrap fails test 1, see Section 3
                           [RFC5649]
    132       0x85   AES unwrap fails test 2, see Section 3
                           [RFC5649]
    133       0x86   AES unwrap fails test 3, see Section 3
                           [RFC5649]
134‑175  0x86‑0x7F   Unassigned
176‑191  0xB0‑0xBF   Reserved for error codes defined in use
                           profiles and related to parts of
                           message outside the AES wrap contents
    192       0xC0   No keys set
    193       0xC1   Referenced key unknown
    194       0xC2   Referenced key known but use flag not set
195‑255  0xC3‑0xFF   Reserved



Response Code Notes:



Note 1  Message is too short or too long, AES wrapped material is too
        short, Padding bytes are not the required value, or similar
        fundamental message format problems.

Note 2  The AES wrapped inner vector of fields is too short or too
        long, Padding bytes are not the required value, or similar
        fundamental vector of fields format problems.

Note 3  Key is not a valid length for CypherSuite or other internal
        checks on key (for example, parity bits in a 64 bit DES key
        (not that you should be using DES)) fail.





2.8 No-Op Message

   The No-Op message is a dummy message intended for use in disguising
   metadata deducable from keying message transmissions. It requires no
   response although a recipient can always decided to send a No-Op
   message to a station from which it has received such a message. The
   vector of fields inside the AES key wrap is as follows:



+‑+‑+‑+‑+‑+‑+‑+‑+
| Msg Type = 6  |                  1 byte
+‑+‑+‑+‑+‑+‑+‑+‑+
| Pad2 Length   |                  1 bytes
+‑+‑+‑+‑+‑+‑+‑+‑+...
| Padding                          Pad2 Length bytes
+‑+‑+‑+‑+‑+‑+‑+‑...



                 Figure 2.5. No-Op Message Inner Structure



   The Msg Type is set to 6 to indicate a No-Op message.



   Pad2 Length and Padding are as specified in Section 2.6. It is
   RECOMMENDED that Pad2 Length in a No-Op message be such as to make
   its length the same as the length of a typical Set Key message.






2.9 General Security Considerations

   This section gives some general security considerations of this group
   keying protocol as distinguished from security considerations of a
   particular use profile.



   The method by which the stations in the group discover each other is
   specified in the group keying use profile. GKd controls group access
   and generally learns whatever it needs to know about GKs during the
   pairwise authentication and pairwise keying process.



   The group keying provided by this protocol is shared secret keying.
   This means that data messages can only be authenticated as coming
   from some group member but not as coming from a specific group
   member. If this level of authentication is insufficient, GKd can
   simply not set keys or not set them as usable. This will force all
   stations in the group that are configured to use security for multi-
   destination transmissions to the group to serial unicast data to the
   other group members using pairwise keying.



   The content value of padding fields in the Group Keying protocol is
   fixed so that it cannot be used as a covert channel. The length of
   padding could still be so used.




3. DTLS: Extended RBridge Channel Group Keyed Security

   This section specifies a profile of the group keying protocol defined
   in Section 2. This profile provides shared secret keying to secure
   multi-destination Extended RBridge Channel messages [RFC7978].  The
   keys put in place by the group keying protocol are available for use
   as DTLS pre-shared keys with the DTLS and Composite Security of
   multi-destination Extended RBridge Channel messages as specified in
   Section 3.2.



For this group keying use profile, a group is identified by TRILL
Data Label (VLAN or FGL [RFC7172]) and consists of the data reachable
[RFC7780] RBridges with interest in that Data Label. GKd is the
RBridge in the group that, of those group members supporting the
Group Keying Protocol, is the highest priority to be a TRILL
distribution tree root. If not all members of the group support the
Group Keying Protocol, then there are two cases for multi‑destination
Channel Tunnel RBridge Channel messages:
(1) If the sender and at least two other group members support the
    Group Keying Protocol, it SHOULD, for efficiency, send a secured
    multi‑destination RBridge Channel message to cover the group and
    serially unicast to the group members not supporting the Group
    Keying Protocol.
(2) In other cases the sender serially transmits the data to the
    group members using pairwise security.






3.1 Transmission of Group Keying Messages

   Keying messages themselves are sent as unicast Extended RBridge
   Channel messages carrying a Group Keying protocol (see Section 5.2)
   RBridge Channel message. They MUST use DTLS Pairwise or Composite
   (STypes 2 or 3) security.



   The Group Keying profile for this Group Keying Use Type is as
   follows:



      Priority of Group Keying messages for this SHOULD be 6 unless the

            network manager chooses to use a lower priority after
            determining that such lower priority group keying messages
            will yield acceptable performance. Priority 7 SHOULD NOT be
            used as it may cause interference with the establishment and
            maintenance of adjacency.



      Use Type = 1



      KeyID1 Length = 2, KeyID1 is an [RFC5310] key ID.



      CypherSuiteLng = 2, CypherSuite is the cypher suite used in



            groupcast extended RBridge Channel data messages for the
            corresponding KeyID2. This a DTLS [RFC6347] cypher suite.



      KeyID2 Length = 1, KeyID2 is the index under which a group key is

            set. Group keys are, in effect, indexed by this KeyID2 and
            the nickname of the GKd as used in the Ingress Nickname
            field of the TRILL Header of Group Keying messages.






3.2 Transmission of Protected Multi-destination Data

   Protected Extended RBridge Channel [RFC7978] messages are multicast
   (M bit set to one in the TRILL Header) and set the SType field to a
   new value for "Group Secured" (See Section 5.3). The data is
   formatted as one byte of Key ID followed by data formatted as TLS 1.2
   [RFC5246] application_data using the cyphersuite and keying material
   stored under the Key ID.




4. TRILL Over IP Group Keyed Security

   This section specifies a profile of the group keying protocol defined
   in Section 2. This profile provides shared secret keying to secure
   TRILL over IP messages [TRILLoverIP].  The keys put in place by the
   group keying protocol are available for use as IPSEC keys.



   For this group keying use profile, a group is identified by an IP
   multicast address and consists of the adjacent [RFC7177] RBridges
   reachable with that multicast address. GKd is the RBridge in the
   group that, of those group members supporting the Group Keying
   Protocol, has the highest priority to be a TRILL distribution tree
   root. If not all members of the group support the Group Keying
   Protocol, then there are two cases for multi‑destination TRILL over
   IP messages:
   (1) If the sender and at least two other group members support the
       Group Keying Protocol, it SHOULD, for efficiency, send a secured
       IPSEC message to cover the group and serially unicast to the
       group members not supporting the Group Keying Protocol.
   (2) In other cases the sender serially transmits the data to the
       group members using pairwise security.



4.1 Transmission of Group Keying Messages
   tbd



      Use Type = 2



   tbd






4.2 Transmission of Protected Multi-destination Data

   tbd




5. IANA Considerations

   This section gives IANA Considerations.






5.1 Group Keying Protocol

   IANA is requested to perform the following actions:



      1. Establish a protocol parameters web page for "Group Keying
         Protocol Parameters" with the initial registries on that page
         as specified below in this section.



      2. Establish a "Message Type" registry on the Group Keying
         Protocol Parameters page as follows:



         Registration Procedure: IETF Review



         Reference: [this document]



 Type     Description     Reference
‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑     ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
      0   Reserved                  [This document]
      1   Set Key                   [This document]
      2   Use Key                   [This document]
      3   Delete Key                [This document]
      4   Disuse Key                [This document]
      5   Deleted Key               [This document]
      6   No‑Op                     [This document]
  7‑250   Unassigned
251‑254   Reserved for Private Use  [This document]
    255   Reserved                  [This document]



      3. Establish a "Group Keying Use Profile" registry on the Group
         Keying Protocol Parameters page as follows:



         Registration Procedure: IETF Review



         Reference: [This document]



 Profile    Description               Reference
‑‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑               ‑‑‑‑‑‑‑‑‑
       0    Reserved                  [This document]
       1    Extended RBridge Channel  [This document]
       2    TRILL over IP             [This document]
   3‑250    Unassigned
 251‑254    Reserved for Private Use  [This document]
     255    Reserved                  [This document]



      4. Establish a "Response Code" registry on the Group Keying
         Protocol Parameters page as show below taking entries from the
         Response Code table in Section 2.8.1 above.  In the table of
         values, the Reference column should be "[This document]" except
         where the Meaning is "Unassigned" or "Reserved".



         Registration Procedure: IETF Review



         Reference: [This document]



         Note: The top two bits of the Response Code indicate a category
         as specified in Section 2.8.1 of [this document].



Response    Response
 Decimal       Hex     Meaning      Reference
‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑
      0        0x00    Success      [this document]
    ...         ...    ...
    255        0xFF    Reserved






5.2 Group Keying RBridge Channel Protocol Numbers

   IANA is requested to assign TBD1 as the TRILL RBridge Channel
   protocol number, from the range assigned by Standards Action, for use
   when the "Group Keying" protocol is transmitted over Extended RBridge
   Channel messages.



   The added RBridge Channel protocols registry entry on the TRILL
   Parameters web page is as follows:



Protocol  Description       Reference
‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑‑    ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
  TBD1    Group Keying      Section 2 of [this document]






5.3 Group Secured Extended RBridge Channel SType

   IANA is requested to assign TBD2 as the Group Secured SType in the
   "Extended RBridge Channel Security Types Subregistry" on the TRILL
   Parameters web page as follows:



SType  Description    Reference
‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑
 TBD2  Group Secured  Section 3.2 of [this document]




6. Security Considerations

   TBD



   See [RFC7978] for Extended RBridge Channel security.



   See [RFC7457] in connection with TLS and DTLS security.
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1. Introduction

   The TRILL (Transparent Interconnection of Lots of Links or Tunneled
   Routing in the Link Layer) protocol [RFC6325] [RFC7780] supports
   arbitrary link technologies including both point-to-point and
   broadcast links and supports Ethernet links between edge TRILL
   switches and end stations.  Communications links are constantly under
   attack by criminals and national intelligence agencies as discussed
   in [RFC7258].



   Link security in an important element of security in depth for links,
   paticularly those that are not entirely under the physical control of
   the TRILL network operator or that include device which may have been
   compromised, that is, pretty much for all links. TRILL generally uses
   an existing link security method specified for the technology of the
   link in question.



   This document specifies link security recommendations for TRILL over
   Ethernet [RFC6325], TRILL over PPP [RFC6361], and transport of TRILL
   by pseudowires [RFC7173], in Sections 3.1, 3.2, and 3.3 respectively.
   Although the Security Considerations sections of these RFCs mention
   link security, this document goes further, updating these RFCs as
   decribed in Appendix A and imposing the new mandatory encryption
   implementation requirements summarized in Section 1.1.



   [TRILL-IP] will cover TRILL security over IP links and any other
   future TRILL-over-X drafts are expected to cover security for TRILL
   links using technology X.



   Edge-to-edge security, fron imgress to egress TRILL switch, provides
   another level of security and is covered in Section 4.



   TRILL provides autoconfiguration assistance and default keying
   material, under most circumstances, to support the TRILL goal of
   having a minimal or zero configuration default. Where better security
   is not available, TRILL supports opportunistic security [RFC7435].



   [This is a partial early draft.]






1.1 Encryption Requirement and Adjacency

   This document requires that all TRILL data packets between adjacent
   TRILL switch ports that are capable of encryption at line speed MUST
   default to being encrypted and authenticated or, if authenticaion is
   not available, at least to be oportunisticly encrypted (encrypted
   without authentication of endpoints). It MUST require explicit
   configuration in such cases to allow the ports to communicate
   unencrypted or unsecured. Line speed encryption and authentication
   usually requires hardware assist but there are cases with slower
   ports and higher powered switch processors where it can be
   accomplished in sofware.



   If line speed link encryption and authentication is not available for
   communication between TRILL switch ports, it MUST still be possible
   to configure the TRILL switches and ports involved to encrypt and
   authenticate all TRILL packets sent. This is appropriate for cases
   where the security provided outweighs the reduction in performance.






1.2 Terminology and Acronyms

   This document uses the acronyms and terms defined in [RFC6325], some
   of which are repeated below for convenience, and additional acronyms
   and terms listed below.



   HKDF: Hash based Key Derivation Function [RFC5869].



   Link: The means by which adjacent TRILL switches are connected. May

         be various technologies and in the common case of Ethernet, can
         be a "bridged LAN", that is to say, some combination of
         Ethernet links with zero or more bridges, hubs, or repeaters.



   MACSEC: Media Access Control (MAC) Security. IEEE Std 802.1AE-2006.



   MPLS: Multi-Protocol Label Switching.



   PPP: Point-to-point protocol [RFC1661].



   RBridge: An alternative name for a TRILL switch.



   TRILL: Transparent Interconnection of Lots of Links or Tunneled

         Routing in the Link Layer.



   TRILL switch: A device implementing the TRILL protocol. An

         alternative name for an RBridge.



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].




2. Link Security Default Keying

   In some cases, it is possible to use keying material derived from the
   [RFC5310] IS-IS keying material already in place. In such cases, the
   two byte [RFC5310] Key ID identifies the IS-IS keying material. The
   keying material actually used in the link security protocol is
   derived from the IS-IS keying material as follows:



      HKDF-Expand-SHA256 ( IS-IS-keying-material,

                           "TRILL Link" | custom, L )



   where "|" indicates concatenation, HKDF is the Hash base Key
   Derivation Function in [RFC5869], SHA256 is as in [RFC6234], IS-IS-
   keying-material is the input keying material, "TRILL Link" is the
   10-character ASCII [RFC20] string indicated, "custom" is a byte
   string dependeng on the link security protocol being used, and L is
   the length of output keying material needed.




3. Link Security Specifics

   The following subsection discuss TRILL link security for various
   technologies.






3.1 Ethernet Links

   TRILL over Ethernet is specified in [RFC6325] with some additional
   material on Ethernet link MTU in [RFC7780].



   Link security between TRILL switch Ethernet ports conforms to IEEE
   Std 802.1AE-2006 [802.1AE] as amended by IEEE Std 802.1AEbn-2011
   [802.1AEbn] and IEEE Std 802.1AEbw-2013 [802.1AEbw]. This security is
   referred to as MACSEC.



   TRILL switch Ethernet ports MUST implement MACSEC even if it is
   implemented in software. When TRILL switch ports are directly
   connected by Ethernet with no intervening customer bridges, for
   example by a point to point Ethernet link, MACSEC between them
   operates as specified herein. There can be intervening Provider
   Bridges or other forms of transparent Ethernet tunnels.



   However, if there are one or more customer bridges or similar devices
   in the path, MACSEC at the TRILL switch port will peer with the
   nearest such bridge port. This reaults, from the point of view of
   MACSEC, with a two or more hop path, although it is one TRILL hop.
   Typically, the TRILL switch ports at the ends of such a path would be
   unable to negotiate security and agree on keys because of the
   intervening customer bridge. In such cases where encryption and
   authenication are required, the adjacent TRILL switch ports would be
   unable to establish IS-IS communication and would not form an
   adjacency [RFC7177]. However, it may be possible to configure such
   bridge ports and distribute such keying material or the like to them
   so that encryption and authentication can be established on all hops
   of such mulit-hop Ethernet paths. Methods for accomplishing such
   distribution to devices other than TRILL switches are beyond the
   scope of this document.



   When MACSEC is established between adjacent TRILL switch ports, the
   frames are as shown in Figure 1. The optional VLAN tagging shown is
   superfluous in the case of TRILL Data and IS-IS packets. Unless there
   are VLAN sensitive devices intervening between the TRILL switch
   ports, or possibly attached to the link between those ports, TRILL
   Data and IS-IS packets secured with MACSEC SHOULD generally be sent
   untagged for efficiency.



   Of course there may be other Ethernet control frames, such as link
   aggregation control messages or priority based flow control messages,
   that would also be sent within MACSEC. Typically only the [802.1X]
   messages used to establish and maintain MACSEC are sent unsecured.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|   Outer.MacDA (6 bytes)               |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|   Outer.MacSA (6 bytes)               |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|   MACSEC Tag (8 or 16 bytes)          |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Encrypted                             |
|   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |
|   | Optional VLAN Tag (4 bytes)   |   |
|   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |
|   | TRILL or L2‑IS‑IS Ethertype   |   |
|   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |
|   | TRILL Data or IS‑IS Payload   |   |
|   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|   ICV (8 or 16 bytes                  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|   FCS (4 bytes)                       |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



               Figures 1. MACSEC Between TRILL Switch Ports



      Outer.MacDA: 48-bit destination MAC address



      Outer.MacSA: 48-bit source MAC address



      MACSEC Tag: See further description below.



      Encrypted: The encrypted data



      ICV: The MACSEC Intergrity Check Value



      FCS: Frame Check Sequence.



   The strucutre of a MACSEC Tag is as follows:



   to be completed ...



   [802.1X] is used to establish keying and algorithms for Ethernet link
   security ... to be completed ...




3.2 PPP Links

   TRILL over PPP is specified in [RFC6361]. Currently specified native
   PPP security does not meet modern security standards. However, true
   PPP over HDLC is relatively uncommon today and PPP is normally being
   conveyed by another protocol, such as PPP over Ethernet or PPP over
   IP. In those cases it is RECOMMENDED that Ethernet security as
   described in Section 3 or IP security as described in [TRILL-IP] be
   used to secure PPP between TRILL switch ports.



   If it is necessary to use native PPP security [RFC1968] [RFC1994] ...
   to be completed ...






3.3 Pseudowire Links

   TRILL transport over pseudowires is specified in [RFC7173].



   No native security is provided for pseudowires as such; however, they
   are, by definition, carried by some PSN (Packet Switched Network).
   Link security must be provided by this PSN or by lower level
   protocols. This PSN is typically an MPLS or IP PSN.



   In the case of a pseudowire over IP, security SHOULD be provided as
   is expected to be specified in [TRILL-IP]. If that is not possible
   but the IP path is only one IP hop, then it may be possible to
   provide link security at the layer of the link protocol supporting
   that hop, such as Ethernet (Section 3) or PPP (Section 4).



   In the case of a pseudowire over MPLS, MPLS also does not have a
   native security scheme. Thus, security must be provided at the link
   layer being used, for example Ethernet (Section 3) or IP [TRILL-IP].




4. Edge-to-Edge Security

   Edge-to-edge security can be applied to TRILL data packets between
   the TRILL switch where they are ingressed or created to the TRILL
   switch where they are egressed or consumed. The edge-to-edge path is
   viewed as a one hop virtual link from before TRILL encapsulation to
   after TRILL decapsulation. MACSEC is used on this pseudolink.



   If default keying is used, it is as specified in Section 2 above with
   the value of "custom" in Section 2 as specified below, depending on
   whether the TRILL data packet is TRILL unicast or TRILL multi-
   destination:



      Unicast: custom = "Uni" | ingress System ID | egress System ID



Multi‑destination:  custom = "Multi" | Data Label



   where "|" indicates concatenation, the quoted string "Uni" and
   "Multi" represent those 3 and 5 character ASCII [RFC20] strings,
   respectively, ingress System ID and egress System ID are the 6-byte
   IS-IS System ID of the origin and destination TRILL switches, and
   Data Label is the contents of the 4-byte (C-VLAN Ethertype plus VLAN
   ID) or 8-bytes (FGL Ethertypes and value) data labeling area of the
   TRILL packet with priority/DEI fields set to zero.



   Where keying is to be negotiated between a pair of TRILL switches for
   edge-to-edge unicast security, the IEEE 802.1X messages involved are
   transmitted inside unicast RBridge Channel [RFC7178] messages using
   RBridge Channel protocol number TBD1. Support for edge-to-edge
   encryption is indicated by a TRILL switch advertising support for
   this RBridge Channel protocol. In such 802.1X messages, the System
   IDs of the TRILL switches are used as their "MAC Addresses". 802.1X
   in turn uses the Extensible Authentication Protocol (EAP [RFC3748]).



   to be completed ...



   For edge-to-edge security, the MACSEC tag is inserted in the payload
   frame and the Inner.DataLabel (VLAN or FGL) is duplicated so that a
   TRILL Data packet on a transit link (which might not be an Ethernet
   link) is structured as shown below. The unencrypted copy of the
   Inner.DataLabel is needed for two reasons: (1) to avoid rejection by
   any transit RBridges the packet passes through that are sensitive to
   the Ethertype appearing immediately after the Inner.MacSA and would
   otherwise discard the packet and (2) to assure proper distribution if
   the packet is multi-destination. The inner encrypted Data Label is
   securely communicated to the egress TRILL swtich.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Link Header                          |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  TRILL Header                         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Inner.MacDA                          |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Inner.MacSA                          |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Inner.DataLabel                      |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  MACSEC Tag Edge‑to‑Edge              |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Encrypted                             |
|   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |
|   | Inner.DataLabel               |   |
|   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |
|   | Payload Ethertype             |   |
|   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |
|   | Payload                       |   |
|   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  ICV (8 or 16 bytes                   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Link Trailer                         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+




5. Security Considerations

   This document is about TRILL hop link security for Etherent, PPP, and
   pseudowire TRILL links and edge-to-edge security for a TRILL campus.
   See sections of this document on those particular topics.



   For general TRILL Security Considrations, see [RFC6325].







6. IANA Considerations

   IANA is requested to allocate a new RBridge Channel protocol number
   TBD1 for tunneled 802.1X messages supporting negotiated keys for
   unicast edge-to-edge security.



Normative References



   [802.1AE] - IEEE Std 802.1AE-2006, IEEE Standard for Local and

         metropolitan networks / Media Access Control (MAC) Security, 18
         August 2006.



   [802.1AEbn] - IEEE Std 802.1AEbn-2011, IEEE Standard for Local and

         metropolitan networks / Media Access Control (MAC) Security /
         Galois Counter Mode - Advanced Encryption Standard - 256 (GCM-
         AES-256) Cipher Suite, 14 October 2011.



   [802.1AEbw] - IEEE Std 802.1AEbw-2014, IEEE Standard for Local and

         metropolitan networks / Media Access Control (MAC) Security /
         Extended Packet Numbering, 12 February 2014




   [RFC20]
 - Cerf, V., "ASCII format for network interchange", STD 80,
         RFC 20, October 1969, <http://www.rfc-editor.org/info/rfc20>.




   [RFC1661]
 - Simpson, W., Ed., "The Point-to-Point Protocol (PPP)",
         STD 51, RFC 1661, July 1994, <http://www.rfc-
         editor.org/info/rfc1661>.




   [RFC1968]
 - Meyer, G., "The PPP Encryption Control Protocol (ECP)",
         RFC 1968, June 1996, <http://www.rfc-editor.org/info/rfc1968>.




   [RFC2119]
 -Bradner, S., "Key words for use in RFCs to Indicate
         Requirement Levels", BCP 14, RFC 2119, March 1997,
         <http://www.rfc-editor.org/info/rfc2119>.




   [RFC5226]
 - T. Narten and H. Alvestrand, "Guidelines for Writing an
         IANA Considerations Section in RFCs," BCP 26 and RFC 5226, May
         2008




   [RFC5310]
 - Bhatia, M., Manral, V., Li, T., Atkinson, R., White, R.,
         and M. Fanto, "IS-IS Generic Cryptographic Authentication", RFC
         5310, February 2009.




   [RFC5869]
 - Krawczyk, H. and P. Eronen, "HMAC-based Extract-and-
         Expand Key Derivation Function (HKDF)", RFC 5869, May 2010,
         <http://www.rfc-editor.org/info/rfc5869>




   [RFC6234]
 - Eastlake 3rd, D. and T. Hansen, "US Secure Hash
         Algorithms (SHA and SHA-based HMAC and HKDF)", RFC 6234, May
         2011, <http://www.rfc-editor.org/info/rfc6234>.




   [RFC6325]
 - Perlman, R., Eastlake 3rd, D., Dutt, D., Gai, S., and A.
         Ghanwani, "Routing Bridges (RBridges): Base Protocol
         Specification", RFC 6325, July 2011, <http://www.rfc-
         editor.org/info/rfc6325>.




   [RFC6361]
 - Carlson, J. and D. Eastlake 3rd, "PPP Transparent
         Interconnection of Lots of Links (TRILL) Protocol Control
         Protocol", RFC 6361, August 2011, <http://www.rfc-
         editor.org/info/rfc6361>.




   [RFC7173]
 - Yong, L., Eastlake 3rd, D., Aldrin, S., and J. Hudson,
         "Transparent Interconnection of Lots of Links (TRILL) Transport
         Using Pseudowires", RFC 7173, May 2014, <http://www.rfc-
         editor.org/info/rfc7173>.




   [RFC7177]
 - Eastlake 3rd, D., Perlman, R., Ghanwani, A., Yang, H.,
         and V. Manral, "Transparent Interconnection of Lots of Links
         (TRILL): Adjacency", RFC 7177, May 2014, <http://www.rfc-
         editor.org/info/rfc7177>.




   [RFC7178]
 - Eastlake 3rd, D., Manral, V., Li, Y., Aldrin, S., and D.
         Ward, "Transparent Interconnection of Lots of Links (TRILL):
         RBridge Channel Support", RFC 7178, DOI 10.17487/RFC7178, May
         2014, <http://www.rfc-editor.org/info/rfc7178>.






Informative References




   [RFC1994]
 - Simpson, W., "PPP Challenge Handshake Authentication
         Protocol (CHAP)", RFC 1994, August 1996, <http://www.rfc-
         editor.org/info/rfc1994>.




   [RFC3748]
 - B. Aboba, et al., "Extensible Authentication Protocol
         (EAP)," RFC 3748, June 2004




   [RFC7258]
 - Farrell, S. and H. Tschofenig, "Pervasive Monitoring Is
         an Attack", BCP 188, RFC 7258, May 2014, <http://www.rfc-
         editor.org/info/rfc7258>.




   [RFC7435]
 - Dukhovni, V., "Opportunistic Security: Some Protection
         Most of the Time", RFC 7435, December 2014, <http://www.rfc-
         editor.org/info/rfc7435>.




   [RFC7780]
 - Eastlake 3rd, D., Zhang, M., Perlman, R., Banerjee, A.,
         Ghanwani, A., and S. Gupta, "Transparent Interconnection of
         Lots of Links (TRILL): Clarifications, Corrections, and
         Updates", RFC 7780, DOI 10.17487/RFC7780, February 2016,
         <http://www.rfc-editor.org/info/rfc7780>.




   [TRILL-IP]
 - Cullen, M., et al., "Transparent Interconnection of Lots
         of Links (TRILL) over IP", draft-ietf-trill-over-ip, work in
         progress.



Acknowledgments



   The authors thank the following for their comments and help:



       tbd
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Appendix B: Ethernet Secrity to End Stations

   MACSEC could be used between end stations and their adjacent TRILL
   switch(es) or end-to-end between end stations or both. Since TRILL
   does not impose administrative requirements on end stations, the
   choice of keying and crypto suite are beyond the scope of this
   document. However, some informative explanation and diagrams are
   provided below to clarify how this might be done.



   The end station must be properly configured to know if it should
   apply MACSEC to secure its connection to an edge TRILL switch or to
   remote end stations or both.



   The Figure below show an Ethernet frame between a end station and the
   adjacent edge RBridge secured by MACSEC.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Outer.MacDA (6 bytes)                |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Outer.MacSA (6 bytes)                |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  MACSEC Tag End Station to TRILL edge |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Encrypted                             |
|   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |
|   | Optional VLAN Tag (4 bytes)   |   |
|   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |
|   | Payload Ethertype             |   |
|   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |
|   | Payload                       |   |
|   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  ICV (8 or 16 bytes                   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  FCS (4 bytes)                        |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



   The Figure below shows an Ethernet frame between an end station and
   an adjacent edge RBridge where MACSEC is being used end-to-end
   between that end station and remote end stations.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Outer.MacDA (6 bytes)                |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Outer.MacSA (6 bytes)                |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Optional Outer.VLAN                  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  MACSEC Tag End Station to End Station|
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Encrypted                             |
|   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |
|   | Payload Ethertype             |   |
|   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |
|   | Payload                       |   |
|   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  ICV (8 or 16 bytes                   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  FCS (4 bytes)                        |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



   The Figure below shows an Ethernet frame between an end station and
   an adjacent edge RBridge where MACSEC is being used end-to-end
   between that end station and a remote end stations and, in addition,
   an outer application of MACSEC is securing traffic between the end
   station and the adjacent edge RBridge port.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Outer.MacDA (6 bytes)                      |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Outer.MacSA (6 bytes)                      |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  MACSEC Tag End Station to TRILL edge       |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Outer.Encrypted                             |
|   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  |
|   | Optional VLAN Tag (4 bytes)          |  |
|   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  |
|   | MACSEC Tag End Station to End Station|  |
|   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  |
|   | Inner.Encrypted                      |  |
|   |  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |  |
|   |  | Payload Ethertype             |   |  |
|   |  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |  |
|   |  | Payload                       |   |  |
|   |  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |  |
|   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  |
|   | Inner.ICV (8 or 16 bytes)            |  |
|   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Outer.ICV (8 or 16 bytes)                  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  FCS (4 bytes)                              |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
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Abstract
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1. Introduction

   TRILL switches (also called RBridges (Routing Bridges)) are devices
   that support the IETF TRILL (TRansparent Interconnection of Lots of
   Links) protocol [RFC6325] [RFC7177] [RFC7780]. They provide
   transparent forwarding of frames in multi-hop networks with arbitrary
   topology and link technology using least cost paths for unicast
   traffic, support VLANs (Virtual Local Area Networks) and 24-bit Fine
   Grained Labels [RFC7172], and support the multipathing of both
   unicast and multi-destination traffic. They accomplish this by use of
   a hop count and IS-IS (Intermediate System to Intermediate System)
   link state routing [IS-IS] [RFC7176].



   A link between two TRILL switches in a TRILL campus can be any of a
   variety of technologies, ranging from a complex bridged LAN to PPP
   [RFC6361]. In the general case under the base TRILL protocol
   [RFC6325], a TRILL Data frame consists of an inner payload formatted
   as an Ethernet frame, preceded by a TRILL Header, and then
   encapsulated by a link envelope appropriate for the link technology.






1.1 Structure of This Document

   Section 2 discusses General Format TRILL Data frames without the
   enhancements specified in this document.



   In the case where the link is a point-to-point Ethernet link, an
   optional Compact Format is specified for TRILL Data frames that saves
   16 bytes. Section 3 specifies that format, its processing, and the
   conditions for its safe use.



   In the case where a multi-destination TRILL Data frame is being
   forwarded over a multi-access link with multiple ports connected but
   there is only one (or perhaps a few) next hop TRILL switches of
   interest, optional Specific Addressing allows the TRILL Data frame to
   be link unicast. This can substantially reduce the burden that frame
   represents if, for example, the link is a complex bridged LAN through
   which the frame might otherwise be flooded.  Section 4 specifies the
   Specific Addressing enhancement and the conditions for its safe use.



   Section 5 discusses potential interaction between these two
   enhancements. The remaining Sections after Section 5 provide IANA and
   Security Considerations, References, and the like.



   This document updates [RFC6325].




1.2 Terminology Used in This Document

   The terminology and acronyms defined in [RFC6325] are used herein
   with the same meaning. In particular, the terms "campus", "native
   frame", "link", etc., are as defined [RFC6325].



   "Point-to-point", as used herein, means a link which appears to be an
   isolated channel between exactly two TRILL switch ports. Such a link
   may not include customer bridges but may include hubs/repeaters, Two
   Port MAC Relays, Provider Bridges, Provider Back Bone Bridges
   [802.1Q], or other technology, provided that technology is configured
   to provide a transparent point-to-point path between the end point
   RBridge ports.



   References herein to "VLAN Tag" or the like are to customer VLANs (C-
   Tags, Ethertype 0x8100). Use of S-Tags, also known as Service Tags,
   or stacked VLAN or other tags is beyond the scope of this document
   but is an obvious extension.



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].




2. TRILL Frame Formats

   The subsections below provide a description of the general format of
   TRILL Data frames. It then narrows in to describe the format of TRILL
   Data frames on Ethernet links.






2.1 The General TRILL Frame Format

   The general "on-the-wire" form of TRILL frames is illustrated below.



   The Link Headers and Trailers in the formats below depend on the
   specific link technology. The Link Header contains one or more fields
   that distinguish TRILL Data from TRILL IS-IS. For example, over
   Ethernet, the TRILL Data Link Header ends with the TRILL Ethertype
   while the TRILL IS-IS frame Link Header ends with the L2-IS-IS
   Ethertype; on the other hand, over PPP, there are no Ethertypes but
   PPP protocol codes perform that function [RFC6361].



   A TRILL Data frame in transit between two neighboring RBridges is as
   shown below:



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| TRILL Data    |  TRILL   |    Payload     | TRILL Data    |
| Link  Header  |  Header  |  Native Frame  | Link Trailer  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                   Figure 1. Format of TRILL Data Frames



   In the above diagram, the Payload Native Frame is in a restricted
   Ethernet frame format with a VLAN or FGL [RFC7172] label but with no
   trailing Frame Check Sequence (FCS). The payload frame format is
   shown below, assuming the payload starts with an Ethertype (it might
   alternatively be LLC [802-2014] encoded or some other format):



+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑
| MAC Dest. | MAC Source | Label  | Ethertype |         ...
+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑



                   Figure 2. Format of the Payload Frame



      The encapsulated payload has the following fields in sequence:



   o  A 6-byte destination MAC address (Inner.MacDA)



   o  A 6-byte source MAC address (Inner.MacSA)



   o  An Inner.Label giving the VLAN ID or FGL [RFC7172], Priority, and
      DEI (Drop Eligibility Indicator) [RFC7780] of the payload (use of



      an S-tag or stacked tags is beyond the scope of this document but
      is an obvious extension)



   o  The payload frame's content (which usually starts with an
      Ethertype, such as the Ethertype for IPv4 or IPv6)



   TRILL IS-IS frames are also sent between neighboring RBridges and
   must be distinguished from TRILL Data frames. TRILL IS-IS frames are
   formatted as follows and cannot use the Compact Format specified
   herein:



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| TRILL IS‑IS  |  TRILL IS‑IS  | TRILL IS‑IS  |
| Link Header  |    Payload    | Link Trailer |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                        Figure 3. TRILL IS-IS Frame






2.2 Ethernet Link TRILL Data Frame General Encapsulation

   If the link between neighbor RBridges is Ethernet, then the general
   TRILL Data frame format has the following link encapsulation:



   Link Header: a 6-byte outer MAC destination address (Outer.MacDA)

         followed by a 6-byte outer MAC source address (Outer.MacSA)
         followed by an optional 4-byte outer VLAN tag Ethertype and
         value (Outer.VLAN), and finally the 2-byte TRILL Ethertype
         (0x22F3). Additional tags could be included after the outer MAC
         addresses and before the TRILL Ethertype such a MACSEC
         [802.1AE].



         Under the TRILL standard before this document, the Outer.MacDA
         was required to be the unicast MAC address of the destination
         RBridge port, if the TRILL Data frame was a unicast frame to a
         known destination, and was required to be the All-RBridges
         multicast address, if the TRILL Data frame was a multi-
         destination frame.



+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑ ‑ ‑ ‑ ‑ +‑‑‑‑‑‑‑‑‑‑‑+
| MAC Dest. | MAC Source | VLAN Tag | TRILL     |
|   Address |    Address |  if Req. | Ethertype |
+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+ ‑ ‑ ‑ ‑ ‑+‑‑‑‑‑‑‑‑‑‑‑+



         Figure 4. TRILL Data Link Header on an Ethernet Link




   Link Trailer: the 32-bit IEEE [802.3] Frame Check Sequence (FCS).



   In the General Format for Ethernet links, the Outer.VLAN can be
   omitted when it is not required by VLAN sensitive equipment in the
   link.




3. Compact Format for Point-to-Point Ethernet Links

   TRILL Data frames may optionally be sent using a Compact Format that
   compresses the headers involved if the link is a point-to-point
   Ethernet link, Compact Format can be enabled by both RBridges on the
   link if other conditions met as listed below.



   The Compact Format is simple: the Outer.MacDA, Outer.MacSA, and
   Outer.VLAN are replaced by the Inner.MacDA, Inner.MacSA, and Inner
   Label and the Inner fields are deleted. This saves 6 + 6 + 4 or 16
   bytes. To avoid confusion, Compact Format MUST NOT be used if the
   Inner.MacDA is a multi-cast address assigned to TRILL
   (01-80-C2-00-00-40 through 01-80-C2-00-00-4F).



   Compact Format is not applicable to TRILL IS-IS frames because there
   is no inner Ethernet header. (And, of course, Compact Format is not
   applicable to native frames or Layer 2 Ethernet control frames since
   those frames are not TRILL frames.)



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
| Ethernet Header     | TRILL  | Content   | Content | Link    |
| Header from Payload | Header | Ethertype | ...     | Trailer |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+



                 Figure 5. Compact Format TRILL Data Frame



   Compact Format is generally intended for use on point-to-point
   Ethernet links between RBridges, a common arrangement in many LANs.
   However, if there are any transparent devices in the apparent point-
   to-point link, such as Provider Bridges or Provider Backbone Bridges,
   then the use of the Compact Format will increase the MAC address
   learning table stress on such Provider Bridges or Provider Edge Back
   Bone bridges.






3.1 Conditions for Using Compact Format

   Use of Compact Format is a hop-by-hop decision. In successive RBridge
   to RBridge hops, a TRILL Data frame might be sent alternately in
   Compact Format and General Format.



   There are a number of conditions, listed below, for using Compact
   Format TRILL Data frames. Most of these boil down to maximizing the
   assurance that the RBridge-to-RBridge Ethernet link over which the
   Compact Format TRILL Data frame is to be sent is really point-to-
   point. Only the General Format for TRILL Data frames is safe to use
   on an RBridge Ethernet port that is to a multi-access link even if
   the ports between which it is being sent have been configured as
   point-to-point ports. (See also the frame reception process
   variations described in Section 3.3.1.)



   o  The RBridge Ethernet port over which Compact Format TRILL Data
      frames are to be sent MUST be configured as an IS=IS point-to-
      point port (see Section 4.9.1 of [RFC6325]).



   o  The RBridge port through which the Compact Format TRILL Data frame
      is being transmitted MUST be configured to send VLAN/FGL tagged
      frames.  Otherwise the Data Label of the payload will be lost
      (unless it just happens to be the default VLAN ID of the receiving
      port).



   o  The RBridge port at the other end of the link MUST be announcing
      that it supports the Compact Format. See Section 3.4.



   o  Receipt of a native frame indicates that the link is multi-access
      and has end stations on it. These are frames that are not Layer 2
      control frames (see Section 1.4 of [RFC6325]) and have neither an
      Outer.MacDA in the block assigned to TRILL nor an outer payload
      EtherType assigned to/for TRILL (currently the TRILL, L2-IS-IS,
      and RBridge-Channel [RFC7178] EtherTypes). On receipt of such a
      frame, the port MUST stop using Compact Format TRILL Data frames
      for at least ten seconds, unless it is reset by management or
      rebooted before that.



   o  The sending RBridge MUST have exactly one adjacency in the Report
      state on the link and no other adjacencies in any state but Down
      [RFC7177]. Thus, receipt of a TRILL IS-IS Hello frame, other than
      one of the correct type (point-to-point or LAN) from the RBridge
      believed to be at the other end of the link, indicates that the
      link really isn't point-to-point or that the RBridge at the other
      end of that link is mis-behaving. In either case, the RBridge
      receiving such an unexpected Hello MUST stop using Compact Format
      TRILL Data frames on that port for at least twice the holding time
      in the unexpected Hello but not less than ten seconds, unless it
      is reset by management or rebooted before that. This is a change
      to [RFC6325] which states that an RBridge port configured as
      point-to-point ignores LAN Hellos and such a port configured as
      LAN ignores point-to-point Hellos.



   o  RBridge Ethernet ports are required to monitor ports for BPDUs
      received (Section 4.9.3 [RFC6325]). On receipt of a customer
      bridging BPDU at an RBridge port, the RBridge MUST stop using
      Compact Format on that port and revert to sending General Format
      TRILL Data frames for at least four times the Bridge Hello Time in
      the BPDU, but not less than ten seconds, unless the port or
      RBridge is reset by management or rebooted before that.



   o  It is RECOMMENDED that RBridge ports intending to use Compact
      Format also use the Link Layer Discovery Protocol (LLDP) [802.1AB]



      to provide additional assurance that the link is actually point-
      to-point. For this use, LLDP should be run to the Nearest Customer
      Bridge MAC address (01-80-C2-00-00-00). Receipt by an RBridge port
      supporting LLDP of an LLDP message indicating the presence on the
      link of a MAC Bridge, Layer 3 Router, or End Station indicates
      that the link is not point-to-point and the RBridge MUST stop
      using Compact Format on the port for at least twice the TTL in the
      received LLDP frame but not less than ten second, unless the port
      or RBridge is reset by management or rebooted before that.






3.2 RBridge Originated and Terminated Native Frames

   There can be native frames originated by or intended for consumption
   by an RBridge. Examples include SNMP over IP frames or RBridge
   Channel frames [RFC7178]. In many cases, such internal sinks and
   sources of native frames are treated as a virtual end-station
   internally attached to the RBridge. Such frames are converted to
   TRILL Data frames before being transmitted outside the originating
   RBridge.



   Because of the way that Compact Format TRILL Data frames are
   recognized, particularly the change in [RFC6325], Section 4.6.2,
   Point 3, made by Section 3.3.1 of this document, an RBridge MUST use
   a MAC address different from the address of any of its ports as the
   Inner.MacSA of frames it locally originates and as the Inner.MacDA it
   expects to see in unicast TRILL Data frames that it receives and
   decapsulates for locally processing.






3.3 Compact TRILL Data Reception and Transmission

   If an RBridge's Ethernet port has Compact Format enabled, frame
   reception and transmission are modified as described below.



   Section 4.6 of the TRILL base protocol standard [RFC6325] provides a
   specification of the processing of all possible types of received
   frames. TRILL frames are any frame starting with the TRILL or L2-IS-
   IS or RBridge-Channel Ethertype or that has an Outer.MacDA that is
   any of the block of 16 multicast addresses assigned to TRILL
   ([RFC6325] Section 7.2).






3.3.1 Compact TRILL Data Frame Reception

   Section 4.6.2 of [RFC6325] specifies the processing of received TRILL
   frames. A complete replacement for Section 4.6.2 of [RFC6325] that
   supports Compact Format and incorporates the correction in Section
   5.1.2 of [RFC7780] is provided in the quoted text below.



   Even when Compact Format is enabled, the sender is not required to
   compact all or any TRILL Data frames and a receiver MUST be prepared
   for an arbitrary mix of Compact Format and General Format TRILL Data
   frames arriving on a point-to-point link.



   NOTE: All of the Section references in the quoted text below are
   references to Sections in [RFC6325].



      "A TRILL frame either has the TRILL or L2-IS-IS Ethertype or has a
      multicast Outer.MacDA allocated to TRILL (see Section 7.2).  The
      following tests are performed sequentially, and the first that
      matches controls the handling of the frame:"



      "By default a frame is classified as General Format."



       "1. If the Ethertype is L2-IS-IS and the Outer.MacDA is either

           All-IS-IS-RBridges or the unicast MAC address of the
           receiving RBridge port, the frame is handled as described in
           Section 4.6.2.1 on TRILL Control frames."



       "2. If the Outer.MacDA is a multicast address allocated to TRILL

           other than All-RBridges then the frame is discarded."



       "3. If the Outer.MacDA is a unicast address other than the

           address of the receiving Rbridge then (3a) if Compact Format
           TRILL Data frames are disabled, the frame is discarded or
           (3b) if Compact Format TRILL Data frames are enabled, the
           frame is classified as compact."



       "4. If the Ethertype is not TRILL, the frame is discarded."



       "5. If the Version field in the TRILL Header is greater than 0,

           the frame is discarded."



       "6. If the hop count is 0, the frame is discarded."



       "7. If the Outer.MacDA is multicast and the M bit is zero the

           frame is discarded.  If the Outer.MacDA is unicast and M bit
           is one processing continues if Specific Addressing is
           enabled. If Specific Addressing is not enabled, the frame is
           discarded."



       "8. If the frame has been classified as Compact Format, skip the

           rest of this rule and go to Rule 9. By default, an RBridge
           MUST discard General Format TRILL Data frames from a
           Outer.MacSA that is not an adjacency on the port where the
           frame was received. RBridges MAY be configured per port to
           accept such frames in cases where it is known that a non-
           peering device (such as an end-station) is configured to
           originate general TRILL encapsulated data frames that can be
           safely accepted."



       "9. If a frame has been classified as a Compact Format TRILL Data

           frame but it was received untagged, that is, without an
           Outer.VLAN, discard the frame."



      "10. For all subsequent processing, including Rule 11, if the

           frame has been classified as Compact Format, all references
           to Inner.MacDA, Inner.MacSA, or Inner.VLAN are to be
           understood to actually refer to the Outer.MacDA, Outer.MacSA,
           and Outer.VLAN as the frame was received."



      "11. The Inner.MacDA is then tested. If it is the All-Egress-

           Rbridges (also known as All-ESADI-RBridges) multicast address
           and RBn implements the ESADI protocol, processing proceeds as
           in Section 4.6.2.2 for TRILL ESADI frames. If it is any other
           address or RBn does not implement ESADI, processing proceeds
           as in Section 4.6.2.3 for TRILL Data frames."






3.3.2 Compact TRILL Data Frame Transmission

   When a TRILL Data frame is being transmitted out an RBridge port, if
   the conditions listed in Section 3 above are met, the frame MAY be
   sent in Compact Format.






3.4 Announcing Support for Compact Format

   The Compact Format option is a hop-by-hop optional Ethernet link
   TRILL frame format and it is possible that an RBridge would support
   it on some ports and not others depending, for example, on port
   hardware. Therefore, if Compact Format is enabled at a port, this is
   indicated in every Hello (Section 6) it sends out that port.




4. Specific Addressing

   Specific addressing optionally enables more efficient use of some
   types of multi-access links.






4.1 Current Multi-Destination Addressing

   When multiple RBridges are connected to an Ethernet link, the base
   TRILL protocol standard [RFC6325] requires that multi-destination
   TRILL Data frames be sent on the Ethernet link addressed to the All-
   RBridges multicast address.



   If the link is a multi-access link, such as a large bridged LAN, use
   of a multicast address may impose a significant burden, causing the
   frame to be flooded in the bridged LAN. In addition, all or many
   stations attached to the bridged LAN may received the frame using up
   some of their input bandwidth. Those TRILL switches that receive the
   frame but are not the next hop on the frame's distribution tree will
   discard the frame due to the Reverse Path Forwarding Check.






4.2 Specific Addressing Specification

   Multi-destination TRILL Data frames are sent on the distribution tree
   identified in the TRILL Header subject to optional pruning. The
   transmitting RBridge thus knows which next hop RBridge or RBridges on
   the link it needs to get the frame to.



   If the next hop RBridges on the multi-access link and the
   transmitting RBridge all have Specific Addressing enabled, then the
   frame MAY be link unicast to the next hop RBridge or RBridges.



   Use of Specific Addressing is a hop-by-hop optional decision.
   Successive TRILL Data frames received by an RBridge, even from the
   same sending RBridge on the same distribution tree, may be
   specifically (unicast) or multicast addressed. (The same frame is
   never sent both ways.) In successive RBridge to RBridge hops, a
   multi-destination TRILL Data frame might be sent alternately in
   specifically addressed and multicast addressed form.






4.3 Announcing Support for Specific Addressing

   The Specific Addressing option is a hop-by-hop optional format. It is
   possible that an RBridge would support it on some ports and not
   others. Therefore enablement of this option is indicated in every
   TRILL Hello (see Section 6) sent on the port.




5. Interaction Between The Optimizations

   Compact Format can only be used for TRILL Data frames on Ethernet
   links that are point-to-point. Compact Format works under the
   conditions specified above regardless of whether the frame is TRILL
   unicast (M=0) or TRILL multi-destination (M=1). It sets the
   Outer.MacDA, Outer.MacSA, and Outer.VLAN to the corresponding Inner
   fields and removes the Inner fields.



   Specific Addressing is only beneficial for frames that are TRILL
   multi-destination Data frames on multi-access links. Specific
   Addressing causes the frame to be link unicast by setting the
   Outer.MacDA to the unicast address of a next hop RBridge.



   Both optimizations change the Outer.MacDA from its value in the base
   TRILL protocol and thus they conflict. Specific Addressing MUST NOT
   be used on point-to-point Ethernet links. This avoids conflict.




6. IANA Considerations

   IANA is requested to allocate two capability bits in the TRILL-PORT-
   VER sub-TLV [RFC7176] as follows:



 Bit    Description                    Reference
====== ============================== =================
 tbd1   Compact Ethernet enabled.      (This document)
 tbd2   Specific addressing enabled.   (This document)




7. Security Considerations

   For general TRILL protocol security considerations, see [RFC6325].
   See other security considerations below.






7.1 Compact Format Security Considerations

   An RBridge conformant to the TRILL standard that has Compact Format
   TRILL Data not implemented or not enabled on a port will, as part of
   its normal procedures, discard any Compact Format TRILL Data frame it
   receives on that port because the EtherType of the frame would be
   TRILL but (1) if the Compact Format resulted in a unicast
   Outer.MacDA, it would not be the address of the receiving RBridge
   port, and (2) if the Compact Format resulted in a multicast or
   broadcast Outer.MacDA, it would not be the All-RBridges multicast
   address. If the RBridge port failed to discard the frame and
   erroneously handled it as being in General Format, bad things will
   usually happen as described in Section 7.3.



   With a General Format TRILL Data frame, the Data Label of the data is
   somewhat protected in the Inner Label field. With Compact Format, it
   is put in the more exposed Outer.VLAN field. If it is stripped,
   perhaps by an intervening bridge, and the frame arrives untagged, the
   rules in this document require that it be discarded to avoid changing
   the labeling of the frame to the default of the receiving RBridge
   port.






7.2 Specific Addressing Security Considerations

   It is important not to apply both Compact Format optimization and
   Specific Addressing optimization to the same frame or else the frame
   may be misinterpreted as described in Section 7.3.  For this reasons,
   use of Specific Addressing on point-to-point links, where it would
   not provide an advantage anyway, is prohibited.






7.3 Results of Frame Misinterpretation

   For frames that are misinterpreted due to circumstances described in
   Sections 7.1 and 7.2, the first six bytes of the native frame content
   will be treated as the Inner.MacDA, the next six bytes of that oontnt
   as the Inner.MacSA, and the next four bytes as the Data Label. If the
   Ethertype or the Data Label is not checked or some of the payload
   data accidentally has the value of a valid tag Ethertype, the payload
   may be delivered in the wrong VLAN violating security policy. For
   this reason, the provisions of Sections 3 of this document should be
   scrupulously enforced.
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1. Introduction.

TRILL is a data center technology that uses link‑state routing
mechanisms in a layer 2 setting, and serves as a replacement
for spanning‑tree.  TRILL uses trees rooted at pre‑determined nodes
as a way to distribute multi‑destination traffic. Multi‑destination
traffic includes traffic such as layer‑2 broadcast frames, unknown
unicast flood frames, and layer 2 traffic with multicast MAC
addresses (collectively referred to as BUM traffic). Multi‑destination
traffic is typically hashed onto one of the available trees and sent
over the tree, potentially reaching all nodes in the network (hosts
behind which may own/need the packet in question).




2. Tree construction in TRILL.

Tree construction in TRILL is defined by [RFC6325], with additional
corrections defined in [RFC7780].



The tree construction mechanism used in TRILL codifies
certain tree construction steps which make the resultant trees
very brittle. Specifically, the parent selection mechanism in TRILL
causes problems in case of node failures. TRILL uses the following rule
‑ when constructing an SPF tree, if there are multiple possible
parents for a given node (i.e. if multiple upstream nodes can
potentially pull in a given node during SPF, all at the same
cumulative cost, then the parent selection is imposed in the
following manner):




[RFC6325]
:
"When building the tree number j, remember all possible
equal cost parents for node N.  After calculating the entire 'tree'
(actually, directed graph), for each node N, if N has 'p' parents,
then order the parents in ascending order according to the
7-octet IS-IS ID considered as an unsigned integer, and number them
starting at zero. For tree j, choose N's parent as choice j mod p."



There is an additional correction posted to this in [RFC7780]:



[RFC7780], Section 3.4:



"Section 4.5.1 of [RFC6325] specifies that, when building
distribution tree number j, node (RBridge) N that has multiple
possible parents in the tree is attached to possible parent
number j mod p.  Trees are numbered starting with 1, but possible
parents are numbered starting with 0.  As a result, if there are
two trees and two possible parents, then in tree 1 parent 1 will
be selected, and in tree 2 parent 0 will be selected.



   This is changed so that the selected parent MUST be (j-1) mod p.  As
   a result, in the case above, tree 1 will select parent 0, and tree 2
   will select parent 1.  This change is not backward compatible with
   [RFC6325].  If all RBridges in a campus do not determine distribution
   trees in the same way, then for most topologies, the RPFC will drop
   many multi-destination packets before they have been properly
   delivered."




3. Issues with the TRILL tree construction algorithm.

With this tree construction mechanism in mind,let's look at
the Spine‑Leaf topology presented below and consider the
calculation of Tree number 2 in TRILL.  Assume all the links in the tree
are at the same cost.

    A‑‑   ‑‑B
   / \ \/   /\
  /   \/\ _/_ \
 /__ _/\  /   \\
//      \/     \\
1        2       3
 \       |      /
  \      |     /
   \     |    /
    \    |   /
     \   |  /
      \  | /
       \ |/
         C

Assume that in the above topology, when ordered by 7‑octet ISIS‑id,
1 < 2 < 3 holds and that the root for Tree number 2 is A. Given the
ordered set {1, 2, 3} , these nodes have the following indices (with a
starting index of 0):

Node    Index
 1       0
 2       1
 3       2

Given the SPF constraint and that the tree root is A,  the parent for
nodes 1,2, and 3 will be A. However, when the SPF algorithm tries to
pull B or C into the tree, we have a choice of parents, namely 1, 2,
or 3.

Given that this is tree 2, the parent will be the one with index
(2‑1) mod 3 (which is equal to 1). Hence the parent for node B will be
node 2.
                A
               /|\
              / | \
             /  |  \
            1   2   3
                /\
               /  \
              B    C


However, due to TRILL's parent selection algorithm, the sub‑tree
rooted at Node 2 will be impacted even if Node 1 or Node 3
go down.

Take the case where Node 1 goes down. Tree 2 must now be
re‑computed (this is normal) ‑ but now, when the SPF computation is
underway, when the SPF process tries to pull in B, the list of
potential parents for B now are {2  and  3}. So, after ordering these
by ISIS‑Id as {2, 3} (where 2 is considered to be at index of 0 and 3
is considered to be at index 1), for tree 1, we apply TRILL's formula
of:

Parent's index = (TreeNumber‑1) mod Number_of_parents.
= (2‑1) mod 2
= 1 mod 2
= 1 (which is the index of  Node 3)

The re‑calculated tree now looks as shown below. The shift in
parent nodes (for B) may cause disruption to live traffic in the
network, and is unnecessary in absolute terms because the existing
parent for node B, node 2, was not perturbed in any way.

                A
               / \
              /   \
             /     \
            2       3
                    /\
                   /  \
                  B    C


Aside from the disruption posed by the change in the tree links,
depending upon how the concerned rbridges stripe vlans/FGLs across
trees and how they may prune these, additional disruption is possible
if the forwarding state on the new parent rbridge is not primed to
match the new tree structure. This churn could simply be avoided
with a better approach.

The parent shift issue noted above can be solved by using
the Affinity sub‑TLV.



While the technique identified in this draft has an immediate benefit
when applied to spine/leaf networks popular in data-center designs,
nothing in the approach outlined below assumes a spine-leaf network.
The technique presented below will work on any connected graph.
Furthermore, no directional symmetry in link-cost is assumed.




4. Solution using the Affinity sub-TLV.

At a high level, this problem can be solved by having the affected
parent send out an Affinity sub‑TLV identifying the children for
which it wants to preserve the parent‑child relationship, subject to
network events which may change the structure of the tree. The
affected parent node would send out an Affinity sub‑TLV with
multiple Affinity records, one per child node, listing the
concerned tree number.

It would be sufficient to have a local configuration option (e.g.
a CLI) at one of the nodes which is deemed to be the parent of
choice (referred to as designated parent below). The following steps
provide a way to implement this proposal:

  a. The operator locally configures the designated parent to indicate
     its stickiness in tree construction for a specific tree number
     and tree root via the Affinity sub‑TLV. This can be done before
     tree construction if the operator consults the 7 octet ISIS‑ID
     relative ordering of the concerned nodes and decides up‑front which
     of the potential parent nodes should become the parent node for a
     given set of children on that tree number under the TRILL tree
     construction mechanism. The operator MUST configure the
     designated parent stickiness on only one node amongst a set of
     sibling (potential parent) nodes relative to the tree root for
     that tree number. It is suggested that the parent stickiness be
     configured on the node that would have been selected as the
     parent under default Trill parent selection rules. Parent
     stickiness MUST NOT be configured on the root of the tree, or
     if configured previously on a non‑root node with the root for
     that tree shifting to that node subsequently, such configuration
     MUST be ignored on the root node.


  b. On any subsequent SPF calculation after the operator configures
     the designated parent as indicated above, when the designated
     parent node finds that it could be a potential parent for one or
     more child nodes during tree construction, it declares itself to be
     the parent for the concerned child nodes, over‑riding the default
     TRILL parent selection rules. The configured node advertises its
     parent preference via the Affinity sub‑TLV when it completes a
     tree calculation, and finds itself the parent of one or more child
     nodes per the SPF tree calculation. The Affinity sub‑TLV MUST
     reflect the appropriate tree number and the child nodes for which
     the concerned node is a parent node. The Affinity sub‑TLV SHOULD
     be published when the tree computation is deemed to have
     converged (more on this under d. below).



  c. Likewise, when any change event happens in the network, one which
     forces a tree re-calculation for the concerned tree, the designated
     parent node should run through the normal TRILL tree calculation
     agnostic of the fact that it has published an Affinity sub-TLV as
     well as agnostic of the default TRILL tree selection rules i.e the
     node asserts its right to be a parent without directly referencing
     either the default Trill parent selection rules or its own
     published Affinity sub-TLV in establishing parent relationships.



  d. During the SPF tree calculation, the designated parent node should
     react in the following manner:



     i. If the node is a potential parent for some of the

        children identified in an existing Affinity sub-TLV, if any,
        after convergence of the tree computation, the node MUST send
        out an (updated) Affinity sub-TLV identifying the correct
        sub-set of children for which the node aspires to
        establish/continue the parent relationship. This case would
        also apply if there are new child nodes for which the node is
        now a parent (however, see the conflicted Affinity sub-TLV
        rules in vii and j. below).



     For its own tree computation, the designated parent node
     MUST use itself as parent in order to pull the set of children
     identified during the SPF run into the tree, barring a
     conflicting affinity sub‑TLV seen from another node (see
     vii. below for handling this case).

 ii. If the tree structure changes such that the designated node is
     no longer a potential parent for any of the child nodes in the
     advertised Affinity sub‑TLV, then it SHOULD retract the
     Affinity sub‑TLV, upon convergence of the tree computation.
     In this case, the default TRILL tie‑break rule would need to be
     used during SPF construction for the nodes that were children
     of this designated node previously. One specific case may be
     worth high‑lighting ‑ if a parent‑child relationship inverts
     i.e. if the designated parent becomes a child of its former
     child node due to a change in the tree structure, it MUST
     exclude that child from its Affinity sub‑TLV. In such case, if
     the designated parent node cannot maintain a parent
     relationship with any of its prior child nodes, then it MUST
     retract any previously published affinity sub‑TLV.

iii. Nodes SHOULD use a convergence timer to track completion
     of the tree computation. If there are any additional tree
     computations while the convergence timer is running, the
     timer SHOULD be re‑started/extended in order to absorb the
     interim network events. It is possible that the intended action
     at the expiration of the timer may change meanwhile. The
     timer needs to be large enough to absorb multiple network
     events that may happen due to a change in the physical state
     of the network, and yet short enough to avoid delaying the
     update of the Affinity sub‑TLV.

 iv. At the expiration of the convergence timer, the existing state
     of the tree MUST be compared with the existing Affinity
     sub‑TLV and the intended change in the status of the Affinity
     sub‑TLV is carried out e.g. a fresh publication, or an update
     to the list of children, or a retraction.



     v. Alternately, the above steps (re-examination of the Affinity
        sub-TLV and update) MAY be tied to/triggered from the download
        of the tree routes to the L2 RIB, since that typically happens
        upon a successful computation of the complete tree. An
        additional stabilization timer could be used to counteract
        back-to-back L2 RIB downloads due to repeated computations of
        the tree due to a burst of network events.



 vi. Note that this approach may cause an additional tree computation
     at remote nodes once the updated Affinity sub‑TLV (or lack of
     it) is received/perceived, beyond the network events which led
     up to the change in the tree. In the case where an operator
     introduced a designated parent configuration on an existing
     tree, then remote nodes would need to receive the Affinity
     sub‑TLV indicating the designated parent's Affinity for its
     children before the remote nodes shift away from the default
     TRILL parent selection rules. However, in most cases, in steady
     state, this mechanism should cause very little tree churn unless
     a designated parent configuration was introduced, removed, or
     a link between the designated parent and its children changed
     state. In cases where the network change event originated on
     the designated parent node, it may be possible to optimize on
     the churn by packing both the data bearing the network change
     event and the Affinity sub‑TLV into the same link‑state update
     packet.

vii. In situations where the designated parent node would
     normally originate an affinity sub‑TLV to indicate affinity
     to a specific set of child nodes, it MUST NOT originate an
     Affinity sub‑TLV if it sees an Affinity sub‑TLV from some
     other node for the same tree number and for all of the same
     child‑nodes, such that the other node's Affinity sub‑TLV would
     win using the conflict tie‑break rules in section 5.3 of
     [RFC7783]. Any existing Affinity sub‑TLV already published
     by this node in such a situation MUST be retracted. If only
     some of the child nodes overlap between the two conflicting
     Affinity sub‑TLVs, then this designated parent node MAY
     continue to publish its affinity sub‑TLV listing its child
     nodes that are not in conflict with the other Affinity sub‑TLV.
     Other guide‑lines listed in [RFC7783] MUST be adhered to as
     well ‑ the originator of the Affinity sub‑TLV must name only
     directly adjacent nodes as children, and must not name the
     tree root as a child.



  e. Situations where the node advertising the Affinity sub-TLV dies

     or restarts SHOULD be handled using the normal handling for such
     scenarios relating to the parent Router Capability TLV, and as
     specified in [RFC4971].



f. Situations where a parent‑child link directly connected to the
   designated parent node constantly flaps, MUST be handled
   by having the designated parent node retract the Affinity
   sub‑TLV, if it affects the parent‑child relationships in
   consideration. The long‑term state of the Affinity sub‑TLV can
   be monitored by the designated parent node to see if it is being
   published and retracted repeatedly in multiple iterations or
   if a specific set of children are being constantly added and
   removed. The designated parent may resume publication of the
   Affinity sub‑TLV once it perceives the network to be stable
   again in the future.



  g. If the designated parent node is forced to retract its Affinity
     sub-TLV due to a change in the tree structure, it can then repeat
     these steps in a subsequent tree construction, if the same node
     becomes a parent again, so long as it perceives its parent-child
     links to be stable (free of link/node flaps).



  h. In terms of nodes that do not support this draft, they are
     expected to seamlessly inter-operate with this draft, so long as
     they understand and honor the Affinity sub-TLV. The draft assumes
     that most TRILL implementations now support the Affinity sub-TLV.
     In any case, the guide-lines specified in section 4.1 of [RFC7783]
     MUST be used i.e. if all nodes in the network do not support the
     Affinity sub-TLV then the network must default to the Trill parent
     selection rules.



  i. Remote nodes MUST default to the Trill parent selection rules

     if they do not see an Affinity sub-TLV sent by any node in the
     network.



  j. At remote nodes, conflicting Affinity sub-TLVs from different
     originators for the same tree number and child node MUST be
     handled as specified in section 5.3 of [RFC7783], namely by
     selecting the Affinity sub-TLV originated by the node with the
     highest priority to be a tree root, with System-ID as tie-breaker.




5. Network wide selection of computation algorithm.

The proposed solution above does not need any operational change to the
TRILL protocol, beyond the usage of the Affinity sub‑TLV (which is
already in the proposed standard) for the use case identified in
this draft.




6. Relationship to draft-ietf-trill-resilient-trees.

Given that both draft‑ietf‑trill‑resilient‑trees, and
draft‑rp‑trill‑parent‑selection‑03 drafts use the Affinity sub‑TLV,
it is worthwhile to examine if there is any functional overlap
between the two drafts. At a high level, the two drafts have different
goals and appear to solve unrelated problems.



draft-ietf-trill-resilient-trees relates to link protection, and
defines the notion of a primary distribution tree and a backup
distribution tree (DT), where these trees are intentionally kept link
disjoint to the extent possible, and the backup tree is pre-programmed
in the hardware, and activated either up front or upon failure of the
primary distribution tree.



On the other hand, draft‑rp‑trill‑parent‑selection‑03 protects
parent‑child relationships of interest on the primary DT, and has
no direct notion of a backup DT.



draft-ietf-trill-resilient-trees considers the following algorithmic
approaches to the building the backup distribution tree (section
numbers listed below are from draft-ietf-trill-resilient-trees):



1. Operator hand‑configuration for links on the backup DT/manual
   generation of Affinity sub‑TLV ‑ this is very tedious and unlikely
   to scale or be implemented in practice, and hence is disregarded
   in the analysis here.



2. Section 3.2.1.1a: Use of MRT algorithms (which will produce conjugate
   trees - link disjoint trees with roots for primary and backup trees
   that are coincident on the same rBridge).



3. Section 3.2.1.1b: Once the primary DT is constructed, the links
   used in the primary DT are additively cost re‑weighted, and a
   second SPF is run to derive the links comprising the backup DT.
   Affinity sub‑TLV is used to mark links on the back‑up DT which are
   not also on the primary DT. This approach can handle conjugate
   trees as well as non‑conjugate trees (link disjoint trees that are
   rooted at different rBridges).

4. Section 3.2.2: A variation on the section 3.2.1.1b approach, but
   without Affinity sub‑TLV advertisement. Once the primary DT is
   constructed, costs for links on the primary DT are multiplied by a
   fixed multiplier to prevent them from being selected in a
   subsequent SPF run, unless there is no other choice, and the
   subsequent SPF yields links on the backup DT.

All of the approaches above yield maximally link disjoint trees,
when applied as prescribed.

Approach 4 above does not seem to use Affinity sub‑TLVs and instead
seems to depend upon a network wide agreement on the alternative
tree computation algorithm being used.

Approaches 2 and 3 use Affinity sub‑TLV on the backup DT, for links
that are not already on the primary DT. The primary DT does not
appear to use Affinity sub‑TLVs. Additionally, from an end‑to‑end
perspective the backup DT comes into picture when the primary DT
fails (this is effectively true even in the 1+1 protection mechanism
and in the local protection case), and then again, only until the
primary DT is recalculated. Once the primary DT is recalculated, the
backup DT is recalculated as well, and can change corresponding to
the new primary DT.

draft‑ietf‑trill‑resilient‑trees cannot directly prevent/mitigate a
parent node shift on the primary DT at a given parent node, and while
usage of the Affinity sub‑TLV on the backup DT might confer a parent
affinity on some nodes on the backup DT, these are not necessarily
the nodes on which the network operator may want/prefer an explicit
parent affinity. Further, the backup DT is only used on a transient
basis, from a forwarding perspective, until the primary DT is
recomputed.

However, a parent shift can be triggered by link or node failure. In
a situation where both drafts are active in the implementation, failure
of a specific link may cause the backup DT to kick in, but when the
primary DT is re‑calculated, draft‑rp‑trill‑parent‑selection‑03 can be
used to preserve parent‑child relationships on the primary DT, to the
extent possible, during the re‑calculation. So, there does not appear
to be a direct functional overlap in the simultaneous usage of these
drafts, and it ought to be possible to use both drafts simultaneously,
so long as the primary and back‑up DTs can be uniquely
identified/differentiated.




7. Security Considerations.

The proposal primarily influences tree construction and tries to
preserve parent‑child relationships in the tree from prior computations
of the same tree, without changing any of operational aspects of the
protocol. Hence, no new security considerations for TRILL are raised
by this proposal.




8. IANA Considerations.

No new registry entries are requested to be assigned by IANA. The
Affinity Sub‑TLV has been defined in [RFC7176], and this proposal
does not change its semantics in any way.




9. Informative References.


    [RFC2119]
 Bradner, S., "Key words for use in RFCs to Indicate
              Requirement Levels", BCP 14, RFC 2119,
              DOI 10.17487/RFC2119, March 1997,
              <http://www.rfc-editor.org/info/rfc2119>.




    [RFC6325]
 Perlman, R., Eastlake 3rd, D., Dutt, D., Gai, S., and A.
              Ghanwani, "Routing Bridges (RBridges): Base Protocol
              Specification", RFC 6325, DOI 10.17487/RFC6325, July 2011,
              <http://www.rfc-editor.org/info/rfc6325>.




    [RFC7780]
 - Eastlake 3rd, D., Zhang, M., Perlman, R., Banerjee, A.,
             Ghanwani, A., and S. Gupta, "Transparent Interconnection of
             Lots of Links (TRILL): Clarifications, Corrections, and
             Updates", RFC 7780, DOI 10.17487/RFC7780, February 2016,
             <http://www.rfc-editor.org/info/rfc7780>.




    [RFC7783]
 Senevirathne, T., Pathangi, J., Hudson, J., "Coordinated
              Multicast Trees (CMT) for Transparent Interconnection of
              Lots of Links (TRILL)", RFC 7783, February 2016,
              <http://datatracker.ietf.org/doc/rfc7783>




    [RFC4971]
 Vasseur, JP., Shen, N., Aggarwal, R., "Intermediate
              System to Intermediate System (IS-IS) Extensions for
              Advertising Router Information", RFC 4971, July 2007,
              <http://datatracker.ietf.org/doc/rfc4971>



Author's Address:



R. Parameswaran,
Brocade Communications, Inc.
120 Holger Way,
San Jose, CA 95134.



Email: parameswaran.r7@gmail.com



Copyright and IPR Provisions



   Copyright (c) 2017 IETF Trust and the persons identified as the
   document authors. All rights reserved.



   This document is subject to BCP 78 and the IETF Trust's Legal
   Provisions Relating to IETF Documents
   (http://trustee.ietf.org/license-info) in effect on the date of
   publication of this document. Please review these documents
   carefully, as they describe your rights and restrictions with respect
   to this document. Code Components extracted from this document must
   include Simplified BSD License text as described in Section 4.e of
   the Trust Legal Provisions and are provided without warranty as
   described in the Simplified BSD License.  The definitive version of
   an IETF Document is that published by, or under the auspices of, the
   IETF. Versions of IETF Documents that are published by third parties,
   including those that are translated into other languages, should not
   be considered to be definitive versions of IETF Documents. The
   definitive version of these Legal Provisions is that published by, or
   under the auspices of, the IETF. Versions of these Legal Provisions
   that are published by third parties, including those that are
   translated into other languages, should not be considered to be
   definitive versions of these Legal Provisions.  For the avoidance of
   doubt, each Contributor to the IETF Standards Process licenses each
   Contribution that he or she makes as part of the IETF Standards
   Process to the IETF Trust pursuant to the provisions of RFC 5378. No
   language to the contrary, or terms, conditions or rights that differ
   from or are inconsistent with the rights and licenses granted under
   RFC 5378, shall have any effect and shall be null and void, whether
   published or posted by such Contributor, or included with or in such
   Contribution.










RFC eBook Conversion


This text describes the conversion process used to create this
ebook. 


Conversion process for rfc.mobi/rfc.epub


The conversion process goes like follows:




	Update rfc index from the www.ietf.org


	Create the cover jpg from the postscript file and scale it
down


	Create list of files to be included to the book


	Create ncx file based on the list created before


	Go through RFCs and convert them from text to html


	Create opf file for the book


	Convert the rfc-index.txt to index.html file


	Create .mobi file using kindlegen


	Create .ePub file from the same sources than .mobi by removing
some mobipocket specific html tags from the html.





Steps 2 - 8 happens inside the make-rfc-mobibook.sh script.


Conversion process for working group internet-drafts


The conversion process goes like follows:




	Update rfc and internet-draft reposotiries from the
www.ietf.org


	Create the directory structure where we have one directory for
each area, and inside that directory we have directory for each
working group in that area. Also create the .htaccess file containing
full names for working groups.


	Create ebooks, by looping through all working groups in all areas
and do following:



	Fetch list of working group drafts, RFCs and related from the
http://datatracker.ietf.org/wg/wgname/documents/txt.


	Create the cover jpg from the postscript file and scale it
down


	Create ncx file based on the list created before


	Go through documents and convert them from text to html


	Create opf file for the book


	Create index.html file based on the files and titles fetched in
the beginning from datatracker.


	Create .mobi file using kindlegen


	Create .ePub file from the same sources than .mobi by removing
some mobipocket specific html tags from the html.







	 Copy .epub and .mobi files to the correct place in the directory
structure.





Creating Cover page



make-cover.sh "\nRFC Index\n$date" "$time" \
    "ietf-logo.eps" > rfc.jpg



This program takes the title, time and logo postscript, and creates
a postscript file which it then runs through ghostscript and converts
it file suitable for the Kindle 3. The title can have three lines
separated with "\n". Normally the top two lines contain the
actual title, and third line contains the date of conversion. The time
is added to the end of the page with small font, so it can be used
during development phase to see which version of ebook this is (during
development I did have multiple versions loaded to my Kindle and it
was painful to find out which one of them is newest before this was
added). The logo is ietf-logo.eps directly from the IETF web page.


The page is initially created at 2400x3200 pixel resolution and
then scaled down to 25% of size meaning the final page is 600x800
pixels in size.


Creating NCX file


For RFC ebook:



make-ncx.pl --title "RFC Index" \
    --author "IETF" \
    --output $ncx \
    "toc:toc:index.html:Table of Contents" \
    --in \
    --class entry \
    --input-file $ncxtocentries \
    --out \
    --class book \
    --include-regexp '^rfc[0-9][0-9][0-9]1' \
    --split-regexp '^rfc[0-9][0-9]01' \
    --input-file $ncxrfcentries



For the Internet-Draft ebooks:



make-ncx.pl --title "$wg Index" \
    --author "IETF" \
    --output $ncx \
    "toc:toc:index.html:Table of Contents" \
    --class book \
    --input-file $ncxentries



NCX file contains list all files and the navigation information.
That is used when you press left or right arrows on the kindle to see
where to move next. See make-ncx manual
page for information about options.


Creating OPF file


For RFC ebook:



files=`ls -1 "$dir"/rfc*.html | sed 's/.*\///g'`
make-opf.pl --title "RFC Index $date" \
    --language en \
    --cover rfc.jpg \
    --subject Reference \
    --beginning intro.html \
    --id "$id" \
    --role clb \
    --creator "Tero Kivinen" \
    --publisher "IETF" \
    --description "All RFCs as mobibook" \
    --date "$date" \
    --index index.html \
    --stylesheet rfc.css \
    --toc rfc.ncx \
    --output rfc.opf \
    intro.html \
    $files \
    conversion.html \
    $manpages



For the Internet-Draft ebooks:



make-opf.pl --title "$wg ID and RFC Docs $date" \
    --language en \
    --cover wg.jpg \
    --subject Reference \
    --beginning intro.html \
    --id "$id" \
    --role clb \
    --creator "Tero Kivinen" \
    --publisher "IETF" \
    --description "$wg RFCs and Internet-Drafts" \
    --date "$date" \
    --index index.html \
    --stylesheet rfc.css \
    --toc wg-"$wg".ncx \
    --output "$opf" \
    $files \
    conversion.html \
    $manpages



Open package format file describes what files are in the ebook. It
also contains information where to start reading and in which order
entries are appearing in the book. See make-opf manual page for information about
options.


Converting text RFC to html


For RFCs the conversion command line is:



rfc2html.pl \
    --navigation \
    "index.html:Index;-5:Back 5;-1:Prev;+1:Next;+5:Forward 5" \
    -f $filelist \
    -r $rfcnum \
    -o rfc$rfcnum.html \
    $rfctxtfile



For Internet-Drafts the conversion command line is:



rfc2html.pl \
    --navigation \
    "index.html:Index;-5:Back 5;-1:Prev;+1:Next;+5:Forward 5" \
    -f $filelist \
    -t $draft-name \
    -o $draft-name.html \
    $draft-name.txt



This program takes the text formatted RFC or Internet-Draft and
formats it to html suitable for ebooks. The first step is to remove
page formatting (page breaks, page numbers, page headers and footers).
In that phase it also tries to see if one textual paragraph is
continuing from the previous page to the next, and if so then it will
glue them together. The second phase is to go through all paragraphs
and try to find out what type of paragraph it is (text, picture,
header, table of contents, authors address section, terminology
defination, bulleted or numbered list, references section). After this
it goes through the actual text paragraphs and converts them to html
suitable for their type. See rfc2html manual page for information about
options.


Converting rfc-index.txt to index.html


TBF


Creating .mobi file



kindlegen rfc.opf -c1 -verbose



TBF


Converting files to .epub format



makeepub.sh current



TBF


Kindle 3 issues


Issues I have found when converting this to kindle 3


Ncx file size


It seems there is maximum number of items the ncx file can have, or
some other limitation in the ncx file parsing. When I included all the
rfcs to the ncx file then the next and previous arrows in the kindle 3
does not work anymore. If the number if items is reduced then they
start working.


Kindle -c2 compression


When I tried to use the best compression of kindlegen, the program
did create a eBook file but all the links inside the file pointed in
wrong place, i.e. when you used link to go rfc5996 you ended up in the
middle of rfc6020 or so.


No support for multiple indexes


The mobipockect supports multiple indexes and the eBook originally
included titleword and full title text indexes, but those were removed
as kindle 3 does not support them.


Last item in might be missing in index


The automatic index (using the menu and selecting index) sometimes
misses the last item in it. Thats why I added this conversion
description to the end, so if something is missing it will be this
text.


Kindle 3 and pictures


Kindle 3 does support monospace font and the screen is wide enough
for 67 charactes if screen is rotated. This allows the normal 32 bit
packet frame description pictures to be shown properly using the
normal pre-tag. The Kindle 3 will still wrap words to the next line,
and this was problematic when combined with hyphens used in pictures.
To fix this all the hyphens in the text are converted to the
no-breaking hyphens.


No-breaking hyphen not shown properly on Kindle for PC


Because of the previous issue with word wrap we needed to use
non-breaking hyphens, but unfortunately they do not show properly on
the kindle for PC, but instead of unknown character box is shown
instead.


Searching does not work


For some reason the searching from the RFC eBook does not work on
the Kindle 3.










[bookmark: __index__]




		NAME

		SYNOPSIS

		DESCRIPTION

		OPTIONS

		EXAMPLES

		FILES

		AUTHOR

		HISTORY













[bookmark: name]NAME

make-ncx - Create NCX file






[bookmark: synopsis]SYNOPSIS

make-ncx [--help|-h] [--version|-V] [--verbose|-v]
    [--output|-o output-file-name]
    [--config config-file]
    [--depth|-d depth-of-toc]
    [--total-page-count|-T total-page-count]
    [--max-page-number|-m max-page-number]
    [--separator|-s separator-regexp]
    --author|-a author
    --title|-t title
    entry ...
    [--class|-c class] entry ...
    [--in] entry ... [--out]
    [--autosplit|-A split-count] entry ...
    [--include-regexp include-regexp] entry ...
    [--exclude-regexp exclude-regexp] entry ...
    [--split-regexp split-regexp] entry ...
    [--input-file|-i input-file] entry ...
    entry ...

make-ncx --help






[bookmark: description]DESCRIPTION

make-ncx takes list of ncx entries and creates NCX (Navigation
Control for for XML applications Format) file out of them.

NCX is hierarchical structure, and the make-ncx supports this so
that the list of entries can include --in and --out options to
in and out in the hierarchy. Note, that the first item is always on
level 1 and you can go in only one level per entry, i.e. adding two
--in options right after each other is an error. Multiple --out
options is allowed, but going out from level 1 is not allowed.

Each entry contain 4 fields separated from each other by separator
regexp. The first field is the class of the entry. This can be
something like "book", "toc", "entry" etc. Second field is the id of
the entry. This should be something unique. Third field is the actual
link inside the mobibook, i.e. "index.html", "index.html#s1000" or
"rfc1234.html". Last field is the text of the entry.

If only 3 fields are given then they are assumed to be id, link and
text, and the class is the one given with --class option.

If only 2 fields are given then they are assumed to be link and text,
and the class is processed as with 3 fields, and id is autogenerated
from the link, by removing path, prefixes and special chars.

If only one field is given then it is assumed to be link, and class
and id is generated as previously, and link is converted to text by
removing prefixes and removing some special charactes and replacing
'/', '-', '_' to spaces.






[bookmark: options]OPTIONS


	[bookmark: help_h]--help -h


	
Prints out the usage information.



	[bookmark: version_v]--version -V


	
Prints out the version information.



	[bookmark: verbose_v]--verbose -v


	
Enables the verbose prints. This option can be given multiple times,
and each time it enables more verbose prints.



	[bookmark: output_o_output_file]--output -o output-file


	
Output file name. Defaults to stdout.



	[bookmark: config_config_file]--config config-file


	
All options given by the command line can also be given in the
configuration file. This option is used to read another configuration
file in addition to the default configuration file.



	[bookmark: depth_d_depth_of_toc]--depth -d depth-of-toc


	
Max depth of the NCX file. If not given this is autodetected from the
options.



	[bookmark: total_page_count_t_total_page_count]--total-page-count -T total-page-count


	
Sets total page count. If not given this is set to 0.



	[bookmark: max_page_number_m_max_page_number]--max-page-number -m max-page-number


	
Sets max page number. If not given this is set to 0.



	[bookmark: separator_s_separator_regexp]--separator -s separator-regexp


	
Separator regexp used to split entries to class, id, link and text.
Defaults to ':'



	[bookmark: author_a_author]--author -a author


	
Author of the publication.



	[bookmark: title_t_title]--title -t title


	
Title of the publication.



	[bookmark: in]--in


	
Go one level into the hierarchy. This option is used inside the entry
list and it affects the entries coming after it.



	[bookmark: out]--out


	
Go one level out in the hierarchy. This option is used inside the
entry list and it affects the entries coming after it.



	[bookmark: class_c]--class -c


	
Set the class of the entries coming after this if no class given in
the entry. This option is used inside the entry list and it affects
the entries coming after it.



	[bookmark: autosplit_a_split_count]--autosplit -A split-count


	
Starts autosplitting long list of entries, so that split-count
entries are combined so that the first entry stays at current level,
and all other entries are moved in one level inside the first entry.
This process is repeated until --in, --out, or new
--autosplit option is found. This option is used inside the entry
list and it affects the entries coming after it.



	[bookmark: include_regexp_include_regexp]--include-regexp include-regexp


	
Filters entries based on the regexp. Only those entries will be
processed which are matching this regexp. This allows creating one
entry file having all entries, and then filter them so that only parts
of them are included to the final ncx file. This option is used inside
the entry list and it affects the entries coming after it.



	[bookmark: exclude_regexp_exclude_regexp]--exclude-regexp exclude-regexp


	
Filters entries based on the regexp. Only those entries will be
processed which do not match this regexp. This allows creating one
entry file having all entries, and then filter them so that only parts
of them are included to the final ncx file. This option is used inside
the entry list and it affects the entries coming after it.



	[bookmark: split_regexp_split_regexp]--split-regexp split-regexp


	
Automatically split entries to sublevels based on the regexp. This
will match entries against the regexp and when first match is found it
will put this entry on current level and then go down one level, and
then put all further entries not matching this regexp to that level.
Further matching entries are moved to the same level as the first one.
This can be used in combination with --autosplit option in which
case --autosplit entries will be below this, meaning the hierarchy
will have 3 levels. Top level contains the entries matching this
regexp. The next level contains every Nth entry and lowest level
contains all other entries. Every time matching entry is found the
--autosplit counter is reset.



	[bookmark: input_file_i_input_file]--input-file -i input-file


	
Reads the list of options from the input-file instead of reading
them from command line. The options are in the file one option at
line, and are processed exactly as they would be on the command line.
This means that you can give --class, --in, --autosplit etc options
first and then just get the list of filenames from the file.










[bookmark: examples]EXAMPLES

make-ncx --title foo \
    --author bar \
  toc:toc:index.html:Index \
  book:rfc0001:rfc0001.html:RFC0001

make-ncx --title "RFC Index" \
    --author "IETF" \
    "toc:toc:index.html:Table of Contents" \
    --in \
    --class entry \
    0000:index.html#s0000:RFC0000 \
    1000:index.html#s1000:RFC1000 \
    2000:index.html#s2000:RFC2000 \
    3000:index.html#s3000:RFC3000 \
    4000:index.html#s4000:RFC4000 \
    5000:index.html#s5000:RFC5000 \
    6000:index.html#s6000:RFC6000 \
    --out \
    --class book \
    --autosplit 5 \
    rfc0001.html rfc0002.html rfc0003.html rfc0004.html rfc0005.html \
    rfc0006.html rfc0007.html rfc0008.html rfc0009.html rfc0010.html \
    rfc6001.html rfc6002.html rfc6003.html rfc6004.html rfc6005.html \
    rfc6006.html rfc6007.html

make-ncx --title "RFC Index" \
    --author "IETF" \
    "toc:toc:index.html:Table of Contents" \
    --in \
    --class entry \
    --input-file toc-entries.txt \
    --out \
    --class book \
    --autosplit 5 \
    --input-file rfc-list.txt






[bookmark: files]FILES


	[bookmark: makencxrc]~/.makencxrc


	
Default configuration file.










[bookmark: author]AUTHOR

Tero Kivinen <kivinen@iki.fi>.






[bookmark: history]HISTORY

This program was created when making RFC mobibook files for IETF use.
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[bookmark: name]NAME

make-opf - Create OPF file






[bookmark: synopsis]SYNOPSIS

make-opf [--help|-h] [--version|-V] [--verbose|-v]
    [--output|-o output-file-name]
    [--config config-file]
    [--beginning|-b first-page-filename]
    [--cover|-c cover-jpg-file-name]
    [--creator|-C creator]
    [--date|-D date]
    [--description|-d description]
    --id|-i id
    [--index|-I index-html-file-name]
    --language|-l language
    [--publisher|-p publisher]
    [--role|-r creator-role]
    [--stylesheet|-S stylesheet-css-file-name]
    [--subject|-s subject]
    --title|-t title
    [--toc|-T toc-ncs-file-name]
    filename ...

make-opf --help






[bookmark: description]DESCRIPTION

make-opf takes list of html files inside the mobibook and creates a
OPF (Open Packaging Format) file out of them.

Files are added to the spine in the order they appear in the command
line. Note, that before any files there is --cover, --beginning
and ---index pages, which always come in that order in the
beginning of the book.






[bookmark: options]OPTIONS


	[bookmark: help_h]--help -h


	
Prints out the usage information.



	[bookmark: version_v]--version -V


	
Prints out the version information.



	[bookmark: verbose_v]--verbose -v


	
Enables the verbose prints. This option can be given multiple times,
and each time it enables more verbose prints.



	[bookmark: output_o_output_file]--output -o output-file


	
Output file name. Defaults to stdout.



	[bookmark: config_config_file]--config config-file


	
All options given by the command line can also be given in the
configuration file. This option is used to read another configuration
file in addition to the default configuration file.



	[bookmark: beginning_b_first_page_filen_file_name]--beginning -b first-page-filen-file-name


	
File name inside the mobibook which is used as a beginning of the
book, i.e. when book is opened it comes to this page.



	[bookmark: cover_c_cover_jpg_file_name]--cover -c cover-jpg-file-name


	
File name inside the mobibook which is used as a cover page for the
publication. Must be jpg file. This is mandatory for Kindle books.



	[bookmark: creator_c_creator]--creator -C creator


	
Creator of the publication. Usually the name of the author.



	[bookmark: date_d_date]--date -D date


	
Date of the publication.



	[bookmark: description_d_description]--description -d description


	
Short description of the publication.



	[bookmark: id_i_id]--id -i id


	
Unique ID for the publication.



	[bookmark: index_i_index_html_file_name]--index -I index-html-file-name


	
File name inside the mobibook which is used as index. If included this
is also used as table of contents.



	[bookmark: language_l_language]--language -l language


	
Language tag of the publication. Typically "en".



	[bookmark: publisher_p_publisher]--publisher -p publisher


	
Publisher name.



	[bookmark: role_r_creator_role]--role -r creator-role


	
Role of the creator, i.e. author (aut), collaborator (clb), editor
(edt) etc.



	[bookmark: stylesheet_s_stylesheet_css_filename]--stylesheet -S stylesheet-css-filename


	
File name inside the mobibook which used as css stylesheet.



	[bookmark: subject_s_subject]--subject -S subject


	
Subject of the publication.



	[bookmark: title_t_title]--title -t title


	
Title of the publication.



	[bookmark: toc_t_toc_ncs_file_name]--toc -T toc-ncs-file-name


	
File name inside the mobibook which is used as NCS table of contents
file name.










[bookmark: examples]EXAMPLES

make-opf.pl --title "${partial}RFC Index $d" \
    --language en \
    --cover rfc.jpg \
    --subject Reference \
    --id "$id" \
    --role clb \
    --creator "Tero Kivinen" \
    --publisher "IETF" \
    --description "All RFCs as mobibook" \
    --date "$d" \
    --index index.html \
    --stylesheet rfc.css \
    --toc rfc.ncx \
    rfc*.html






[bookmark: files]FILES


	[bookmark: makeopfrc]~/.makeopfrc


	
Default configuration file.










[bookmark: author]AUTHOR

Tero Kivinen <kivinen@iki.fi>.






[bookmark: history]HISTORY

This program was created when making RFC mobibook files for IETF use.
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[bookmark: name]NAME

rfc2html - Convert RFC to simple html






[bookmark: synopsis]SYNOPSIS

rfc2html [--help|-h] [--version|-V] [--verbose|-v]
    [--key-index]
    [--navigation|-n navigation-links]
    [--filelist|-f filelist-file]
    [--rfc|-r rfc-number]
    [--title|-t title-prefix]
    [--output|-o output-file]
    [--config config-file]
    filename ...

rfc2html --help






[bookmark: description]DESCRIPTION

rfc2html takes RFC txt file and converts it to simple html file.

filename is read in and new file is created so that .txt extension
is removed from the filename (if it exists) and .html extesion is
added.






[bookmark: options]OPTIONS


	[bookmark: help_h]--help -h


	
Prints out the usage information.



	[bookmark: version_v]--version -V


	
Prints out the version information.



	[bookmark: verbose_v]--verbose -v


	
Enables the verbose prints. This option can be given multiple times,
and each time it enables more verbose prints.



	[bookmark: output_o_output_file]--output -o output-file


	
Output file name. Defaults to <inputfile>.txt.



	[bookmark: rfc_r_rfc_number]--rfc -r rfc-number


	
Gives the RFC number of the current file. Used to make title
information correct.



	[bookmark: title_t_title_prefix]--title -t title-prefix


	
Gives text added to the beginning of the title, for example the file
name.



	[bookmark: filelist_f_file_list_filename]--filelist -f file-list-filename


	
Filename of the file containing list of files in the book. If given
only those links pointing to files listed in this file are converted
to links.



	[bookmark: navigation_n_navigation_links]--navigation -n navigation-links


	
Creates navigation links at the top of the file. The navigation links
text is semicolon separated list of navigation links. Each link
consists of file name inside the book, and the link title. The
filename can either be full filename like "index.html", or it can be
relative filename like "-1" or "+100". Using this option requires that
the filelist option is also used and all links given here are found
from the filelist. The filelist is also used to find the current file
name and then calculate relative filenames from there, i.e. "-1" means
the filename in the filename list just before this file.

The filename used for searching this entry from the filelist is the
output filename, and if exact match is not found then the path
components are removed and file is searched again.



	[bookmark: key_index]--key-index


	
Create key index entries. Those are only useful for mobipacket reader,
they do not work on kindle.



	[bookmark: config_config_file]--config config-file


	
All options given by the command line can also be given in the
configuration file. This option is used to read another configuration
file in addition to the default configuration file.










[bookmark: examples]EXAMPLES


    rfc2html rfc5996.txt
    rfc2html *.txt






[bookmark: files]FILES


	[bookmark: rfc2htmlrc]~/.rfc2htmlrc


	
Default configuration file.










[bookmark: author]AUTHOR

Tero Kivinen <kivinen@iki.fi>.






[bookmark: history]HISTORY

This program was created based on the rfcmarkup version 1.90 to
convert RFCs to simple html suitable for kindle ebook conversion. The
rfcmarkup tries to keep formatting intact, while this actually removes
things which are not needed in ebooks, i.e page breaks and page
numbers, and makes text paragraphs as html paragraphs, instead of
using <pre> around the whole file.
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