Abstract

The NEMO working group has developed a protocol suite, extending the notion of edge-mobility on the Internet to include that of network mobility. This implies that a set of nodes, along with their mobile router, change their point of attachment and that traffic to these nodes is tunneled to be delivered through their new point of
attachment. This mechanism is transparent to applications in that existing traffic to a node is being encapsulated and tunneled, regardless of where the network containing the destination node is attached.

The NEMO specification is not limited to a single level of mobile networks, attaching to the stationary Internet. Rather, arbitrary levels of nested mobile networks are supported, employing for each level of nesting the same encapsulation and tunneling mechanisms.

With arbitrarily deep nested mobile networks, the overhead incurred through tunneling and encapsulation of data traffic can, however, become large. As a consequence, a number of different proposals exist, which aim at performing "route optimization" for nested mobile networks.

This document aims at describing the different scenarios in which route-optimization is desired, as well as the different proposed solutions for achieving route-optimization in nested mobile networks.
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1. Introduction

The NEMO protocol suite extends Mobile IP in enabling a set of nodes, along with their mobile router, to change their point of attachment to the Internet. NEMO enables the traffic to these nodes to be tunneled for delivery through their new point of attachment. The use of tunneling makes this mechanism transparent to applications, wherever the new point of attachment, even in case of several layers of nested mobility (i.e. mobile nodes, or mobile routers, indirectly accessing the Internet through other mobile routers).

However, this approach is not without a certain cost: with arbitrarily deep nested mobile networks, the overhead due to tunneling, dog-leg routing and encapsulation of data traffic can become large. A number of different solutions have been proposed in order to optimize this routing in some of these cases.

A review of some of these solutions is provided in this document, as well as the discussion of which cases and to what extent route optimization is desirable with NEMO.

1.1. Terminology

The keywords "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC2119 [5].

It is assumed that readers are familiar with NEMO terminology as described and employed in [1] and [8].

1.2. Applicability

This document aims at discussing scenarios where route optimization is desirable in a NEMO environment, and what level of route optimization is desired in those cases. A review of some existing solutions and ideas is thereby provided.

2. Scenarios

At least two distinct scenarios exist, where route optimization is desirable. Those are, respectively, when a node in a NEMO network wishes to communicate with a node in another NEMO network which is
part of the same nesting, and when a node from the Internet wishes to communicate with a node in a nested NEMO network.
While the scenarios may have commonalities, their possible solution-space differs and they are therefore described separately below.

2.1. NEMO-to-NEMO

In this scenario, a number of NEMO networks are nested to one another, and nodes in the different NEMO networks are communicating with one another. For the purpose of this scenario description, refer to the schematics below:

![Diagram of Nested NEMO networks -- NEMO-to-NEMO communication](image)

We assume that each box labeled "NEMO x" refers to a Mobile Router (MR), running the NEMO protocol, as well as the nodes attached to that mobile router. We further assume, that each line indicates a direct connection between routers -- i.e. the mobile router in "NEMO 1" has a direct connection to the mobile router in "NEMO 2". Each box labeled "HA x" refers to the Home Agent for the NEMO network x -- i.e. that HA 1 is the Home Agent for the mobile network NEMO 1.

If a node from NEMO 3 wishes to communicate with a node from "NEMO 1", then the data traffic would first be sent to the Home Agent of NEMO 1 -- i.e. to HA 1. At HA 1, a binding would exist, identifying NEMO 1 as being attached to the network of NEMO 2. Thus, the traffic would be encapsulated, and sent to the HA of NEMO 2, i.e. HA 2. At HA 2, a binding would exist, identifying that, indeed, NEMO 2 is attached to the network of NEMO 3. Another encapsulation would ensure, and the traffic sent to HA 3. At HA 3, a binding would
identify the point of attachment of NEMO 3 to the internet, and the data traffic would be encapsulated one final time prior to being delivered to NEMO 3 -- where decapsulation and handoff to NEMO 2, then NEMO 1 occurs.

In this scenario, short path between NEMO 1 and NEMO 3, without transversing the Internet and HA1-3, exists, however is not used in the current NEMO specification.

More generally, assume a set of NEMO networks forming a connected network via their mobile routers without transversing the Internet. For communication between nodes in these NEMO networks, a solution should exist, which provides routes between the nodes without transversing the Internet and without incurring excessive nested encapsulations.

2.2. Internet-to-NEMO

In this scenario, a number of NEMO networks are nested to one another, and a node in the Internet wishes to communicate to a node in one of the NEMO networks. For the purpose of this scenario description, refer to the schematics below:

```
-----------    -----------    -----------    -----------
| NEMO 1    |  -- NEMO 2    |  -- NEMO 3    |  -- Internet--  |  Node 1  |
-----------    -----------    -----------      |       -----------
|     |    |    |    |     |           |     |
| HA 1    |  ----- | HA 2    |               |           |
|     |    |    |    |     |           |     |
|     |    |    |    |     |           |     |
| HA 3    |               |           |
|     |    |    |    |     |           |     |
|     |    |    |    |     |           |     |
-----------    -----------    -----------    -----------
```

Figure 2: Nested NEMO networks -- Internet-to-NEMO communication

The node labeled "Node 1" wishes to communicate with a node in NEMO 1. Similarly to the previous scenario, this will happen through connecting to HA 1, then encapsulation and tunneling data to HA 2 and HA3 before the data arrives at the edge of our nested NEMO network.
Only then can decapsulation and transmission via NEMO 3, NEMO 2 and NEMO 1 happen.

In this scenario, while no direct link exists between Node 1 and the node in NEMO 1, triple encapsulation and transmission via HA1-3 occurs.

More generally, a path between a node in the Internet and the edge of the nested NEMO networks exists, which does not necessarily involve any of the Home Agents for the NEMO networks. For such communication, a solution should exist which avoids nested encapsulations (i.e. allows data to be encapsulated only once, in order to arrive at the edge of the nested NEMO networks), and which does not force a path which involves all the Home Agents of the nested NEMO networks on the path to the destination.

In addition, nested encapsulation brings a limitation to the number of nested levels, due to MTU size. For example, the current NEMO basic support specification does not allow a level higher than 40 in nesting in NEMO (with usual MTU = 1500 bytes), due to the size of the 40 IPv6 headers, i.e. 40 bytes x 40 > MTU. In this case IP fragmentation does not help, since the total size of IPv6 headers exceeds the MTU. Thus, the avoidance of nested encapsulations also eliminates the limitation on the level of nesting in NEMO.

3. Solutions

Common for the scenarios from the previous section is, that the encapsulation and tunneling is due to the facts that:

- the node which originates data traffic does not know where the destination node is located and therefore assumes that the node is at its Home Network;

- no router knows the full path to the destination, which in particular means that:

- no router knows the topology of the nested NEMO network(s).

As a consequence, each logical hop (from source to Home Agent of destination, or from Home Agent to Home Agent of the nested NEMO networks) adds layers of encapsulation, until the point of attachment between the Internet and the NEMO edge, the Access Router (AR) is reached.
Consequently, if the source node, or any intermediate node, had additional information about the network topology, more beneficial
tunnels could be created, and less encapsulation would be required.

For example if, in figure 2 above, Node 1 knew directly that the gateway from the Internet to "the network where nodes from NEMO 1 are attached" was the Access Router of NEMO 3, and if the mobile router in NEMO 3 knew the topology of the nested NEMO network, a tunnel could be directly created from Node 1 to NEMO 3, with assurance that the mobile router in NEMO 3 would be able to route data packets correctly to the destination.

3.1. NEMO-to-NEMO

The NEMO-to-NEMO problem, as described in section 2.1, is one of how to avoid transversing the Internet in order to communicate between two nodes which are part of the same nested NEMO network. More generally, this can be expressed as "how traffic is routed within the NEMO network".

NEMO basic support [1] specifies that traffic be routed via Home Agents, indicating an assumption of limited depth of nested networks and traffic patterns being predominantly traffic of the Internet-to-NEMO type. Each mobile router in a NEMO network knows only of its attachments, i.e. its access router and the nodes within its own mobile network. A mobile router in NEMO does not know about any nestings, i.e. it does not know the topology of the nested NEMO network -- and as such, can only provide routes to the Home Agents on the Internet.

In order to avoid the scenario described in section 2.1, where data packets for delivery within the nested NEMO network are routed through the Internet and the nested networks Home Agents, when a more localized approach would have been possible, additional state can be maintained in the nested NEMO networks. A number of approaches for maintaining state in mobile routers and/or Home Agents of mobile networks have been discussed, including [3], [4], [9], [10], [11], [12], [13], in which techniques such as route caching are discussed. These techniques can be deployed in Home Agents, in routers, specifically designated as aggregation points for NEMO tunnels, as well as within the mobile routers in order to optimize routes within a nested NEMO network. This is detailed in section 3.1.1.

Essentially, however, the issue of route optimization within a nested NEMO network is one of routing: maintaining state in each mobile router such that an intelligent forwarding decision can be made. I.e., if the destination can be detected to be "local" to the nest of NEMO networks, a route to the destination can be constructed directly
through the NEMO mobile routers without passing through the Home Agents. Alternatively, if the destination is not local, data are routed to the Home Agent, where basic NEMO tunneling and encapsulation take effect. Deploying a routing protocol for maintaining sufficient state in the nodes in the nested NEMO network is detailed in section 3.1.2.

3.1.1. Route Optimization Mechanisms Within Nested NEMO

Some approaches have been proposed to tackle the problem of route optimization inside nested NEMO networks. For instance, Nested NEMO Tree Discovery [4] offers a mechanism that aims at avoiding routing loops by organizing and maintaining a tree structure within the network of nested NEMOs, the root being the Access Router or the Mobile Router directly connected to the Access Router (the Top Level Mobile Router).

Source routing is also proposed to be used in this environment. Approaches like RRH [12] use the recording of the sequences of traversed Mobile Routers on the way out of the nested NEMO network (to the Internet, say, to bind) in order to forward traffic efficiently in the nested NEMO network.

On the other hand, approaches like ORC (Optimized Route Cache Protocol [3]) could be adapted to serve the purpose of insuring some level of optimized routing inside nested NEMO networks. Some router, say the top level mobile router, could be configured to play a role similar to a correspondent router, organizing the forwarding of packets inside the nested NEMO network. This special router could be dynamically discovered inside the nested NEMO network.

A more general form of this mechanism would be to have each MR in the nested NEMO network possess this extended information about the nested NEMO network. This does then, de-facto, become a situation where each MR knows the entire topology of the nested NEMO network, and will be able to act in the capacity of router for such traffic. This generalized mechanism is described in more details in section 3.1.2.

3.1.2. Ad-hoc Network of Mobile Routers

A NEMO network consists of a mobile router, to which a set of nodes are (statically) attached. The mobile router communicates with (i.e. has direct links with) other mobile routers, and possibly with the Internet at large. As such, a NEMO network is not much different from
any other network. What makes NEMO networks different from other networks is, that they may change their point of attachment at will -- i.e. the topology formed by NEMO mobile routers is dynamic.

Thus, in order to provide routes between any two nodes in the nested NEMO network, a mechanism must be in place which ensures that the dynamic topology of the nested NEMO network can be accurately tracked and used for routing table calculations.

The IETF MANET working group has been developing routing protocols for dynamic ad-hoc networks, such as OLSR [2] and AODV [6] (both RFC), with the characteristics that the developed protocols should be light-weight, able to react to rapid topology changes and limit the signalling overhead. An approach to route optimization within the NEMO-to-NEMO scenario could therefore be to consider the mobile routers of the nested NEMO networks as nodes in an ad-hoc network, and run an ad-hoc routing protocol to ensure that each mobile router would be able to determine if data could be locally (i.e. within the nested NEMO network) delivered, or had to be tunneled back to the Home Agent.

OLSR [2], for example, provides light-weight OSPF-like [7] routing functionality. This includes efficient maintenance of the topology spanned by the links between the mobile routers in the face of network dynamics, as well as the ability for a mobile router to advertise associated nodes which do not run the OLSR routing protocol (e.g. nodes associated to a mobile router, which are not themself mobile routers). It is also possible for Mobile Network Nodes to obtain global connectivity, as described in [16].

Employing a protocol such as OLSR among the mobile routers in a nested NEMO network would yield the ability for any mobile router to determine if a destination can be reached through a path local to the nested NEMO network, or if forwarding to the Home Agent is required. Additionally, this would also ease the Internet-to-NEMO scenario. In order to deliver an IP datagram to a node in the nested NEMO network, only a path to the access router between the nested NEMO network and the Internet would be required: once an IP datagram arrives in the nested NEMO network, the routing tables in the mobile routers, as provided by OLSR, would allow direct routing to the destination. Thus, there would no longer be a requirement to do nested encapsulation on each logical hop (i.e. each transversal of a Home Agent) in order to be able to decapsulate and correctly forward IP datagrams in the nested NEMO network.

Thus even if no route optimizations are performed in the Internet-to-NEMO scenario, an overhead reduction can still be achieved through much lower encapsulation requirements.
3.2. Internet-to-NEMO

The goal here is, again, to avoid unnecessary encapsulation and dog-leg routing. Indeed, it is desirable to avoid letting the level of nested mobility on the edges of the network dictating the number of Home Agents (and therefore the amount of encapsulation) the packets have to go through. There should be a way to limit the level of tunneling to only one encapsulation IP in IP, and at the same time, minimize the traffic relayed by Home Agents.

Existing solution to route optimization problems in NEMO therefore aim at, basically, minimizing the required amount of tunneling in various nested mobility cases. They can be categorized as follows:

- route optimization initiated by Mobile Routers (MR) or Mobile Network Nodes (MNN);

- route optimization initiated by intermediate non-mobile routers on the path to Corresponding Nodes.

The following sub-sections briefly review these solutions.

3.2.1. Route Optimization Mechanisms Initiated by MR or MNN

In case of nested mobility (i.e. a mobile router attaches to another mobile router, or a visiting mobile node attaches to a mobile router), several encapsulations will occur on top of each other, and a sub-optimal path will be used to reach the destination, going through each and every Home Agent. In order to slim this down, several nested tunnel optimizations have been discussed.

The HMIP-like mechanisms suggested in [15] or the TLMR (Top Level Mobile Router [11]) approach use one or more Mobile Routers chosen for their location (closest to the Access Router) to act as proxy for Mobile IP, and/or act as Home Agents for other mobile nodes inside the attached mobile networks, like proposed in [14]. Instead of adding another layer encapsulation, those TLMR switch between ingress and egress tunnels and can reduce the amount of binding.

Similarly, ARO (Access Router Option [13]) proposes nested tunnel optimizations based on the registration of the top level Access Router of any nested NEMO to the Home Agent in order to bypass the HAs of all the MR on the way to the Access Router.
On the other hand, source routing approaches like RRH (Reverse
Routing Header [12]) or Path Control Header [9] use loose source routing in order to avoid IP encapsulation. However, source routing is not always desirable, and might not be widely accepted.

3.2.2. Route Optimization Initiated by a Non-Mobile Router

Some approaches such as ORC (Optimized Route Cache Protocol [3]) or other proposals using so called Anchor Routers or Correspondent side routers (see [10] for further references), advocate the adding of new functionalities in some routers that are ideally chosen to be optimally placed with respect to traffic flows between ASs. Those routers intercept and terminate the tunneling on behalf of the Correspondent Node, therefore optimizing the route from then on. However, this is not easy to deploy, and the optimization is partial.
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