Abstract

This document specifies an extension to DS-Lite called Lightweight 4over6. This mechanism moves the translation function from the tunnel concentrator (AFTR) to initiators (B4s), and hence reduces the mapping scale on the concentrator to a per-subscriber level. To delegate the NAPT function to the initiators, port-restricted IPv4 addresses are allocated to the initiators.
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1. Introduction

Dual-Stack Lite (DS-Lite, [RFC6333]) provides IPv4 access over an IPv6 network relying on two functional elements: B4 and AFTR. The B4 element establishes an IPv4-in-IPv6 softwire to the AFTR and encapsulates IPv4 packets within IPv6 packets. When the AFTR receives these IPv6 packets, it de-capsulates them and then performs NAPT44 [RFC3022] on the IPv4 packets. This procedure allows the AFTR to dynamically assign port numbers to requesting hosts; hence, increasing the port-sharing ratio and utilization (see [RFC6269]).

There is a trade-off, however: the AFTR is required to maintain active NAPT sessions. In the centralized deployment model where one AFTR serves a large number of hosts, the huge number of NAPT sessions may become a performance bottleneck. A large NAPT table demands more processing power for maintaining and searching, as well as consumes more memory space. On the other hand, NAPT44 function is already widely supported and used in today’s CPE devices. By leveraging this existing NAPT function and perform NATPT44 on the CPEs, the binding table in the centralized AFTR can be significantly reduced, and the AFTR can offload the NAPT functionality.

This document proposes such an extension to the DS-Lite model. The extension is designed to simplify the AFTR element by moving NAPT functionality to the B4 elements. The B4 element is provisioned with an IPv6 prefix, an IPv4 address and a port-set. An IPv6 address from the assigned prefix is used to create the softwire, while the IPv4 address and port-set is used for NAPT44 in the home gateway (CPE). The CPE performs NAPT on the end user’s packets with the IPv4 address and port-set. IPv4 packets are forwarded between the CPE and the AFTR using IPv4-in-IPv6 encapsulation. The AFTR maintains a mapping entry with the CPE’s IPv6 address, IPv4 address and port-set per subscriber. For inbound IPv4 packets received by the AFTR, the IPv4 destination address and port are used to find the IPv6 encapsulation destination in the binding table. The AFTR does not maintain any NAPT session entries.

Compared to stateless solutions with port-set allocation such as MAP [I-D.mdt-softwire-mapping-address-and-port], this mechanism is suitable for operators who prefer to keep IPv6 and IPv4 addressing architectures separated. They can administer native IPv6 network addressing without the influence of IPv4-over-IPv6 requirements. For example, an operator may want to provide IPv4 as an on-demand service in its IPv6 network, based on subscriber requests. The dynamic allocation of IPv4 addresses and port-sets makes more efficient usage of IPv4 resources than stateless solutions in this case.

Another example is: An operator may only have many small and non-contiguous IPv4 blocks available to provide IPv4 over IPv6, rather
than a few large contiguous IPv4 blocks. This mechanism preserves
the dynamic feature of IPv4/IPv6 address binding as in DS-Lite, so it
does not require the administration and management of many MAP
domains in the network and corresponding mapping rules in the CPEs.

The model that is presented here offers a solution for a hub-and-
spoke architecture only. It does not offer meshed IPv4 connectivity
between subscribers. The simplicity and flexibility of IPv4/v6
address planning and provisioning described here are a tradeoff for
this reduced functionality: the subscriber does not need the
information of other subscribers.

This document is an extended case, which covers address sharing for
[I-D.ietf-softwire-public-4over6]. It is also a variant of A+P
called Binding Table Mode (see Section 4.4 of [RFC6346]).

This document focuses on architectural considerations and
particularly on the expected behavior of involved functional elements
and their interfaces. Deployment-specific issues are discussed in a
companion document. As such, discussions about redundancy and
provisioning policy are out of scope.

2. Conventions

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
"SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [RFC2119].

3. Terminology

The document defines the following terms:

- Lightweight 4over6: Lightweight 4over6 is an IPv4-over-IPv6 hub
  and spoke mechanism, which supports address sharing [RFC6269] and
  performs the IPv4 translation (NAPT44) on the initiator (spoke)
  side.

- Lightweight 4over6 initiator (or "initiator"): the tunnel
  initiator in the Lightweight 4over6 mechanism. The Lightweight
  4over6 initiator may be a host directly connected to an IPv6
  network, or a dual-stack CPE connecting an IPv4 local network to
  an IPv6 network. It is collocated with a NAPT44 function in
  addition to IPv4-in-IPv6 encapsulation and de-capsulation
  functions.
4. Lightweight 4over6 Overview

Lightweight 4over6 initiators and a Lightweight 4over6 concentrator are connected through an IPv6-enabled network (Figure 1). Both use an IPv4-in-IPv6 encapsulation scheme to deliver IPv4 connectivity services. An initiator uses a port-restricted IPv4 address for IPv4 services delivered over the IPv6-enabled network (See Section 5 for further detail). The concentrator keeps the binding between the initiator’s IPv6 address and the allocated IPv4 address + port-set.

Figure 1 Lightweight 4over6 Overview

5. Port-Restricted IPv4 Address Allocation

In Lightweight 4over6, an initiator is provisioned with a public address and port-set. Different mechanisms can be used for port-restricted IPv4 address provisioning, e.g.—DHCPv4, DHCPv6, PCP, PPP IPCP. The mechanism described in this document uses DHCPv4 as it is
DHCPv4 messages between the initiator and the DHCPv4 server MUST be sent over IPv6 [I-D.ietf-dhc-dhcpv4-over-ipv6], and [I-D.bajko-pripaddrassign] MUST be supported for port-set allocation. Other optional alternatives to retrieve the public address and port-set also exist. The specific protocol extensions are out of scope in this document, however some alternatives are mentioned in the Appendix Section.

6. Lightweight 4over6 Initiator Behavior

6.1. Initiator Provisioning

To configure the IPv4-in-IPv6 tunnel, the Lightweight 4over6 initiator MUST have the concentrator’s IPv6 address. This IPv6 address can be learned through a variety of mechanisms, ranging from an out-of-band mechanism, manual configuration, DHCPv6, etc. In order to guarantee interoperability, a Lightweight 4over6 initiator SHOULD implement the DHCPv6 option defined in [RFC6334]. The initiator MUST use its WAN interface for sourcing the DHCPv6 request as defined in [RFC6333].

Multi-homed CPE devices are not covered as part of this document.

A Lightweight 4over6 initiator MUST support dynamic port-restricted IPv4 address provisioning, by means of implementing the DHCPv4 mechanism (including [I-D.ietf-dhc-dhcpv4-over-ipv6] and [I-D.bajko-pripaddrassign]). The IPv6 address of the DHCPv4 server/relay can be configured using a variety of methods, too, ranging from an out-of-band mechanism, manual configuration, a variety of DHCPv6 options, or taking the concentrator address configuration when collocating with concentrator. In order to guarantee interoperability, an initiator SHOULD implement the DHCPv6 option defined in [I-D.mrugalski-softwire-dhcpv4-over-v6-option]. A DHCPv4 over IPv6 client embedded within the initiator MUST use the same IPv6 address as the data plane encapsulation source address for all DHCPv4 over IPv6 requests. In the event the encapsulation source address is changed for any reason (such as the DHCP lease expiring), the DHCPv4 over IPv6 process MUST be re-initiated.

6.2. Initiator Data Plane Behavior

The data plane functions of the initiator include address translation (NAPT44), encapsulation and de-capsulation. The initiator runs
standard NAPT44 [RFC3022] using the allocated port-restricted address as its external IP and port numbers.

Internally connected hosts source IPv4 packets with an [RFC1918] address. When the initiator receives such an IPv4 packet, it performs a NAPT44 function on the source address and port by using the public IPv4 address and a port number from the allocated port-set. Then, it encapsulates the packet with an IPv6 header. The destination IPv6 address is the concentrator’s IPv6 address and the source IPv6 address is the initiator’s IPv6 address. Finally, the initiator forwards the encapsulated packet to the configured concentrator.

When the initiator receives an IPv4-in-IPv6 packet from the concentrator, it de-capsulates the IPv4 packet from the IPv6 packet. Then, it performs the NAPT44 function and translates the destination address and port, based on the available information in its local NAPT44 table.

The initiator is responsible for performing ALG functions (e.g., SIP, FTP), and other NAPT traversal mechanisms (e.g., UPnP, NAPT-PMP, manual mapping configuration, PCP) for the internal hosts. This is the same requirement for typical NAPT44 gateways available today.

It’s possible that an initiator is co-located in a host. In this case, the functions of NAPT44 and encapsulation/de-capsulation are implemented inside the host.

7. Lightweight 4over6 Concentrator Behavior

7.1. Binding Table Maintenance

The Lightweight 4over6 concentrator MUST maintain an address binding table. Each entry in the table contains a public IPv4 address, a port-set and an IPv6 address for a single initiator. The entry has two functions: IPv6 encapsulation of inbound IPv4 packets destined to the initiator and validation of outbound IPv4-in-IPv6 packets received from the initiator for de-capsulation.

The concentrator MUST synchronize the binding information with the port-restricted address provisioning process. With DHCPv4 as the provisioning method, the initiators send DHCP messages to the DHCP server or relay agent over IPv6. If the concentrator implements a local DHCPv4 server or relay agent, the initiators MAY send the messages to the concentrator; then the concentrator is able to learn the bindings between IPv6 address and IPv4 address with port set directly. If the concentrator does not participate in the port-
restricted address provisioning process, the binding MUST be synchronized through other methods (e.g. out-of-band static update). The exact mechanism for this is deployment-specific and out of scope.

For all provisioning processes, the lifetime of binding table entries MUST be synchronized with the lifetime of address allocations.

7.2. Concentrator Data Plane Behavior

The data plane functions of the concentrator are encapsulation and de-capsulation. When the concentrator receives an IPv4-in-IPv6 packet from an initiator, it de-capsulates the IPv6 header and verifies the source addresses and port in the binding table. If the source addresses and port match an entry in the binding table (that is to say, the source IPv6 address in the IPv6 header is identical to the IPv6 address of the entry, the source IPv4 address in the IPv4 header is identical to the IPv4 address of the entry, and the source port falls into the port-set of the entry), the concentrator forwards the packet to the IPv4 destination. If no match is found (e.g., not authorized IPv4 address, port out of range, etc.), the concentrator MUST discard the packet. An ICMP error message MAY be sent back to the requesting initiator. The ICMP policy SHOULD be configurable.

When the concentrator receives an inbound IPv4 packet, it uses the IPv4 destination address and port to lookup the destination initiator’s IPv6 address in the binding table. If a match is found, the concentrator encapsulates the IPv4 packet. The source is the concentrator’s IPv6 address and the destination is the initiator’s IPv6 address from the matched entry. Then, the concentrator forwards the packet to the initiator natively over the IPv6 network. If no match is found, the concentrator MUST discard the packet. An ICMP error message MAY be sent back. The ICMP policy SHOULD be configurable.

The concentrator MUST support hairpinning of traffic between two initiators, by performing de-capsulation and re-encapsulation of packets.

8. Fragmentation and Reassembly

The same considerations as described in Section 5.3 and Section 6.3 of [RFC6333] are to be taken into account.

9. DNS

The procedure described in Section 5.5 and Section 6.4 of [RFC6333] is to be followed.
10. ICMP Processing

ICMP does not work through address sharing environment [RFC6269]. When implementing Lightweight 4over6, the ICMP Identifier MUST be treated the same way as the port number for UDP/TCP. Therefore, when the initiator generates an ICMP packet, it MUST use an available port from its port-set as the ICMP identifier. When the concentrator receives an ICMP reply packet from the IPv4 network, it MUST use the ICMP identifier as the port number and perform a lookup in the binding table. If a match is found, it MUST forward the ICMP reply packet to the IPv6 address stored in the entry.

For inbound ICMP request packets, the concentrator MAY behave in two modes:

- Forward the request to the appropriate initiator using the Identifier field when a mapping entry is found; if not the ICMP request is silently dropped. This behavior is RECOMMENDED to provide basic remote IPv4 service diagnostic of a port restricted CPE. The method by which an external host knows the ICMP identifier to use when sending an ICMP request to an internal host is out of scope.

- Discard all inbound ICMP requests.

This ICMP policy SHOULD be configurable.

11. Security Consideration

As the port space for a subscriber shrinks significantly due to the address sharing, the randomness for the port numbers of the subscriber is decreased significantly. In other words, it is much easier for an attacker to guess the port number used, which could result in attacks ranging from throughput reduction to broken connections or data corruption. The port-set for a subscriber can be a set of contiguous ports or non-contiguous ports. Contiguous port-sets do not reduce this threat. However, with non-contiguous port-set (which may be generated in a pseudo-random way [RFC6431]), the randomness of the port number is improved, provided that the attacker is outside the Lightweight 4over6 domain and hence does not know the port-set generation algorithm.

More considerations about IP address sharing are discussed in Section 13 of [RFC6269], which is applicable to this solution.
12. IANA Considerations

This document does not include any IANA request.
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15. Appendix: Alternatives for Port-Restricted Address Allocation

Besides DHCPv4, other alternatives for address and port-set provisioning, e.g.- PCP, DHCPv6, IPCP, MAY also be implemented.

- PCP[I-D.ietf-pcp-base]: an initiator MAY use [I-D.tsou-pcp-natcoord] to retrieve a restricted IPv4 address and a set of ports.

- DHCPv6: the DHCPv6 protocol MAY be extended to support port-set allocation [I-D.boucadair-dhcpv6-shared-address-option], along with IPv6-mapped IPv4 address allocation.

- IPCP: IPCP MAY be extended to carry the port-set (e.g., [RFC6431]).

In a Lightweight 4over6 domain, the same provisioning mechanism MUST be enabled in the initiator, the concentrator and the provisioning server.
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