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Abstract
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1. Introduction

Mobile Operators are expanding their network coverage by integrating various access technology domains. Proxy Mobile IPv6 [RFC5213] is one of the key protocol interface for integrating these access networks and building a common IP mobility architecture. For example, the Trusted non-3GPP Access interface based on Proxy Mobile IPv6 [TS23402] interface, 3GPP S2a PMIPv6, specified by the 3GPP system architecture, provides the needed protocol glue across different access systems.

The 3GPP system architecture supports the concept of an Access Point Name (APN). An APN can identify a particular routing domain and can be used by 3GPP operators to segment user traffic. APNs are included in the session establishment signaling sent by 3GPP User Equipments (UEs), identifying which routing domain they want to be connected to. Furthermore, 3GPP has defined a system architecture which supports the ability of a single UE to have simultaneous connectivity to a plurality of APNs, and be allocated multiple IPv4 addresses and/or IPv6 prefixes from the network.

When the S2a protocol interface based on Proxy Mobile IPv6 is used, the system architecture is restricted in that the mobile access gateway can establish bindings with a single APN/home network at any point of time. There is a limitation with respect to simultaneous, multiple APN access. This limitation is due to the lack of semantics for allowing multiple IPv4 address assignment over DHCP to a given interface of a mobile node. In IEEE 802.11-based Wireless LAN networks, the mobile node can only be assigned a single IPv4 address to the Wireless LAN interface. This essentially forces the mobile access gateway to establish only a single mobility session with any one home network/APN and assign a single IPv4 address to the mobile node.

This limitation of single, simultaneous, APN/home-network access from WLAN network, at any point of time, is proving to be a major hindrance. Mobile operators have deployed application specific APN’s for many years and those networks are operational. For example, APNs have been defined to specifically support IP Multimedia Subsystem (IMS) based SIP services. It is critical for the mobile operator to ensure access to these APN’s/home networks in a consistent way, irrespective of the access technology domain to which they are connected. It is in the interest of the operator to enable the mobile user to activate multiple applications hosted in different APN’s and allow access from the WLAN access network. Therefore, there is a need to allow multiple APN access from WLAN access network. The proper approach to solving this problem is to force the mobile operator to move away from the model of building application
specific APN’s/home-networks and consolidate them into a single home-network. There is also the other approach of building virtualized connection model (PDN Connection) on the Wireless LAN interface and make it appear like a 3G interface and enable similar access semantics. However, this has a huge impact on the mobile terminal and is not easy to achieve such radical change any time in the foreseeable future.

This document specifies an alternative approach for addressing this limitation. The mobile access gateway by supporting this approach can enable access to multiple APN/home networks, simultaneously. The specified approach does not require any changes to the mobile node, or to the Proxy Mobile IPv6 protocol interface. This approach is specific to IPv4 sessions. For IPv6, the mobile access gateway has the ability to project multiple IPv6 prefixes obtained from different home networks, and carry them in the Router Advertisement messages that it sends to the mobile node. The mobile node can potentially use Stateless Auto-configuration approaches for obtaining multiple IP addresses for the interface. This capability in conjunction with Prefix Coloring scheme, allows the mobile node to use the source address based on the application type, and hence has a solution for multiple APN access. There are clearly better ways to solve this problem for IPv6 and with the goal not to create NAT66 requirement, this specification therefore limits the scope of this document to IPv4-only sessions.

2. Conventions and Terminology

2.1. Conventions

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119 [RFC2119].

2.2. Terminology

All the mobility related terms used in this document are to be interpreted as defined in the base Proxy Mobile IPv6 specifications [RFC5213], [RFC5844], [RFC6459], [RFC5149] and [RFC6089]. Additionally, this document uses the following abbreviations:

Access Point Name (APN)
Its the name of a packet data network. This APN concept was first introduced in GPRS by 3GPP to enable legacy Intelligent Networking (IN) approaches to be applied to the newly deployed IP packet data services. In roaming deployments, the APN construct was visible to the visited network and allowed legacy IN charging solutions to be supported. Defining an application specific APN then allowed application charging to be supported.

3. Solution Overview

Figure 2 illustrates the scenario where the mobile access gateway in the access network has established PMIPv6 bindings for the attached mobile node on multiple local mobility anchors, simultaneously.
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Figure 1: Multiple APN Support for Trusted WLAN Access

The mobile access gateway on detecting a new mobile node on its access link establishes bindings with the mobile node’s home network.
(default APN). The obtained IP address from this default APN is assigned to the WLAN interface of the mobile node over DHCP. The mobile access gateway also obtains the mobile node’s policy profile, which identifies all the home networks/APN’s to which the mobile node belongs. It also has knowledge on the applications hosted in the home network and the associated IP flow selectors.

The mobile node after obtaining the IPv4 address on the WLAN interface, activates all the applications and starts sending IP packets using the obtained IPv4 address. The IP flow selectors installed on the mobile access gateway identifies those application and initiates the Proxy Mobile IPv6 signaling with the respective local mobility anchor. The mobile access gateway can also choose to establish connections to all the APN’s allowed for that mobile node prior to detecting any application specific flows. It maintains BUL entries for each of the sessions. However, except for the IPv4 address and the related configuration from the default APN/home network, the mobile node is not delivered any other IPv4 address from the other APN’s.

The mobile access gateway installs the NAT translation rules on an APN basis. This essentially allows the mobile node’s IP flows using the source address assigned by the default-APN/home network to an address assigned by the home network to which the application flows are associated to. For example, an RTP/SIP packet from the mobile node with the source address from the default APN, will get translated to the source address assigned by the LMA in the SIP APN.

IP packets from the mobile node and from the correspondent node, will be translated to use the IP address assigned by the respective APN. The translated packets are forwarded through the home network.

3.1. Potential Limitations and Workarounds

The approach specified in this document have some known limitations and can only be enabled when some assumptions are met. These limitations and the related considerations are specified in this section.

1. The mobile node is assigned a DNS server from the default-APN and all the DNS traffic will be routed to the DNS server in the default home-network. DNS is a global name space and generally there should not be any issues with DNS name resolutions for services in the other home networks. However, if a given APN/home-network (other than the default home-network) is hosting private DNS name space, the DNS resolution requests initiated by the mobile node will always end up in the default home-network and those resolutions will be incorrect. There are clearly
approaches to deal with this problem.

* There are two potential approaches to deal with this problem. These approaches are outside the scope of this document, but few points related to those approaches are presented for further study. In both the cases, the mobile access gateway has the assumed capability to recover DNS information provisioned for that home network (or obtained using Protocol Configuration options related to primary and secondary DNS server addresses, when using 3GPP S2a interface).

* In one approach, the mobile access gateway can maintain the different DNS server configurations for the different home-networks, and create a single ordered list of DNS servers and provide it to the mobile node as part of the DHCP configuration message. Such an approach assumes that the mobile access gateway has chosen to establish connections to all the APN’s allowed for that mobile node prior to detecting any application specific flows.

* Alternatively, the mobile access gateway can store the recovered DNS server information and only provide its own IP address as DNS server to the client. The MAG is then operable to receive DNS requests from clients and to determine to which DNS server to proxy the request. The mobile access gateway may use preference information or requested realm to select a DNS server. If the selected DNS server returns an error with unknown realm, the mobile access gateway may subsequently select an alternative DNS server.

2. If the configured APN’s/home-networks are hosting a set of applications and if those applications have no unique traffic selectors that the mobile access gateway can apply and identify the IP packets in an unambiguous way, this approach will not work.

* There is no workaround for this limitation. In such deployments, those APN’s/home-networks hosting applications with no unique traffic selectors have to be excluded from multiple home network support.

4. Operational Details

Figure 2 explains the operational sequence of the Proxy Mobile IPv6 signaling message exchange between the mobile access gateway and the local mobility anchor when supporting multiple IPv4 home address support.
Step-1: The mobile node (MN1) attaches to the access link and completes the access authentication. Based on the interworking between the access authentication function (such as EAP Authenticator, or by virtue of being in the AAA path), the mobile access gateway learns the authenticated identity and the link-layer address of the mobile node.

Step-2: The mobile access gateway obtains the mobile node’s policy profile, which includes the list of home networks (APN’s/Local mobility anchors that that the mobile node is allowed to access). It also includes the IP flow selectors for identifying the application traffic associated with each of those home networks.

Step-3: The mobile access gateway installs the Policy Based Routing rules for detecting the application traffic associated with different home networks. For example, HTTP packets will be associated with the home network serving the Internet APN (LMA-3), SIP/RTP packets will be associated with the home network serving SIP APN (LMA-2), and all other IP flows will be associated with the default home APN (LMA-1). The mobile access gateway can complete the Proxy Mobile IPv6 signaling with different home networks based on the traffic detect function, or it may complete the signaling with all the home networks right after the mobile node’s attachment to the access link.

Step-4 to Step-7: The mobile access gateway completes the Proxy Mobile IPv6 signaling with the local mobility anchor (LMA-1) serving the default home APN. This is as specified in [RFC5213] and [RFC5844]. The obtained IPv4 address (HoA-1) is delivered to the mobile node over DHCPv4. This is the only IPv4 address from the home network that is assigned to the mobile node. The mobile node uses this IPv4 address as the source address with all of its applications when using the attached access technology. The mobile access gateway tunnels all the application traffic, except the application traffic associated with the other home networks, through the established Proxy Mobile IPv6 tunnel. These IP flows will not be subjected to any NAT translation treatment.

Step-8 to Step-11: The mobile node launches a SIP application and initiates the SIP signaling. The traffic detect function on the mobile access gateway identifies this application traffic and determines that this application traffic needs to be routed to the
home network serving the SIP APN. The mobile access gateway completes the needed Proxy Mobile IPv6 signaling with the local mobility anchor (LMA-2) and obtains an IPv4 address (HoA-2) for the mobile node. It also inserts a NAT translation rule, which essentially identifies the application traffic associated with SIP and translates it to use the IP address assigned by that home network. "Application Traffic: SIP/RTP, NAT Internal IPv4 Address: HoA-1, NAT External IPv4 Address: HoA-2.

- Step-12 to Step-15: The mobile node launches a Web browser application and opens a URL link. The traffic detect function on the mobile access gateway identifies this HTTP application traffic and determines that this application traffic needs to be routed to the home network serving the Internet APN. The mobile access gateway completes the needed Proxy Mobile IPv6 signaling with the local mobility anchor (LMA-2) and obtains an IPv4 address for the mobile node. It also inserts a NAT translation rule, which essentially identifies the application traffic associated with HTTP and translates it to use the IP address assigned by that home network. "Application Traffic: Internet, NAT Internal IPv4 Address: HoA-1, NAT External IPv4 Address: HoA-3.

- The IP traffic from the mobile node belonging to different applications will now get NAT translated to use the IPv4 address assigned by the respective home network and will be routed through that network correctly. However, the application traffic belonging to the default home network (APN) does not require any NAT translation. The home network can correctly apply application specific charging, or other policy functions on the mobile node’s IP traffic.

5. IANA Considerations

This document does not require any IANA actions.

6. Security Considerations

This specification does not define any new protocol extensions and therefore does not identify any specific issues on the protocol security.

When multiple APN (home network) support is enabled, per this specification, the mobile node’s IP flows belonging to different applications selectively get NAT translated and it essentially introduces certain vulnerabilities which are common to any NAT deployment. These vulnerabilities and the related considerations
have been well documented in the NAT specification [RFC2663]. There are no additional considerations above and beyond what is already documented by the NAT specifications and which are unique to the approach specified in this document.
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