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Abstract

This document proposes a centralized DF Designated Forwarder election mechanism to be used between the SDN (Software defined network) controller and each PE (Provider Edge) in EVPN network. Such a mechanism overcomes the issues of current standalone DF election defined in RFC7432. A new BGP capability and an additional DF Election Result Route Type are proposed to support the centralized DF mechanism.
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1. Introduction

RFC7432 defines the Designated Forwarder (DF) election mechanism in EVPN networks to appoint one PE as DF from a candidate list of PEs connecting to a multi-homed CE device or access network. The DF PE is responsible for sending broadcast, multicast and unknown unicast traffic (BUM) to the multi-homed CE device or network and non-DF PEs should drop such traffic. DF based mechanism is used to prevent the duplicated packet injected into the multi-homed access network via multiple PEs.

DF is selected according to the VLAN modulus ‘service-carving’ algorithm in order to perform load balancing for multi-destination traffic destined to a given segment [RFC7432]. The algorithm can ensure each participating PE independently and unambiguously selects one of the participating PEs as the DF; while it has some drawbacks as follows [EVPN-HRW-DF].
1. Low loadbalancing uniformity in some VLAN configuration case when the ethernet tag follows a non-uniform distribution, for instance when the Ethernet tags are all even or all odd.

2. Unnecessary service disruption upon member PE joining and leaving in a redundancy group. In Figure 1, say v1, v2 and v3 are vlans configured on ES2 with associated ethernet tags of value 3, 4 and 5 respectively. So PE1, PE2 and PE3 are also the DFs for v1, v2 and v3 respectively. Now when PE3 goes down, PE2 will become the DF for v1 and v3 while PE1 will become the DF for v2, needless churn of v1 and v2 occurs and it will cause unnecessary service disruption in v1 and v2.

3. Non-deterministic DF election result which lacks user control. In some cases, the user may want to flexibly control the loadbalancing based on VLAN number, bandwidth consumption, and other factors. The user should be allowed to use some specific DF re-election algorithm to avoid service disruption. The user also should be allowed to specify revertive and non-revertive mode for on-demand DF switchover in order to carry out some maintenance tasks.

This document proposes a centralized DF election method to overcome the issues aforementioned. A physically distributed but logically centralized controller is suggested to be deployed to perform the DF election calculation for all multi-homed PEs. Each individual multi-homed PE should turn off its own DF election process and listen to the DF election result from the SDN controller only. RFC7432 DF election procedures defined in RFC7432 are extended for the interaction between SDN Controller and each PE.

2. Conventions used in this document

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119 [RFC2119].

The terms and acronyms in [RFC6325] are used with the following additions:

CE: Customer Edge device, e.g., a host, router, or switch.

EVI: An EVPN instance spanning the Provider Edge (PE) devices participating in that EVPN.
Ethernet Segment (ES): When a customer site (device or network) is connected to one or more PEs via a set of Ethernet links, then that set of links is referred to as an 'Ethernet segment'.

Ethernet Segment Identifier (ESI): A unique non-zero identifier that identifies an Ethernet segment is called an 'Ethernet Segment Identifier'.

3. Solution overview

```
  SDN Controller
<table>
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<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>------------------</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
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Figure 1: Centralized DF Election scenario
```

In figure 1, CE1 is multi-homed to PE1, PE2 and PE3, the ESI is 1. CE2 is multi-homed to PE4 and PE5, the ESI is 2. The controller will be pre-provisioned entire network’s ESI related configuration, which includes EVI, the Ethernet Tags on each ESI, redundancy mode of active-active or active-standby for each ESI, <ESI, Ethernet Tag> and EVI correspondence.

Before each PE and SDN controller exchange BGP route information for DF election, it’s required for the SDN controller and each PE to negotiate a new BGP centralized DF election capability and role firstly when OPEN messages are exchanged, each multi-homed PE is the client for DF election while the SDN controller is the server. For the DF election Client, regular DF election process as per RFC7432 will be turned off, and it will only listen to the DF/Non-DF result from the SDN controller at the granularity of <ES,VLAN> or <ES, VLAN bundle>. For the DF election server, after it receives Ethernet Segment route from each PE, it will perform DF election calculation based on local algorithm and will notify each EVPN PE the election result through new EVPN route type.
3.1. Centralized DF Election Capability

The centralized DF election capability is a new BGP capability [BGP-CAP] that can be used by a BGP speaker to indicate its ability to support for the new DF election process.

This capability is defined as follows:

Capability code: TBD

Capability length: variable

Capability value: Consists of the "Election Flags" field, "Waiting Time" field as follows:

+--------------------------------------------------+
|  Election Flags (4 bits)                          |
+--------------------------------------------------+
|  Holding Time in seconds (12 bits)               |
+--------------------------------------------------+

The use and meaning of the fields are as follows:

Election Flags:

This field contains bit flags related to restart.

0 1 2 3
+-+-+-+-+-
|C|S|Rsv|
+-+-+-+-+-

The most significant bit is defined as the election client (C) bit to indicate the BGP speaker is the Client which will wait the DF election result from Controller (Server). When set (value 1), this bit indicates that the BGP speaker is the server (Controller) which has the DF election calculation capability for all multi-homed PEs in entire EVPN network.

Holding Time:

This is the estimated time (in seconds) it will take for the client to get DF election result from the controller after BGP session establishes. When no result about DF election is received after the holding time goes to zero, PEs will revert to traditional EVPN DF election process as per RFC7432.
The remaining bits are reserved and MUST be set to zero by the sender and ignored by the receiver.

4. DF Election Result Route Type

The current BGP EVPN NLRI as defined in [RFC7432] is shown below:

```
+-----------------------------------+
|    Route Type (1 octet)           |
+-----------------------------------+
|     Length (1 octet)              |
+-----------------------------------+
| Route Type specific (variable)    |
```

This document defines an additional Route Type used for the server (Controller) to notify DF election result to each client (PE). The Route Type is ‘’DF Election Result Route Type’’.

The detailed encoding of this route and associated procedures are described in the following sections.

4.1. DF Election Result Route encoding

A DF Election Result Route NLRI consists of the following fields:

```
+---------------------------------------+
|      RD   (8 octets)                  |
+---------------------------------------+
|Ethernet Segment Identifier (10 octets) |
+---------------------------------------+
|              Value                    |

Figure 2: DF Election Result Router NLRI
```

- RD: The Route Distinguisher (RD) MUST be a Type 1 RD [RFC4364]. The value field comprises an IP address of the Controller (typically, the loopback address) followed by a number unique to the Controller.

- Ethernet Segment Identifier: Is a non-zero 10-byte identifier for an Ethernet Segment.

- Value (variable): Information in the Value field is encoded in Type/Length/Value triplets. Multiple TLVs can be comprised.
4.2. Centralized DF Election procedures

The controller has all ES’s related configuration in entire EVPN network. After the controller boots up, the controller can start a boot-timer to allow the establishment of BGP EVPN Sessions with all multi-homed EVPN PEs. The controller also needs to receive all ES
routes from those PEs before the boot-timer timeout. The controller will preserve all EVPN PE’s ES routes.

Based on local algorithm for each ES, it can start to perform DF election calculation. The default algorithm is the VLAN modulus method defined in section 8.5 [RFC7432] relying on local VLAN configuration on each ES. The algorithm should allow user defined.

After DF election calculation is finished on the controller, it will notify each multi-homed PE using the new defined DF Election Result Route. The DF Election Result Route is per ES, i.e., the DF election results of all PEs connecting to same ES are carried in one route. The controller that advertises the Ethernet Segment route must carry an ES-Import Route Target, the DF Election Result filtering procedure is same as Ethernet Segment route filtering defined in [RFC7432], i.e., the DF Election Result Route filtering MUST be imported only by the PEs that are Multi-homed to the same Ethernet segment. Each Multi-homed PE compares Client PE IP Address with its local IP Address, if the two IP addresses are same, then it gets corresponding start VLAN and VLAN Bitmap as the DF election result.

When a multi-homed PE failure occurs and is detected by the controller, the controller will initiate DF re-election process. Because it’s the controller making decision which PE is DF or non-DF, the controller should ensure that the DF re-election won’t cause unnecessary service disruption. The controller should only redistribute the DF VLAN on PE3 to PE1 and PE2, the existing DF VLAN on PE1 and PE2 should remain unchanged to avoid service disruption.

When the access link failure on one multi-homed PE occurs, the PE will advertise Ethernet Segment Withdraw message to the controller, then it will trigger the DF re-election on the controller, the re-election principle is same as node failure to avoid service disruption as little as possible.

5. Security Considerations

Procedures and protocol extensions defined in this document do not affect the BGP security model. The communications between SDN Controller and EVPN PE should be protected to ensure security. BGP peerings are not automatic and require configuration, thus it is the responsibility of the network operator to ensure that they are trusted entities.
6. IANA Considerations

This document requests a new BGP capability code - Centralized DF Election Capability.

This document requests the allocation of value TBD in the "EVPN Route Types" registry defined by [RFC7432] and modification of the registry as follows:

<table>
<thead>
<tr>
<th>Value</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>TBD</td>
<td>DF Election Result Route</td>
<td>[this document]</td>
</tr>
<tr>
<td>TBD-255</td>
<td>Unassigned</td>
<td></td>
</tr>
</tbody>
</table>

IANA set up a registry for "DF Election Result Type". This is a registry of two-octet values (0-65535), to be assigned on a first-come, first-served basis. The initial assignments are as follows:

<table>
<thead>
<tr>
<th>Tunnel Name</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>VLAN Bitmap</td>
<td>1</td>
</tr>
</tbody>
</table>
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