The Use of SNTP as a Multicast Heartbeat
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2. Abstract

This document describes how the Simple Network Time Protocol (SNTP) can be used to provide a multicast heartbeat. Given the current state of the art in multicast diagnostics, use of a heartbeat may prove a useful diagnostic tool for operators as well as for applications developers. Operators may use the heartbeat to alert themselves to losses of multicast connectivity in portions of the network. Applications developers may use the heartbeat to determine whether to enable multicast features or to default to unicast operation. In the long term, better solutions (such as improved IGMP diagnostics) are likely to become available, so that a multicast heartbeat is unlikely to have long-term utility.

3. Introduction

3.1. Problem statement

Today an increasing number of applications support both multicast and unicast modes of operation. Typically these applications default to
unicast mode, switching to multicast mode on explicit instructions from the user. However, it is also possible to initially put an application into multicast mode, join a group, then wait to receive packets on the group. If packets arrive, then the application is left in multicast mode; otherwise, after a suitable timeout interval, the application is switched to unicast mode. However, this approach is usually not satisfactory since join latencies of several minutes are common.

Another issue arises with multicast applications running over dialup connections. In this case, applications are typically unaware of the state of the dialup interface; it is possible for the dialup connection to go down or come up again, possibly with a new IP address assignment, without the application being notified. In such a case, the IGMP state of the dialup interface may be cleared, leaving the dialup interface without any group memberships. Thus the host will not respond to subsequent IGMP membership queries on the dialup interface, even though the application believes that its group memberships persist.

### 3.2. Alternative solutions

The problems described above have several solutions, including:

- Use of a multicast heartbeat
- IGMP membership query detection
- Use of multicast diagnostic tools, such as mtrace
- SNMP queries
- Additional IGMP messages

#### 3.2.1. Use of a multicast heartbeat group

Both of the problems described above can be addressed by use of a multicast heartbeat. A heartbeat group is a group to which routers and NAS devices are continually subscribed, providing low join latencies. On startup, routers and applications looking to determine whether they have multicast connectivity can listen to the heartbeat group. Since the gateway router or NAS device is already subscribed to the heartbeat group, a host joining the group will experience low join latency, allowing an application to quickly determine whether to enable multicast features. Once it has determined that multicast connectivity is available, the application can close the connection, which (assuming the host is IGMP v2 capable) may result in the host leaving the heartbeat group.

Similarly, in the case where a dialup interface goes down and the application stops receiving packets on the multicast group, after a suitable interval, the application can listen for the presence of the multicast heartbeat. If it does not receive the heartbeat, it may then conclude that IGMP membership state has been lost, and should close and reopen multicast sockets.
3.2.2. IGMP membership query detection

While IGMP membership queries do not provide information on the state of multicast connectivity, they do provide an indication that a multicast-capable router is present on the network. This information, were it to be made available to an application, could be used to determine whether to enable multicast features.

Unfortunately for applications developers, current programming interfaces do not provide applications with this information.

3.2.3. Use of multicast diagnostics

Application-initiated mtrace queries could readily be used by applications to determine connectivity to specific groups. Alternatively, periodic mtrace queries with a multicast response address could be used to provide a heartbeat on the mtrace group 224.0.1.32, mtrace.mcast.net. However, these responses would take up considerably more bandwidth than SNTP, and it is doubtful that the additional information provided by mtrace would be useful in this context.

3.2.4. SNMP queries

The IGMP MIB, described in [3] provides access to the IGMP Interface Table as well as to the IGMP Cache Table. This could be used to determine whether a router is multicast-capable.

However, while SNMP information is typically available to a management station operated by a NOC, it is usually not made available to applications running on arbitrary hosts.

3.2.5. Additional IGMP messages

Today the Internet gets along quite well without a unicast heartbeat. So we would do well to ask ourselves "why do we not need a unicast heartbeat?" The answer is that we have ICMP messages to indicate when a host, network or port is unreachable. As a result, applications receive timely indications of connectivity problems, and can respond appropriately.

Not only are there no equivalent ICMP error messages for multicast, but it is expressly forbidden to generate ICMP messages in response to a packet with a multicast destination. As a result, a host has no immediate way of determining that its join request is being sent on a non-multicast capable network.

However, it may be desirable to provide for additional diagnostic capabilities within IGMP. Such facilities could include a means for retrieving the IGMP Interface Table as well as the IGMP Cache Table. Were such facilities to be required of all multicast-capable routers, then a host could determine the state of multicast connectivity via an
IGMP query. It is believed that this is the best long-term solution to the problem.

4. Use of SNTP as a multicast heartbeat

While it is likely that better diagnostic methods will become available in the long term, given the current state of the art, use of a multicast heartbeat may prove useful. If such a heartbeat is needed, then the Simple Network Time Protocol (SNTP) appears ideal for this purpose.

SNTP was created in order to support synchronization of clocks on the Internet in situations where the high precision of the Network Time Protocol (NTP) is not required. SNTP supports unicast, broadcast, and multicast modes. Unicast mode provides for clock synchronization via a client/server interaction, and is typically used prior to initiation of multicast mode. In multicast mode, the SNTP server periodically sends the time to a designated multicast group, and clients listen to the messages, but do not reply. Existing SNTP implementations typically support all three modes, and allow for adjusting both the sending interval as well as the destination port.

With SNTP it is possible to multicast to an address with global scope or to an administratively scoped address. For example, reference [1] describes SNTP use of the group address 224.0.1.1 as well as UDP port 123 for both the source and destination ports. In addition, use of an address in the administratively scoped region may also be desirable. The use of separate heartbeats for global and administratively scoped addresses allows an application to determine if multicast connectivity is available, and if so, whether it is global or exists only within the administratively scoped region.

Today we face a scarcity of multicast diagnostic tools suitable for use by Network Operations Centers. By enabling routers as SNTP listeners, and adding one or more SNMP MIB variables, the ability to monitor multicast connectivity on a network-wide basis can be enhanced.

5. Implementation issues

5.1. Address allocation and group announcements

In cases where a firewall is used, multicast connectivity may be restricted to the administratively scoped region. In this case, listening to the SNTP multicast group (224.0.1.1) will not allow an application or device to determine whether it has multicast connectivity. It will also need to listen to an equivalent group within the administratively scoped region.

Currently there is no static multicast group allocated for use of SNTP within the administratively scoped region. As a result, an announcement mechanism (such as that provided by SAP) can be used to announce
the heartbeat group in the administratively scoped region.

5.2. Use by clients and network devices

In order to provide the desired heartbeats, an SNTP server will typically be operated within the administratively scoped region, as well as on the global Internet. On startup, network devices such as routers or NASes will join 224.0.1.1 as well as the administratively scoped SNTP group, and will listen to SNTP multicasts on UDP port 123. Having routers and NASes as perennial members of the heartbeat group is necessary in order to guarantee low latency for host join requests.

On startup, host applications will typically join both the 224.0.1.1 group as well as the administratively scoped heartbeat group, and will listen on UDP port 123. Should they not receive the expected SNTP multicasts within 15 seconds (three heartbeat periods), they may then conclude that multicast connectivity is not available, and take action accordingly. These actions could include defaulting to unicast operation, or presenting a dialog indicating the failure to detect multicast connectivity. If multicast connectivity is detected, the application may then close the connection.

Similarly, after not receiving packets on a multicast group for at least 30 seconds, an application may once again listen for the multicast heartbeat. If it does not receive the expected SNTP multicasts within 15 seconds, it may conclude that multicast connectivity has been lost, and take action accordingly. These actions could include closing and reopening multicast sockets (in case dialup connectivity was lost), or presenting a dialog indicating the loss of signal.

5.3. Security issues

The use of SNTP as a multicast heartbeat makes it a target for malicious individuals interested in disrupting network operation. As noted in [1], it is possible for any SNTP server to send to the 224.0.1.1 group address. As a result, client implementations will need to check the authenticity of the source. This should be accomplished by checking the source IP address, as well as by taking advantage of the authenticator field within SNTP.

5.4. Bandwidth consumption

A major concern with implementation of a heartbeat capability is the resulting bandwidth consumption, and CPU utilization. Since the SNTP heartbeat described in this document would be implemented by a variety of network devices, it will consume bandwidth on an Internet-wide basis. In addition, determining the authenticity of the SNTP multicast heartbeat requires use of public-key cryptography, and can take as long as several hundred milliseconds.
As defined in [1], the SNTP packet is 60 octets in length. This when added to the 28 octet IP/UDP header gives a total packet size of 88 octets. In order to keep bandwidth consumption to an minimum, we recommend that the interval between SNTP multicasts be set to 5 seconds or greater. Keeping to these guidelines will keep the SNTP bandwidth consumption under 200 bps.
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