IPv6 Multicast for Mobile Networks with MLD-Proxy
<draft-janneteau-nemo-multicast-mldproxy-00.txt>

Abstract

This document addresses the problem of delivering IPv6 multicast traffic to nodes inside a mobile network. An approach based on the deployment of "MLD-based Multicast Forwarding (MLD-proxying)" [1] in the mobile network, combined with the use of MLD [2][3] between the mobile router (MR) and the visited network, is proposed. Such a configuration allows multicast support for mobile networks, without the need to run a multicast routing protocol. In addition of being simple to implement and deploy, this approach provides global mobility in the Internet, and optimal multicast routing with nested mobile networks, while optimizing network and radio resources. This document does not specify new protocols, nor extensions to existing protocols.
Conventions used in this document

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC-2119 [4].

Some terms from the NEMO terminology [5] are used in this document; as well as the following definitions from [1]:

Upstream Interface: A proxy device’s interface in the direction of the root of the tree. Also called the "Host interface".

Downstream Interface: Each of a proxy device’s interfaces that is not in the direction of the root of the tree. Also called the "Router interfaces".

1. Introduction

The NEMO Basic Support protocol [6] specifies extensions to Mobile IPv6 [7] in order to provide reachability at a permanent address and unicast session continuity for nodes in a mobile network, while the mobile router (MR) moves between IPv6 subnets. The protocol relies on the establishment of a bi-directional tunnel between the mobile router (MR) and its home agent (HA). MR forwards outgoing IPv6 packets through the tunnel, towards its home network. Similarly, any packet arriving on the MR’s home link are intercepted by the HA and forwarded through the tunnel, if the packet’s destination address matches the mobile network prefix.
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(MNP). This is achieved by extending the MR’s HA to support redirection for the whole MNP, in addition to the MR’s home address.

While mobility support for IPv6 unicast sessions is fully addressed by the above mentioned mechanism, [6] (up to now) does not discuss the case of IPv6 multicast traffic. The issue here is to enable session continuity both for multicast receivers and multicast sources located inside a mobile network, while MR is moving.

Since multicast routing highly differs from unicast routing, the HA forwarding mechanism defined by [6] for unicast packets does not serve the forwarding of multicast packets. The key reason is that multicast packets are sent to a multicast address that is unrelated to the prefixes of the networks where potential multicast receivers are located (e.g. the mobile network prefix).

A possible solution is the use of the MR-HA bi-directional tunnel for the forwarding of multicast traffic too, in both directions, between the MR and its home link. By co-locating a multicast routing function on both the MR and its HA, multicast routing protocol messages can be exchanged over the MR-HA tunnel. This allows the creation of multicast branches from the Internet to receivers in the mobile network, as well as from sources in the mobile network to receivers in the Internet. This solution is somehow similar to running a dynamic unicast routing protocol over the MR-HA tunnel as described in section 8 of [6].

This document addresses the problem of delivering IPv6 multicast traffic to nodes inside mobile networks. It proposes an attractive alternative, in situations where the above mentioned approach is either not possible (e.g. due to MR or HA capabilities), or the network and radio overhead (i.e. sub-optimal routing, and encapsulating header) introduced by the MR-HA tunnel is not acceptable.

Up to now, two main approaches have been identified by the IETF community enabling delivery of multicast traffic to mobile multicast hosts [8][9]. The first one, sometimes called Bi-directional Tunnelling (BT), relies on the Mobile IPv6 tunnel to forward the multicast traffic to the mobile host. This is the same principle as what has been discussed above. The second approach, sometimes called Remote Subscription (RS), proposes that the mobile host joins the multicast group via a local multicast router on the visited link. For this purpose, the mobile host behaves like any other fixed multicast receiver in the visited network, e.g. sending MLD Report messages [2][3] to the local multicast router using an IPv6 link-local source address.

Our approach proposes to apply the Remote Subscription principle to the case of a mobile router, serving a mobile network. The MR uses MLD messages to re-subscribe to the ongoing multicast sessions through the local multicast router in the visited network. In the case of the mobile network however, the two following requirements have to be considered:
o First, MR must be able to discover which multicast groups nodes in the mobile network are interested in, in order to subscribe to them and forward the traffic to all interested receivers inside the mobile network.

o Second, the multicast routing inside the mobile network should be optimal. That is, routing multicast packets only in parts of the mobile network where receivers are located; and thus avoiding flooding.

Our approach bases on the deployment of "MLD-based Multicast Forwarding (MLD-proxying)" [1] inside the mobile network, in order to solve the above mentioned issues. Such a configuration, combined with the use of Remote Subscription at MR, allows multicast support for mobile networks, without the need to run a multicast routing protocol.

In addition of being simple to implement and deploy, this approach provides global mobility in the Internet and optimal multicast routing with nested mobile networks. In addition, it optimizes the usage of network and radio resources.

In the following sections, we will first review the details of the multicast configuration inside the mobile network, as proposed in our approach. Then, we will present some of the advantages foreseen.

2. Multicast Configuration in the Mobile Network

The multicast configuration in the mobile network bases on the deployment of the "MLD-based Multicast Forwarding" function (or MLD-proxy) both on internal fixed routers and on the MR, in such a way that group membership information will propagate router-by-router (being aggregated at each router) from the routers serving multicast receivers towards the MR.

This approach allows to route multicast traffic inside the mobile network without the need to run a multicast routing protocol. It is sufficient for each intermediate router to learn and proxy group membership information and simply forward multicast traffic based upon that information.

As opposed to multicast routing protocols, the MLD-based Multicast Forwarding mechanism does not define a tree building algorithm, as a way to avoid forwarding loops. The consequence is that the MLD-based Multicast Forwarding approach can be used only in tree topologies. Hence, routers inside the mobile network must be manually configured to form a tree rooted at the MR, for the purpose of multicast forwarding within the mobile network. This configuration process consist in (1) selecting which routers should run the MLD-proxy function, and (2) designating the unique upstream interface and the downstream interface(s) on each of these proxy devices. A proxy device performs the Host part of the MLD protocol on the upstream interface, and the Router part of MLD on each of
its downstream interfaces. Especially, ingress interfaces of the MR should be configured as downstream interfaces, while the egress interface must be configured as the upstream interface.

The reader should refer to [1] for more details on the behaviors of MLD-proxy devices.

3. Example

This section illustrates, through an example, the multicast operations in a mobile network supporting the above mentioned approach.

Let’s assume the mobile network of Figure 1, with a quite complex internal topology. The mobile network is made of 5 different IPv6 subnets (link1 to link5), interconnected by fixed routers FR1 to FR4. MR is attached to Foreign Link A, served by the access router AR1. Both AR1 and AR2 are multicast routers. No assumption is made whether AR1 and AR2 run the same multicast routing protocol or not. It may be the case if they are located in the same multicast domain. If they are located in different domains, it is assumed that an appropriate inter-domain multicast routing protocol is deployed in the multicast inter-network.

![Diagram of the mobile network with complex internal topology]

Figure 1: Mobile Network with Complex Internal Topology
In order to support delivery of multicast traffic to MNN with the MLD-based Multicast Forwarding scheme, the tree of MLD-proxies must be configured in the mobile network. The configuration of Table 1 can be used.

<table>
<thead>
<tr>
<th>MLD-proxy?</th>
<th>Upstream Interface</th>
<th>Downstream Interface(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MR</td>
<td>YES</td>
<td>i1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>i2</td>
</tr>
<tr>
<td>FR1</td>
<td>YES</td>
<td>i1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>i2, i3</td>
</tr>
<tr>
<td>FR2</td>
<td>YES</td>
<td>i1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>i2</td>
</tr>
<tr>
<td>FR3</td>
<td>NO</td>
<td>none</td>
</tr>
<tr>
<td></td>
<td></td>
<td>none</td>
</tr>
<tr>
<td>FR4</td>
<td>YES</td>
<td>i1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>i3</td>
</tr>
</tbody>
</table>

Table 1: Example #1 of MLD-based Multicast Forwarding Configuration

In this configuration, it is worth noting that FR3 is operating the MLD protocol (either Host or Router part) on none of its interfaces. Similarly, FR4 does not operate the MLD protocol on its interface i2.

From the multicast routing perspective, the topology in the mobile network is then a tree, as depicted in Figure 2. Of course, this has no impact on the unicast routing inside the mobile network. For instance, unicast packets may still be routed through FR3.

Figure 2: Tree Multicast Routing Topology in the Mobile Network
Once the above configuration is in place, multicast traffic can be delivered to receivers in the mobile network. Let’s consider CN as the source of a multicast group G, served by a multicast tree in the multicast inter-network. Let’s consider that none of the nodes in the mobile network have yet subscribed to group G.

When MNN subscribes to group G, it sends an MLD Report message on link5. FR4, which is the proxy device for this link, intercepts this message, determines that this group is not yet received at FR4, and thus sends its own MLD Report message for group G through its upstream interface i1. The membership subscription for group G propagates router-by-router (FR4 -> FR2 -> MR) within the mobile network up to MR. Similarly, MR determines that this group is not yet received, and thus sends its own MLD Report message for group G through its upstream/egress interface towards its access router (AR1) on the Foreign Link A. This will trigger establishment of a new delivery branch for multicast group G towards AR1 along which multicast packets will be forwarded. Upon reception of the multicast packets, MR will look at the group membership information associated with each of its downstream interfaces and forward the packets through the interfaces for which the group G is mentioned. Other routers in the mobile network will apply the same forwarding mechanism. Finally, the packet will be received by MNN.

When MR moves to a new network, for instance to Foreign Link B, it must re-subscribe to all multicast groups it was receiving through its old access router (AR1). This is the Remote Subscription. For this purpose MR sends new MLD Report messages for all the groups (and related source lists) listed in its aggregated group list towards the Foreign Link B. Upon reception of these messages, AR2 will trigger establishment of new multicast branches so that multicast packets for these groups can be delivered to MR. Then MR forwards these packets inside the mobile network as before. Note that the mobility of the mobile network is transparent to the multicast receivers in the mobile network since MR handles the re-subscription on its own.

4. Discussion

4.1 Simplicity

The approach proposed is quite simple to implement on any type of system thanks to the widespread availability of MLD.

It is quite simple to deploy and operate too, because no multicast routing protocol is needed inside the mobile network. In addition, the required configuration to form the tree of MLD-proxies seems affordable in the context of mobile networks, which are typically small-to-medium leaf networks.

4.2 Global Mobility in the Internet

The approach bases on the use of the MLD protocol between the MR and the visited network, in order to maintain multicast session continuity. This allows global mobility in the multicast inter-
network since MLD is expected to be supported in any IPv6 subnet. With this approach the mobile network can roam in any visited network, irrespective of the type of multicast routing protocol locally deployed.

If the mobile network moves to a foreign link where multicast is not supported, MR can still maintain ongoing multicast sessions by performing re-subscription to the group, with MLD Report messages, through the MR-HA bi-directional tunnel. Several approaches can be envisaged for the multicast support on the HA. It can be configured as a multicast router, or simply as an MLD-proxy. In the later case, the HA would then issue its own MLD Reports towards the multicast-enabled Border Router (BR) on the MR’s home link.

4.3 Optimal Routing with Nested Mobile Networks

The approach provides optimal routing both in the infrastructure and inside the mobile network.

Optimal routing is achieved in the infrastructure thanks to the Remote Subscription concept, by reconstructing a new multicast branch at the current location of MR.

Optimal routing inside the mobile network is achieved by the "MLD-based Multicast Forwarding" mechanism which routes packets on the shortest-possible-path (according to the tree topology configured), and only in subnets where receivers are located.

It is worth noting that optimality of the path is preserved even in scenarios of nested mobile networks.

It is acknowledged that under certain circumstances the remote subscription process may involve overload in the network, for instance when the MR moves frequently into foreign networks which are topologically far from the existing multicast tree. In the context of this document, however, it is considered that this inconvenient is largely overcome by the advantages of offering optimal routing paths outside the mobile network (no mandatory long path to Home Agent) and inside an aggregation of mobile networks.

4.4 Optimization of Network and Radio Resources

The approach preserves native multicast routing of the traffic all along the path from the source to the receivers, even when located under several nested mobile routers. Flooding is avoided both in the infrastructure thanks to the routing protocol (e.g. PIM-SM), and inside the mobile network thanks to MLD-based Multicast Forwarding, which optimizes network resources.

In addition, radio resources are also optimized since the sending of native IPv6 multicast (i.e. not unicast-encapsulated) over the air interface, between the infrastructure and MR or even within the mobile network, avoids header overhead and allows to take full advantage of a potential multicast support available at the link level.
4.5 Seamless Mobility

The fact that MR aggregates group membership information (from nodes inside the mobile network) and subscribes to those groups using MLD, makes the MR behave like an individual mobile host with respect to the multicast routing in the infrastructure. One advantage is that seamless multicast handover mechanisms (such as [10] and [11]) that have been defined for mobile hosts still work for mobile networks that implement MLD-proxying locally.

For instance, in [10], seamless mobile multicast is achieved thanks to the forwarding of multicast traffic through a temporary tunnel established between the previous and the new multicast access routers, while the multicast branch at the new access router is under construction.

4.6 Fault Tolerance

Although the multicast delivery mechanism inside the mobile network, based on "MLD-based Multicast Forwarding", requires an appropriate designation of upstream and downstream interfaces on internal routers in order to form a multicast tree, it features some form of robustness against failure.

Indeed, this approach allows several routers on the same link to be configured as MLD-proxy (and thus as MLD Router). In order to avoid redundant traffic on the link, coming from those different proxies, only one of them must be authorized to propagate the group membership information upstream and to forward the multicast traffic on the link. This is achieved by electing a single forwarding MLD-proxy per link. The solution proposed in [1] is to "piggy-back" this forwarder proxy election on the MLD Querier election. In case of failure of the forwarder/querier router, another one is automatically elected. This new one will then start to propagate upstream the group membership information it had previously collected on the link, and delivered the related multicast traffic on this link. If later the former router recovers, it will automatically win the Querier election (smaller IP address), and thus take the role of forwarder on the link.

Considering the mobile network of Figure 1, another possible multicast configuration is given in Table 2. Parentheses "()" indicate the changes with respect to the configuration of Table 1.

<table>
<thead>
<tr>
<th>MLD-proxy?</th>
<th>Upstream Interface</th>
<th>Downstream Interface(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MR</td>
<td>YES</td>
<td>i1</td>
</tr>
<tr>
<td>FR1</td>
<td>YES</td>
<td>i1</td>
</tr>
<tr>
<td>FR2</td>
<td>YES</td>
<td>i1</td>
</tr>
<tr>
<td>FR3</td>
<td>(YES)</td>
<td>(i1)</td>
</tr>
<tr>
<td>FR4</td>
<td>YES</td>
<td>i1</td>
</tr>
</tbody>
</table>

Table 2: Example #2 of MLD-based Multicast Forwarding Configuration
According to [2] and [3], if the IPv6 address assigned to FR1’s i3 interface is smaller than the one of FR4’s i2 interface, then FR1 will be the Forwarder/Querier for link3. Similarly, if the IPv6 address assigned to FR2’s i2 interface is smaller than the one of FR3’s i2 interface, FR2 will be the Forwarder/Querier for link4.

The multicast tree is then equivalent to the one depicted in Figure 2. Now, if FR1 fails for any reason, FR4 will automatically becomes the Forwarder/Querier for link3. Similarly, if FR2 fails, FR3 will become the Forwarder/Querier for link4. This new multicast tree is depicted in Figure 3. Ongoing multicast sessions are maintained.

```
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```

Figure 3: Another Multicast Tree in the Mobile Network

When configuring several MLD-proxy devices on the same link, it should be ensured that the overall multicast topology inside the mobile network will always form a tree rooted at MR (i.e. no loop), irrespective of the outcome of the forwarder election process. If this rule is met, then an appropriate support for failure recovery can be provided.

It is worth mentioning that, from the multicast delivery perspective, this forwarder election mechanism also allows to duplicate the mobile router serving the mobile network, and to automatically switch to the backup mobile router only when the master one fails.
4.7 Operation in Disconnected Mode

Another capability that may be expected from a mobile network, is to allow establishment of new communications between nodes inside the mobile network, and maintain existing ones, in situations where MR is disconnected from the fixed infrastructure. This is referred to as operating in disconnected (or autonomous) mode.

The MLD-proxy approach for multicast routing inside the mobile network supports the disconnected mode, since the multicast packets from a local source can be delivered to local receivers (fixed, and mobile ones using remote subscription) without the need for the packets to be routed outside of the mobile network. Indeed, [1] recommends that each MLD-proxy device, receiving a multicast packet on a downstream interface which is in the Forwarder/Querier mode, forwards this packet through its upstream interface in addition to through all its other downstream interfaces (in Forwarder/Querier mode) which have a subscription pertaining to this packet. This rule allows multicast packets from a local source to propagate hop-by-hop to the MR, and be redistributed at each hop in the downstream direction, so that all local receivers can be reached.

Again, it is worth noting that the proposed approach supports multicast communications in disconnected mode, even in cases of nested mobile networks. Indeed, if the top-level Mobile Router of an aggregation of nested mobile networks is disconnected from the infrastructure, multicast communications are still possible between any sources and receivers inside this aggregation, irrespective of their location. In addition, multicast routing will again be optimal.

4.8 Independence from the NEMO Basic Support Protocol

This proposed mobile multicast scheme for mobile networks is completely independent of the protocol used to maintain ongoing unicast communications, be it the NEMO Basic Support [12] or another. This independence allows flexibility.

4.9 Support of Multicast Sources inside the Mobile Network

The MLD-proxy forwarding rule discussed in section 4.7 allows delivery of multicast traffic from a local source to all local receivers in a mobile network.

In order to reach receivers outside of the mobile network, the MR intercepting the multicast packet from the local source should then forward this packet towards the multicast delivery tree in the multicast inter-network. Because of the loop-avoidance mechanism of multicast routing protocols (i.e. RPF check), multicast packets must enter the multicast delivery tree through a point wherefrom the source is considered topologically correct and subsequent RPF checks of multicast routers in the delivery tree will complete.
A possible solution is that MR forwards outgoing multicast packets towards its home network, for instance by taking advantage of the MR-HA tunnel of the NEMO Basic Support protocol.

5. Security Considerations

The proposed solution for delivery of multicast to mobile networks relies on the use of MLD-based Multicast Forwarding inside the mobile network, combined with the use of MLD at the MR.

Security aspects of MLD and MLD-based multicast forwarding are discussed in [2][3], and [1] respectively.

6. Conclusion

This document has discussed the support of IPv6 multicast for mobile networks. The approach presented is also applicable in the IPv4 context, where IGMP is used instead of MLD.

This approach, including MLD-based Multicast Forwarding inside the mobile network and remote subscription at MR, has been demonstrated during various public events including the HyWiN workshop [12], on December 2003. The implementation was based on the LIVSIX [13] open source IPv6 stack.
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