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Abstract

This document presents the problem of configuring a large number of IKE/IPsec systems in such a way that any two of them can use IPsec to protect the traffic between them. Manual configuration of all possible tunnels is too cumbersome in such cases, so an automated method is needed.
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1. Introduction

IPsec ([RFC4301]) is used in several different cases, including tunnel-mode site-to-site VPNs and Remote Access VPNs. Host to host communication employing transport mode also exists, but is far less commonly deployed. The subject of this document is large scale deployments. These may be a large collection of VPN gateways and hosts, all administered within the same administrative domain, or they may be a smaller collection of VPN gateways, with many remote access clients connecting to any of them, or they may be several collections of gateways, each collection administered by a different domain, or they may be combinations of all of the above.

Section 4.4 of RFC 4301 describes the major IPsec databases needed for IPsec processing. It requires an extensive configuration for each tunnel, so manually configuring a "mesh" of several gateways becomes inconvenient.

One way to handle this is what has been termed a "star topology", or a "trunk topology". In this case one gateway, or a few gateways are defined as "core gateways", while the rest, whether remote-access clients or gateways are defined as "satellites". The satellites never connect to other satellites. They only open tunnels with the core gateways.

For a large number of gateways in one administrative domain, one gateway may be defined as the core, and the rest of the gateways and remote access clients connect only to that gateway. If the packet destination is behind another gateway, then the core gateway will re-encrypt the traffic, and send it through the other tunnel. If we have two collections of gateways under two administrative domains, then each domain has its own "core", and the administrators only need to define an IPsec tunnel between the two cores. This tunnel is often referred to as a "trunk".

The problem with stars and trunks is that it creates a high load on the core gateways as well as on the trunk connection. This load is both in processing power and in network bandwidth. A single packet in the trunk scenario can be encrypted and decrypted three times. It would be much preferable if these gateways and clients could initiate tunnels between them, bypassing the core gateways. Additionally, the path bandwidth to these core gateways may be lower than that of the path between the satellites. For example, two remote access users may be in the same building with high-speed wifi (for example, at an IETF meeting). Channeling their conversation through the core gateways of their respective employers seems extremely wasteful, as well as having lower bandwidth.
The challenge is how to build large scale, fully meshed IPsec protected networks that can dynamically change with minimum administrative overhead.

The difficulty is that all the configuration mentioned in RFC 4301 is not superfluous. IKE implementations need to know the identity and credentials of all possible peer systems, as well as the addresses of hosts and/or networks behind them. A simplified mechanism for establishing ad-hoc tunnels is needed. Section 2 contains several use cases that led to the publishing of this document.

1.1. Conventions Used in This Document

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

"Administrative Domain" is used in this document for the entity, whether human, team, or computer, that configures VPN gateways and clients. Gateways are said to be under the same administrative domain if they are configured by a single entity and implement the same policy. Some products have the ability to configure multiple VPN gateways or clients, which would solve the problem presented in this document for gateways under the same administrative domain, but they do not solve the problem for multiple administrative domains.
2. Use Cases

This section presents the use cases that have motivated this document in no particular order.

2.1. The Service Provider Use Case

A service provider wishes to control communication between network elements with authentication and encryption as provided by standard protocols like IPsec. This is possible today but the amount of configuration information on each system is currently order n squared so from an operational standpoint this can be challenging as the size of the enterprise network grows. In short service providers wish to minimize the configuration data that is required by any one system to initiate a secure communication link to any other arbitrary system that is part of the service provider enterprise.

These same service providers wish to extend these secure communication links to partners that have similar systems. Again they wish to minimize the amount of configuration needed to initiate these secure connections to arbitrary systems at an arbitrary partner. Additionally they required a directory of connection information that can be updated independently to manage the identity of the connection endpoints at each one of their partners.

2.2. Cross Domain Mesh Use Case

This section describes requirements for dynamically creating a mesh of VPN endpoints although those endpoints belong to different administrative domains.

2.2.1. Scenario 1

Multiple users, connected to a corporate remote access solution are participating in high bandwidth peer to peer communications. It is required that to optimise bandwidth and latency (subject to policy), the solution is able to establish links between remote peers rather than through a central gateway.

2.2.2. Scenario 2

Rather than remote hosts, the next scenario covers the connectivity between gateways. Behind each gateway there are a number of individual hosts who aren’t aware of the protection being offered by the gateway. As each client send traffic to a host at a different site, the gateway is required to identify the location of the remote host and selects the most appropriate gateway. Having made this decision, it dynamically establishes a secure tunnel and forwards the
traffic.

2.2.3. Scenario 3

The third scenario is a combination of the first two, where a remote user is no longer tied to using a specific remote access gateway. Should the remote host need to communicate with an entity protected by a gateway as described above, it would be possible for it to identify a suitable gateway and establish a dynamic SA / tunnel and communicate via the most effective route (subject to policy) It is essential that any solution that meets the above scenarios, that we specify a mechanism for identifying permitted hosts / gateways and deploying a policy to each gateway and participating host. The solution also needs to work in an environment where gateways / hosts are administered by different entities or management domains.

2.3. The Consultant Use Case

This section describes use cases for a consultant who works for multiple organizations but is not an employee of any of them.

2.3.1. Scenario A: Mobile worker and multiple domains

A consultant is hired by corporations (A and B) each of them with their own isolated domains and resources protected with IPsec authentication. The consultant has signed NDA and the corporation granted some level of trust in the form of an authentication ID. This level of trust allows the contractor to access secured resources and networks protected by IPsec until such trust is revoked.

In any given work week the consultant would be providing services on site or remotely to multiple corporations. This is possible today, yet unmanageable due to the amount of configuration required in order for the consultant to dynamically identify the parameters to use when:

- He/She needs to get connected to secure resources when on premises (E2E client to server secured connection)
- He/She needs to use a secure access point when working remotely (Client to Edge connection)

One key aspect of this problem is that the consultant may be providing consulting services to Corp A and Corp B, for privacy reasons this information should be protected.

2.3.2. Scenario B: Consultants sharing securely

Consultant team A and team B have hired by corporation C and are working together in a project that requires collaboration, however
because they are from different consulting firms half of the consultants are based in WA and half in CA. As in the scenario above they have been entrusted with authentication ID. They have a need to share folders with sensitive files in order to work efficiently towards a tight deadline.

They have a need to securely handle this information hence they have a need to discover what type of security should be used when attempting to share information among themselves.
3. Security Considerations

The solution to the problems presented in this draft may involve dynamic updates to databases defined by RFC 4301, such as the Security Policy Database (SPD) or the Peer Authorization Database (PAD).

RFC 4301 is silent about the way these databases are populated, and it is implied that these databases are static and pre-configured by a human. Allowing dynamic updates to these databases must be thought out carefully, because it allows the protocol to alter the security policy that the IPsec endpoints implement.

One obvious attack to watch out for is stealing traffic to a particular site. The IP address for www.example.com is 192.0.43.10. If we add an entry to an IPsec endpoint’s SPD that says that traffic to 192.0.43.10 is protected through peer Gw-Mallory, then this allows Gw-Mallory to either pretend to be www.example.com or to proxy and read all traffic to that site. Updates to this database requires a clear trust model.

More to be added.
4. IANA Considerations

No actions are required from IANA for this informational document.
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