Abstract

In a strong password-based protocol, the only thing the client needs to know is the user's password, and an eavesdropper, or someone impersonating either end, cannot do off-line password-guessing attacks. This sort of protocol can be used for credentials download, or for mutual authentication. Although password-based mutual authentication protocols can be used for credentials download, they are designed with some properties (such as not storing a password-equivalent at the server) that are not important in a credentials-download protocol. Therefore, a protocol designed specifically for credentials download can be fewer messages, higher performance at the server, and allow the server to operate in a stateless manner. Therefore it is possible, even likely, that different protocols might be preferable in one case (credentials download) than another. This document specifies a password-based protocol optimized for downloading of a user’s credentials, such as a private key. We claim the desirable properties of such a protocol are that it be unencumbered, high performance at the server, stateless at the server, minimal number of messages, and acceptable performance at the client.
Protocols such as EKE [BH92], and SPEKE [Jab96] pioneered the notion of using a weak secret such as a password to obfuscate a Diffie-Hellman exchange, so that the exchange itself gives no information to eavesdroppers, and at most a single on-line password guess to someone impersonating either the client or the server. Later the protocols were adapted [BM94], [Jab97] to incorporate the feature of not storing a password-equivalent at the server, so that someone that stole the server’s database could not use the contents to directly impersonate the user (though they could do a dictionary attack on the contents to discover the user’s password). SRP [Wu98] improved on those protocols in performance.

However, for credentials download, there is no advantage of avoiding a password-equivalent at the server because the purpose of the protocol is to obtain the user’s credentials, which are stored at the server. So someone that steals the server’s database already has the credentials. Also in [PK99] tricks were provided for making (nonextended) protocols such as EKE and SPEKE (but not the extended versions) stateless at the server. A lot of the work of the mutual authentication protocols such as extended EKE, extended SPEKE, and SRP, are not relevant for credentials download, and they require computation and state at the server that are not necessary for a protocol used solely for credentials download. Therefore, the preferred protocol for mutual authentication might be different from the preferred protocol for credentials download.

Note that the credentials must be encrypted with a different hash of the password than might be stored for use in EKE or SPEKE; otherwise the user’s credentials can be directly derived from the information in the database.

Although a protocol based on (nonextended) EKE or SPEKE for credentials download is technically acceptable, patent issues might argue for a new approach, which we provide in this paper.

We claim the desirable properties of a credentials download protocol are that it be unencumbered, secure against dictionary attacks by an eavesdropper or someone impersonating either end, high performance at the server, stateless at the server, minimal number of messages, and acceptable performance at the client.

We claim the performance at the server is much more important than performance at the client, because the server must simultaneously serve many clients, perhaps many of whom are unauthorized and contacting the server solely to require it to consume resources. We claim the performance at the client is not as important because it is serving only one user at a time, and the protocol is only executed once (per user, per session). So the only thing that matters at the client is whether performance is "good enough", whereas at the server, any performance gain is important.

Our protocol has at least as good performance at the server as any of the other schemes (and quite likely better, because the argument can be made that our scheme allows for use of smaller p's). In EKE g and p in the Diffie-Hellman exchange are fixed, and the public number $g^X \pmod p$ is encrypted with a function of the user's password. In SPEKE, the base $g$ is a function of the user’s password.

In this paper we propose making the modulus p a function of the user’s password.

This protocol can be used to download a user’s private key to a workstation with appropriate software but no security information configured for that user, from a public place such as a directory. This can be thought of as bootstrapping the PKI. It is not possible to protect the user's private key with conventional access control since the user cannot authenticate until the user obtains the private key. And the private key cannot be world-readable, even if encrypted with the user’s password, because the encrypted private key is subject to off-line password-guessing. Once the user’s private key is recovered, any other information necessary to reconstruct the user’s environment on that workstation, such as the CAs that user trusts as trust anchors for certificate chains, can also be retrieved from the directory. Information that needs to be integrity protected is signed with the user’s private key. Information that needs to be secret (other than the user’s private key, which must be protected in a different way) is encrypted with the user’s public key.

The properties of this protocol are:

- a user need only know her name and password
- the protocol allows the server to operate in a stateless manner
- an eavesdropper on the authentication exchange between Alice and Bob will gain no information from the exchange, no matter how guessable Alice’s password.
Someone impersonating Bob or Alice will be able to verify only a single password guess per interaction with the other side.

This protocol is not intended for devices such as PDAs which are owned by a specific user and carried by that user. For those devices, a high quality secret (such as the user's private key) would be configured. This protocol is intended for workstations with reasonable computational resources (say 400 MHz processors) that have reasonable software, but no user-specific information configured.

2. The Protocol

The basic idea is to use the user's password as a seed for generating a prime modulus, and always use 2 as the base. In order to provide for salt, the seed for the pseudorandom number generator which will select the prime modulus should be $h(Alice, Alice's\ password)$.  The server Bob will store $p$ for user Alice. Alice's workstation must generate $p$ based on Alice's name and her password when she logs in.

The protocol requires only 2 messages (request/response), so is obviously stateless for the server. The client calculates $p$ from the user's password, chooses a random $A$, and sends $2^A \mod p$ to the server. The server chooses $B$, sends $2^B \mod p$ to the client, and sends back the credentials encrypted with $2^{AB}$.

To save the server work, it loses no security to always use the same $B$ for the same user (but not for different users). If the server stores, for Alice, $B$ and $2^B \mod p$, then in this protocol there is only a single exponentiation required at the server (to raise $2^A$ to the power $B$).

So Bob stores, for Alice:

- name "Alice"
- $p$ (Sophie Germain prime pseudorandomly generated from seed $h("Alice", password)$
- $Y=Alice's\ credentials\ encrypted\ with\ her\ password$
- $B$
- $2^B \mod p$

The protocol is as follows:

1) User types name ("Alice") and password to the workstation.

2) Workstation computes $h("Alice", password)$, and uses that to seed a pseudorandom number generator to choose a Sophie Germain prime $p$ that has 2 as a generator.


4) Workstation sends "Alice", $2^A \mod p$ to Bob.

5) Bob checks that Alice's name is exactly as stored in the database, and if not, sends that version of Alice's name back. If it is the same, Bob takes the $B$ stored in the database, calculates $K=2^{AB} \mod p$ by raising what he received from Alice to the power $B$, and transmits $2^B \mod p$, and $Y$ encrypted with $K$ to Alice.

6) Workstation calculates $2^{AB} \mod p$ and uses it to decrypt $Y$.

3. Generating $p$

We want 2 to be a generator (with high probability). By the law of quadratic reciprocity, this calls for $p$ being 3 mod 8. So our algorithm for generating $p$'s will only test numbers that are 3 mod 8.

We estimate 10 seconds as a reasonable maximum amount of time for the workstation to compute $p$. Diffie-Hellman moduli of 1000 bits are considered safe. But on today's desktops, it would take too much time (we estimate minutes) to generate a 1000-bit Sophie Germain prime. (A "Sophie Germain prime" $p$ is one in which $(p-1)/2$ is also prime.)

What corners can be cut to make performance tolerable at the client machine? Suppose we used a smaller $p$, say 512 bits. It is estimated that it would take 8000 MIP-years to break 512-bit Diffie-Hellman. An eavesdropper on this exchange would have information sufficient to test passwords, but it would require breaking 512-bit Diffie-Hellman for every guessed password. Another threat from using breakable
Diffie-Hellman is that if Bob’s database were stolen, or someone learned the user’s password, then we would lose perfect forward secrecy for the attacker’s price of breaking 512-bit Diffie-Hellman. If this were really considered a problem, then this entire exchange could take place inside an anonymous Diffie-Hellman exchange with fixed, large p. But for credentials download, (unlike mutual authentication) perfect forward secrecy is not a concern.

Another way to make performance better for the client is not to use a Sophie Germain prime, but instead use one where p-1 has at least one large (160 bit) prime factor. Selection becomes more complicated because determining whether 2 is a generator is probabilistic if the factorization of p-1 is not known. This is probably a reasonable approach; however, using a trick suggested by Jeff Schiller of having the user optionally supply a hint, we think performance with Sophie Germain primes can be tolerable, and the size of the Sophie Germain prime generated can be increased as desktops get faster, and it is a simpler solution. It is always best to start with a simple solution.

The way to look for a Sophie Germain prime is to start with a number n, and then look for the smallest number p of the form 3 mod 8 larger than n where both p and (p-1)/2 are (probably) prime. The most efficient method is to first sieve to avoid numbers where either p or (p-1)/2 have a small (say less than 10000) prime factor, and then discard numbers unless both 2**(p-1)/2 mod p=1, and 2**(p-3)/2 mod (p-1)/2=1. If p passes this test, there is an overwhelming probability that p is a Sophie Germain prime and that 2 is a generator. As a performance enhancement, we propose that for purposes of interoperability that exactly those tests take place as opposed to some less efficient test that determines primality with higher certainty but which could introduce interoperability problems if not all implementations used the same tests.

4. Getting down to the bits

4.1 Computing p from username and password
If the password is at least three characters long, the next to last character is ".", and the final character is from the set (0-9, a-z, A-Z, +, =), then the final two characters of the password are left out of the calculation of P below and the final character is translated into an integer HINT between 0 and 63 depending on its position in that set of legal characters. This will be used as a performance enhancement (see below).

\[
U = \text{SHA1}(\text{Username})
\]

\[
P = \text{SHA1}(\text{Password})
\]

\[
V = \text{SHA1} \"\text{Strong Password Authentication - Version 1.1 dated 16NOV2000}\" \]

Start point for search for prime p is a 512 bit number with high order bits 0-63 all 1's, and the remaining bits from SHA1(Pseed || "1"), SHA1(Pseed || "2"), ... The chosen p will be the smallest number greater than or equal to the start point for which p = 3 mod 8, neither p nor (p-1)/2 has prime factors less than 10,000, and for which \(2^{((p-1)/2 \mod p = -1)}\) and \(2^{((p-3)/2 \mod ((p-1)/2) = 1}}\).

The HINT is 6 bits of the chosen p. Since the bottom 3 bits must be 011 to be 3 mod 8), the hint can be the representation of bits 503-508. (i.e., the low order bit of the penultimate byte and the high order 5 bits of the last byte).

If the user does not supply a hint, the user is told that future logins will run faster if the hint "x" is supplied in the future (where x is replaced with the character corresponding to the discovered HINT). The hint could be supplied with a separate user prompt, or by appending to the password a character (such as space) that would be otherwise disallowed in the password, followed by x.

If there is a HINT, only candidate p's with bits 4-10 equal to the hint are considered. The effect of this is that if the user provides the HINT when entering the password, the computation of p will be much faster but ultimately will produce the same result as the calculation without the HINT. If the user specifies an incorrect HINT, a different p will be calculated and it will probably take a long time. The end result is that no passwords are disallowed (any value entered will result in a 512 bit p), but users willing to remember one more character of password will get in a lot faster.

Note that this is not equivalent to simply having a longer password, since the hint is not user-supplied, and has no logical (from a human point of view) connection with the rest of the password.

It would also be reasonable to allow multiple characters for the hint, further speeding up processing at the client. In this case the first character supplied by the user would equal bits 4-9, the next 10-15, etc.

Above, we specified that the user interface for entering the hint would be that ".x" would be appended to the password. If "." is a legal character in a password, and the user happened to specify a password with "." as the penultimate character, then the final character would be interpreted as a hint, and a prime would be found, but it would be slow.

4.2 Format of first message on the wire: "Alice", \(2^{A} \mod p\)

The encapsulating protocol is assumed to provide the total length of the message. Message is V || \"\0\" || \(2^{A} \mod p\) || Username, where V has fixed length 160 bits, a single zero byte follows, \(2^{A} \mod p\) has fixed length 512 bits, and username is variable length. \(2^{A} \mod p\) is sent in "big endian" order. The recipient of this message MUST verify that V is the expected value or terminate the protocol. The zero byte is a "minor version" number. It MUST be zero for clients implementing this version of the protocol. It MAY be non-zero for future clients, indicating that those clients are willing to negotiate some variation on this protocol. The recipient of this message implementing this version of the protocol MUST ignore the value of that byte. Future versions of the protocol may specify optional alternate responses if the value is non-zero.

4.3 Format of second message on the wire: "Bob", \(2^{B} \mod p\), and (Y) encrypted with \(2^{AB}\)

Bob parses the first message. He uses the user name to look up account information for Alice, and checks to make sure the case, accents, and punctuation of Alice’s name as provided matches the version in his account database. If not, or if the version is not acceptable, or if \(2^{A} \mod p\) has only a single "1" bit in its binary representation, or if Bob wants a stateless cookie before he does any exponentiation, then Bob replies, with the cookie, corrected form of Alice’s name, required size of p (if the client sent the wrong size), complaint about the format of \(2^{A} \mod p\), etc. If the version, Alice’s name, and the prime size is acceptable, Bob then reads p, \(2^{B} \mod p\), and Y from the database, raises \(2^{A} \mod p\) to the power B, encrypts Y with \(2^{AB} \mod p\) to get ENCY, and sends V
5. Performance Note

By far the most time consuming part of this protocol is the client’s generation of $p$ from the username and password. The performance of this operation is especially important because it must be performed every time the client wishes to download his credentials.

Table 1 contains performance numbers for this operation. These numbers are the mean of 20 trials with different passwords. The passwords were chosen using words 20001-20020 in FreeBSD 3.4’s /usr/share/dict/words. The username was "Alice". All numbers are in seconds. For reference, we have included numbers at a variety of key sizes.

<table>
<thead>
<tr>
<th>Key Size</th>
<th>Normal</th>
<th>w/ Hint</th>
</tr>
</thead>
<tbody>
<tr>
<td>384</td>
<td>6.6</td>
<td>.13</td>
</tr>
<tr>
<td>512</td>
<td>8.7</td>
<td>.15</td>
</tr>
<tr>
<td>768</td>
<td>34</td>
<td>.57</td>
</tr>
<tr>
<td>1024</td>
<td>120</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Figure 1: Performance of prime generation

* Only 5 trials were run for 1024 bits due to needing to submit this I-D.

These numbers were collected on a fairly unoptimized implementation of the algorithm of Section 4.1 on a Pentium II/400 running FreeBSD 3.4. The bignum implementation was OpenSSL 0.9.6.

Note that although performance with a 1024 bit prime is quite bad, with a hint it’s quite acceptable.

6. Security Considerations

This protocol is intended to be a method of downloading credentials which is somewhat less secure than having smart cards for each user. It can bootstrap deployment of a PKI, allowing deployment before users have smart cards. It is perfectly feasible for some users to obtain credentials through this protocol and others to have smart cards, and a user that subsequently obtains a smart card can simply have their credentials information removed from the directory. This protocol assumes trusted software at the client machine.
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