Abstract

This document describes how multicast services can be supported with Proxy Mobile IPv6 protocol [RFC5213], Multicast Listener Discovery (MLDv2) protocol [RFC3810], and Internet Group Management Protocol (IGMPv3) [RFC3376]. This document analyzes scenarios for multicast service establishment and mobility. It also proposes the use of a dedicated LMA for multicast services.
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1. Introduction

Proxy Mobile IPv6 [RFC5213] is a network-based approach to solving IP mobility challenge. In a Proxy Mobile IPv6 domain, Mobile Access Gateway (MAG) behaves as a proxy mobility agent in the network and does the mobility management on behalf of the mobile node attached to the network. Local Mobility Anchor (LMA) is the home agent for the mobile node and the topological anchor point. Proxy Mobile IPv6 is designed mainly for unicast services.

The Internet Group Management Protocol (IGMP) [RFC3376] is the protocol used by IPv4 systems to report their IP multicast group
memberships to neighboring multicast routers. The Multicast Listener Discovery Protocol (MLD) [RFC3810] is used in a similar way as IGMP by IPv6 routers to discover the presence of multicast listeners. However, IGMP/MLD are not designed to address mobility issues.

Supporting multicast services has been under discussions within the working group. This document focuses on addressing multicast mobility scenarios using the Proxy Mobile IPv6 and IGMP/MLD protocols, and proposing a new deployment architecture with a dedicated LMA for multicast services. This document also provides two mechanisms to reduce latency for IGMP/MLD.

2. Conventions and Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC-2119].

This document uses the terminology defined in [RFC5213], [RFC3775], [RFC3810].

3. Single LMA Supporting both Unicast and Multicast Services

This section describes how multicast services and mobility can be supported based on how Proxy Mobile IPv6 and MLD protocols work now.

To improve service continuity, some enhancements can be made, without modifying the protocols. The enhancements are discussed in section 4, 5, and 6.

3.1. Architecture

Figure 1 illustrates the architecture using Proxy Mobile IPv6. In this architecture, MAG provides multicast proxy functions as defined in [RFC4605]. LMA serves as the multicast router and forwards multicast services. LMA is also the anchor point for unicast services.
3.2. Multicast Establishment

Figure 2 shows the procedures of MN attachment and initiation of unicast and multicast services. The unicast service is shown for the purpose of completion and comparison.

The procedures from "MN Attachment" to the establishment of unicast service are the same as defined in Proxy Mobile IPv6 [RFC5213]. MAG provides multicast proxy functions as defined in [RFC4605]. LMA serves as the multicast router and forwards multicast services. The MLD Query message may occur before the MLD Report is sent, and they are not shown in the figure for simplicity.
3.3. Multicast Mobility

Figure 3 shows the procedures of re-establishing the multicast services when the MN moves within the same LMA. The MN shown in the figure has both unicast and multicast sessions. This figure shows a basic scenario that the MN needs to re-join the multicast services after handover. There are ways to improve the multicast mobility support and they are discussed in section 4, 5 and 6.
4. Dedicated LMA Supporting Multicast Services

A PMIPv6 domain may receive data from sources of both the unicast services and multicast services. A dedicated LMA can be used to serve as the anchor for multicast services. This section describes how the multicast LMA works in scenarios of mobile node attachment and multicast mobility.

4.1. Architecture

Figure 4 shows a PMIPv6 domain. One LMA is dedicated to unicast services, and one is dedicated to multicast services. A MAG may
connect to both LMAs, or only one LMA. A MN may receive unicast
and/or multicast services. In Figure 4, MN1 and MN2 have either
unicast or multicast services, or both. MN3 has multicast services
only.

4.2. Multicast Establishment

Figure 5 shows the procedure when two mobile nodes attach to the MAG,
and establish Proxy Mobile IPv6 tunnels, with the unicast LMA and
multicast LMA respectively.
In the illustrated scenario, both MN1 and MN2 are attached to the same MAG. MN1 is a "traditional" user for unicast services. The MAG establishes the Proxy Mobile IPv6 tunnel with LMA for unicast services as defined in [RFC5213].

MN2 requires multicast services. It may indicate its multicast request in the Router Solicitation request. MAG sends the Proxy Binding Update to the multicast LMA, and establishes the tunnel for multicast services. MAG may use a multicast CoA so the multicast
tunnel can be shared by multiple MNs that subscribed to the same multicast services. The MN sends the MLD report message as defined in [RFC3810].

A MN may have multiple interfaces, and requires both unicast and multicast services simultaneously.

The multicast tunnel may be downlink-only or bi-directional.

4.3. Multicast Mobility

Figure 6 illustrates the mobility scenario for multicast services, using the dedicated multicast LMA. The figure shows a MN with both unicast services and multicast services. In the scenario discussed below, it is assumed that the p-MAG and n-MAG are connected to both the unicast LMA and multicast LMA.

When the MN detaches from the p-MAG, the p-MAG deregisters from the unicast LMA, as defined in [RFC5213]. However, the p-MAG should keep the multicast tunnel with the multicast LMA if there are still other MNs using the multicast tunnel. Even if there is no MN on the multicast tunnel, the p-MAG may decide to keep the multicast tunnel.

When the MN attaches to the n-MAG, the MN sends MLD reports, and the n-MAG establishes the multicast tunnel with the multicast LMA, same as described in section 4.2.

It is possible that the multicast tunnel is already available at n-MAG when the MN attaches to n-MAG. Therefore the n-MAG can distribute the multicast traffic to the MN, using either the unicast or multicast L2 connection between n-MAG and MN.
5. Enhanced Multicast Mobility Support

This section discusses how multicast mobility can be enhanced when indications of handover triggers are available. Traditionally, the new PMIP tunnel is established after the MN is attached to the n-MAG, which can cause long delay for multicast services. In this section, handover triggers are used to establish the tunnels before the MN is attached to the n-MAG.
5.1. Architecture

The handover scenarios can apply to the single LMA architecture illustrated in section 3.1, or the dedicated multicast LMA illustrated in section 4.1. They can apply to both unicast and multicast services. For simplicity, only the single LMA architecture and multicast services are depicted in the figures.

5.2. Multicast Mobility

Handover triggers may occur in the MN or the network. The MN can get predictive indications of imminent handover, for example, using some L2 measurements. A MN can initiate a handover due to the request of an application. A MN can also get handover command from the network. In such cases, the MN can send an indication of imminent handover to the p-MAG. The p-MAG forwards the indication to n-MAG, including the multicast information of the MN. This helps the n-MAG to establish the multicast with LMA faster. The n-MAG can use a multicast CoA for the multicast tunnel. Therefore when the MN attaches to the n-MAG, the multicast service can be available. The figure shows the binding update occurs before the handover. Binding update may happen after the handover. The p-MAG can decide to keep or tear down the old tunnel. The procedure is illustrated in Figure 7.

The protocol to transport the HO trigger message is beyond the scope of this document. For example, the context transfer method proposed in [RFC4067] can be used.
Figure 7 Indication of Handover Triggers between MAGs
Figure 8 illustrates an alternative way that the HO trigger is passed from the MN to p-MAG, and p-MAG forwards it to LMA. This scenario applies when there is no direct interface between p-MAG and n-MAG.

To reuse the mechanisms defined in [RFC5213] without modification, the HO trigger is forwarded from LMA to n-MAG, while n-MAG initiates the tunnel establishment procedure with LMA as defined in [RFC5213].

The handover trigger may come from the network side, for example, due to operator policies, load balancing, etc.

If either LMA or MAG is aware of the imminent handover from the network side, LMA or MAG can initiate the establishment of the multicast tunnels. The steps between MAG and LMA are the same as illustrated in Figure 7 and Figure 8.
There are cases that the HO trigger is not generated at p-MAG or LMA. For example, the HO trigger may be originated from a policy control entity in the network, and passed to a corresponding mobility entity in the MN. The MN can send the HO trigger to the p-MAG, same as the procedures shown in Figure 7 and Figure 8.

6. MLD/IGMP Enhancements

The multicast services can be interrupted after MN handover, due to service re-initiation. Therefore the key to enhance the MLD/IGMP performance is to reduce the delay caused by service re-initiation.

Two methods to reduce handover delay for multicast services are proposed below.

6.1. "Join" before Handover

In the scenarios discussed in section 5, a HO trigger is sent to n-MAG before the MN attaches to n-MAG. n-MAG can use the multicast information in the HO trigger message to enable the multicast services before the handover occurs. This is like the MN "joins" before the handover.

In an alternative architecture, if imminent handover is known by a mobility management entity in the network, the mobility management entity can "join" the multicast group on behalf of the MN with the appropriate multicast router in the target network.

6.2. Fast "Join" after HO

Right after the handover is completed, the mobility management entity in the MN can trigger the sending of a MLD/IGMP Report immediately, without waiting for the Query from the multicast router.

The above proposed mechanisms can be used independently or jointly. For example, if a "join" before handover is not working, a fast "join" after HO can still work and reduce the service delay.

7. Security Considerations

This draft discusses the operations of existing protocols without modifications. It does not introduce new security threats beyond the current security considerations of PMIPv6 [RFC5213], MLD [RFC3810], IGMP [RFC3376] and IGMP/MLD Proxying [RFC4605].
8. IANA Considerations

This document makes no request of IANA.
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